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We study how the realignment criterion (also called computable cross-norm crite-
rion) succeeds asymptotically in detecting whether random states are separable or
entangled. We consider random states on C¢ ® C¢ obtained by partial tracing a
Haar-distributed random pure state on C? ® C¢ ® C* over an ancilla space C*. We
show that, for large d, typically, the realignment criterion is successful in detect-
ing entanglement if and only if s < (%)zdz. In this sense, the realignment criterion
is asymptotically weaker than the partial transposition criterion. © 2012 American
Institute of Physics. [http://dx.doi.org/10.1063/1.4759115]

. INTRODUCTION

A central problem in quantum information theory is to decide whether a state is separable or
entangled. Although this is a computationally hard task,'® several operational criteria have been
proposed to detect entanglement, such as the Peres positive partial transpose criterion (PPT)'® and
the realignment criterion due to Rudolph and Chen—Wu.> 1

In this paper, we focus on the realignment criterion, study its behaviour on large dimensional
bipartite systems and compute the threshold for random induced states, in the following sense.
Induced quantum states are random states on H = C¢ ® C? which are obtained as the partial trace
over an ancilla space C° of a Haar-distributed random pure state on H @ C°. We show that a
threshold for the realignment criterion occurs at so = (3)%d* ~ 0.72d?, in the following sense: if
the ancilla dimension s is smaller than sy, with large probability the realignment criterion detects
that the random state is entangled; when s is larger than sy, the realignment criterion fails and we
cannot conclude whether the state is entangled or separable. Since the threshold for the PPT criterion
is larger (it occurs at s = 4d”, see Ref. 2), this means that the realignment criterion is asymptotically
weaker than the Peres criterion.

Here is a more striking illustration of the relative power of the two criteria: take a random state
uniformly distributed (with respect to the Lebesgue measure) on the convex body of all mixed states
on C¢ ® C? (this corresponds to s = d?, see Ref. 21). Then, with probability tending to 1 as d tends
to infinity, the following occurs: this state is entangled, and its entanglement is detected by the Peres
criterion but not by the realignment criterion.

Our proofs are based on a new model in random matrix theory: realigned Wishart matrices. Let
W be a Wishart random matrix (W = X X*, where Xis ad® x s matrix with i.i.d. Gaussian entries).
We consider the realignment of the difference W — sI. The resulting matrix is not Hermitian, and
we show that the asymptotic singular value distribution is given, under proper normalization, by the
quarter-circle law.

The fact that the realignment criterion is generically asymptotically weaker than the Peres
criterion is illustrated in a qualitative fashion when we focus on unbalanced bipartite systems. We
consider random induced states on C% ® C% (the dimension of the environment being still ).
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When d; is fixed and d; tends to infinity, we show that the threshold for the realignment criterion
iss = dlz. This is to be compared with the corresponding threshold for the Peres criterion, which
is not bounded with respect to d, (it was shown in Ref. 3 that this threshold is s = «(d;)d,, with
a(dy) = 2d; + 2@).

The paper is organized as follows: Sec. II introduces the background and states the main
theorem about the threshold for the realignment criterion on C¢ ® C? (Theorem 2.1). Section III
introduces realigned Wishart matrices, and contains Theorem 3.1 about convergence to the quarter-
circle distribution. Section IV contains a derivation of Theorem 2.1 from Theorem 3.1. Section V
introduces the graphical calculus which is used in the proof of Theorem 3.1. In Sec. VI, we compute
the moments of realigned Wishart matrices, and the proof of Theorem 3.1 is completed in Sec. VII.
Finally, Sec. VIII deals with unbalanced tensor products.

II. BACKGROUND AND STATEMENT OF THE RESULTS
A. Notation

We denote by My, «q,(C), the space of d; x d, matrices with complex-valued entries. The
Hermitian conjugate of a matrix A is denoted A*, and we denote |A| := (AA®)V2 For 1 < p < + o0,
the Schatten p-norms are defined by the formula ||A|, := (Tr|A[” )1/ P Also, we denote by C, c,
co - . . numerical constants whose value may change from occurrence to occurrence.

B. Permutation criteria

We consider a bipartite Hilbert space H = C/ ® C%. Let {e; }f]‘zl and { f; ?2:1 be the canonical
bases of C%' and C%. Any operator A on H admits a (double-indexed) matrix representation

d; dy

A= ZZAij,kllei ® fiXex ® fil.

ik il

For every permutation o of the indices {i, j, k, I}, we can introduce the corresponding
reshuffling operation, which maps the matrix A = (A;; ;) to the (possibly non-square) matrix A”
= (As()o(j), o (o (1)) This operation depends on the particular choices of bases.

If p is a pure product state, then p? has rank one, and ||p?||; = 1. Consequently, for any
separable state p, we have ||p?|; < 1. In this way, each permutation produces an operational
separability criterion. Such reshufflings were studied in Ref. 13, where it was proved that each of
these 24 reshufflings is equivalent to one of the following.

(1) The trivial reshuffling, where ||A%||; = ||A||; for every A.

(2) The partial transposition,'® denoted A", which corresponds to swapping the indices j and /.
This operation is equivalently described as AT = (I ® T)A, where T is the usual transposition
of d x d matrices. Note that for a state p, the condition ||p"||; < 11is equivalent to ol >0,
and this is known as the PPT criterion (positive partial transpose).

(3) The realignment,® ! denoted A®, which corresponds to swapping the indices j and k. We have

di d

AR =33 Aules ® el f; ® fil.

ik il

The resulting matrix AX has dimension d? x dZ. The fact that a separable state p must satisfy
llo®|l1 < 1is called the realignment criterion or the computable cross-norm criterion.

Except in Sec. VIII, we focus on the balanced case (d; = d» = d). In this case, the matrix AR
is square; however, note that the realignment of a Hermitian matrix does not produce a Hermitian
matrix in general. Note also that I® = dE, where E = E, is the maximally entangled state E

= | ) (Y|, with [¢) = \/L;l Z?:] le; ® e;). Obviously, one has also I = (dE)R.



102210-3 G. Aubrun and I. Nechita J. Math. Phys. 53, 102210 (2012)

It is known!® that when d > 3, neither of the PPT or realignment criteria is stronger (one can
find entangled states which violate one criterion and satisfy the other one). In this paper, we show
that when d is large, the PPT criterion is generically stronger than the realignment criterion.

The Choi—Jamiotkowski isomorphism J sheds a different light on the realignment criterion. If
p is a state on C' ® C%, then J(p) is a quantum channel, mapping states on C% to states on C%.
The matrix of J(p) (in the canonical matrix basis) is given by d; p¥. Since the state p is separable if
and only if the channel J(p) is entanglement-breaking (EB), we obtain the following reformulation
of the realignment criterion: any EB quantum channel & satisfies ||®||; < d;, where |.||; denotes
the trace class norm from maps between matrix spaces. In this formulation, this statement appears
in Ref. 16 (Appendix A).

C. Random states

We consider the standard model of random induced states. These mixed states are obtained as
partial traces (over some environment) of Haar-distributed random pure states. More precisely, we
denote by u, , the distribution of the state

Tres [Y) (V1.

where ¥ is uniformly distributed on the unit sphere in C" ® C°. In the following, we identify C"
with C? ® C4, for n = d>.

Generically, a random induced state with distribution w,, ; has rank min (#, s). When s > n, the
probability measure i, s has a density with respect to the Lebesgue measure on the set of states on
C" which has a simple form?!

d/“n,s 1
—— (=

det p)* ™", 1
vol ZM( etp) )]

where Z, ; is a normalization factor. Note that formula (1) allows to define the measure w,, ; for every
real s > n, while the partial trace construction makes sense only for integer values of s.

The dimension s of the environment can be thought of as a parameter. The resulting mixed state
is more likely to be entangled when s is small. On the other hand, if s — o0, the resulting mixed state
converges to the maximally mixed state, which is separable. Therefore, for any separability criterion,
we expect a threshold phenomenon—a critical value between the range of s where the criterion is
generically satisfied and the range where it is generically not satisfied. Known results in this direction
include, for a random state p € C? ® C? with distribution 1,2, (see also Refs. 9 and 12).

(1)  For separability itself, the threshold is of order s &~ d°. More precisely, p is typically entangled
when s < @®, and typically separable when s - d° log? d.!

(2) For the PPT criterion, the threshold occurs precisely at s = 4d”: p is typically not-PPT when
s < 4d? and typically PPT when s > 4d°.2

(in this context, a property is called typical if the probability that it holds goes to 1 as d tends to
infinity).

We show that the threshold for the realignment criterion is precisely at s = (%)zdz. This is our
main theorem.

Theorem 2.1. Denote y = (%)2 ~ 0.72. For every ¢ > 0, there exist positive constants c(¢),
C(g) such that the following holds. If p is a random state on C? ® C¢ with distribution Waz.s, then

(1) Ifs<(y — &)d, then
P(|lo®)ly > 1) = 1 — C(e) exp(—c(e)d'/*).
Q) Ifs>(y + e)d, then

P(p®l; < 1) = 1 — C(e) exp(—c(e)d"*).
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All states p

PPT states

0
Q)

Separable states

FIG. 1. Schematic representation of volumes.

A comparison between the thresholds for the PPT and realignment criteria shows that the latter
is generically asymptotically weaker. When the environment dimension s is between (3)?d? and
442, random states are non-PPT, but the realignment criterion fails to detect entanglement. As noted
in the Introduction, this range includes the special case s = d?, which corresponds to the uniform
measure on the set of states (the density in Eq. (1) being constant). We pictured in Fig. 1 the different
convex sets involved, where the size of respective circles aims at representing faithfully the volume.
With respect to the volume, a typical state p is non-PPT and entangled, but satisfies || o|| < 1, hence
the realignment criterion fails to detect entanglement.

The theorem will follow from the description of the limiting distribution of singular values of pF,
which are shown to converge towards the quarter-circle distribution. This result can be equivalently
stated using Wishart matrices instead of random quantum states, which are more convenient from a
random matrix theory perspective. We develop this approach in Sec. III.

We also consider the case of unbalanced states, i.e., C"* ® C% with d, fixed, and d, tending to
infinity. In this asymptotic regime, we show that the threshold for the realignment criterion is exactly
s = dlz. Since the threshold occurs for a finite value of s, the realignment criterion is qualitatively
weaker in the unbalanced case than the Peres criterion (see Refs. 3 and 4).

lll. SPECTRAL DISTRIBUTION OF REALIGNED WISHART MATRICES

We describe here a new result from random matrix theory, which is the main ingredient in the
proof of Theorem 2.1. Let X be a d*> x s random matrix with i.i.d. N¢(0, 1) entries, and W = X X7
(we recall that a complex-valued random variable & has distribution N¢(0, 1) if \/52)’{5 and «/ESE
are independent standard normal random variables). The random matrix W is known as a Wishart
random matrix with parameters (d?, s). We consider W as an operator on C? ® C?, therefore we
can consider the realignment of W, denoted R = WR. We may write Wy, Rz2., ... instead of
W, R, ... if we want to make dimensions explicit.

It turns out to be simpler to study the difference W — sI rather than W itself, or equivalently
to study the operator R — dsE (recall that I® = d E). The following theorem (proved in Sec. VII)
describes the asymptotic behaviour of the singular values of R — dsE. We denote by Cat,, := ﬁ (2; )
the pth Catalan number.

Recall that the (standard) quarter-circle distribution is the probability measure

V4 — x?
d/’ch = Tl[O,Z](x)dx~

The even moments of this measure are given by the Catalan numbers

2
/ xz”duqc(x) = Cat,,
0

whereas the odd moments are
2 4p+5
2°P ! 2)!
/ P () = S P P E 2
0 T2p +4)!

In particular, the average of (i, is 8/(37).



102210-5 G. Aubrun and I. Nechita J. Math. Phys. 53, 102210 (2012)

Theorem 3.1. For all integers s, d, let R 5 be the realignment of a Wishart matrix W ¢, and
0=Q0p,= ﬁE(RdZ’S — dsE). Then, when d and s tend to infinity,

: 1
i E - Tr(Q 0] = Cat,,

. 1 .
d.!&'linoo Var ye Tr[(QO*)?]1 = 0.

We emphasize that there is no assumption about the relative growth of s and d, besides the fact
that they both tend to infinity.

Theorem 3.1 can be restated as follows: the empirical singular value distribution of Q, defined
as sz Zﬁl 0i(Q), converges in moments towards the quarter-circle distribution pt,.. Via standard
arguments (see, e.g., Ref. 2 for a sketch), it follows that for every continuous function f : Rt — R
with polynomial growth, we have (convergence in probability)

1 P 2
TS0 ) [ fdye @
0
When applied to the function f{x) = x, Eq. (2) yields
p 847
19asllv ~ 5= 3)
b1

(by X XY we mean that the ratio X/Y converges in probability towards 1).

IV. FROM WISHART MATRICES TO RANDOM STATES: PROOF OF THEOREM 2.1

In this section, we show how to derive Theorem 2.1 from the results on Wishart matrices.
Random induced states are closely related to Wishart matrices. Indeed, it is well known that if
W = Wy, is a Wishart matrix, then p := (Tr W)~!'W is a random state with distribution Haz.s-

We are going to prove first a weak form of the theorem, where we show that the threshold is
of order d?, without identifying the exact constant y = (%)2. Here is the relevant proposition; the
proof will use only the expansion of Tr(Q Q*)? for p = 1 and p = 2, and will have the advantage to
work for all values of s (including s < @* or s > d”, which require special attention).

Proposition 4.1. There exist absolute constants c, C, ¢y, and Cy such that, for a random state p
on C¢ @ C¢ with distribution War. s, the following holds:

(1) Ifs < cod”, then P(|p%|l; > 1) > 1 — Cexp(—cd'"*).
(2) Ifs= Cod®, then P(|p®|l1 < 1) = 1 — Cexp(—cd'/?).

Assume that p is defined by the equation p := (Tr W)~!W, where W is a Wishart random
matrix with parameters (d?, s). Define e by Tr W = (1 + a)d?s. The matrix Q from Theorem 3.1 is
related to p by the equation ﬁ 0 =1+ a)p® — E/d. In particular,

LofIol 1\ e 1 (0l 1
1+a(37§ d)supnlsyig(37§+d). @

The random variable Tr W follows a x 2 distribution, and the next lemma implies that with large
probability, |a| < 1/(d/s).

Lemma 4.2 (see, e.g., Ref. 15, Lemma 1). If W = W2 5 is a Wishart matrix, then for every
O<e<l,
< TrW
P

-1
d?s

> 8) < Zexp(—cszdzs).
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Proof of Proposition 4.1. It is possible to estimate ||Q||; from the knowledge of || Q|| and || Q|l4,
using the following inequalities:

o3
lol?

Since || Q ||§ =Tr(QQ*) and || Q ||3 = Tr(Q O* Q Q) are polynomials in the matrix entries, they
are easier to analyze. Here is a proposition which can be derived from the analysis in Sec. VII—more
precisely see Egs. (11), (12), and (14).

< @l < dllQllz- &)

Proposition 4.3. There are absolute constants c, C such that the following inequalities hold for
every d and s:

cd* <E|QJ5 < Cd?, cd* <E|Qlly < Cd?,

Var Q|5 < Cd?, Var [|Q|; < Cd’.
We now use a general concentration inequality for polynomials in Gaussian variables.

Proposition 4.4 (see Ref. 14, Theorem 6.7). Let (G;) be independent Gaussian variables, and
P be a polynomial of (total) degree q. Consider the random variable Y = P(Gy, ..., Gy). Then for
everyt > 0,

P(|Y —EY| > tv/VarY) < C, exp(—c,t*/?)
(C, and c, being constants depending only on q).

Applied to the polynomials || Q||§ and || Q||j (of degree, respectively, 4 and 8), we obtain, that
with large probability, both || Q ||% and ||Q ||j are of order d> (up to universal constant). Together with
(5), this yields that, for some absolute constants ¢, C,

P(cd® < ||Q]) < Cd?) > 1 — Cexp(—cd'/*). (6)
From (6) and (4), we obtain that with probability larger than 1 — Cexp (— cd"*),

1 (ed 1 . 1 [(cd 1
——s)<slph<—|—F=+3
l+a\Js d l4+a\/s d

and Proposition 4.1 follows from Lemma 4.2. m|

We denote by R the (convex) set of states which are not detected to be entangled by the
realignment criterion

R =R(H) = {p : pisastate onH with | p%||; < 1}.

We also introduce the gauge || - ||z associated with the convex body R. It is defined for any state p
as

. I 1 I
||p||7z=1nf{t>0 : d—2+;(p—ﬁ>€7€}

. E 1( s E
=inf{tr >0 : E+_ pt = — <l1g.
1

t d
Lemma 4.5. The following inequalities hold for any state p on C? ® C?,

d R d R
——— o™ = E/dly < lplr < 7— o™ — E/d|1.

d+1 d—1
Proof. Let . = ||pllr. Then |£ + 5 (o® — £)||, = 1, and by the triangle inequality
Ll e E]
dSx|)” Td), S Ta

and the result follows. O
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We are going to use a result from Ref. 1, which gives a concentration inequality for the gauge of
a random state (note that the inradius of R equals the inradius of the set of separable states, which
is 1/4/d*(d* — 1), see Ref. 11). We obtain the following.

Proposition 4.6 (Ref. 1, Proposition 4.2). For every constant 6 > 0, there are constants c, C
such that the following hold. Let s > 0d?, and p be a random state on C¢ @ C? with distribution
Ua2.s, then

P(lllollr — M| = 1) < Cexp(—cs) + C exp(—csn’),
where M = M s is the median of the random variable || p|r.

Note that Proposition 4.2 in Ref. 1 is stated with the restriction s > d*; however, it can be
checked that the proof extends to the range s > 8d” for any # > 0, altering only the values of ¢ and C.
We are going to use Proposition 4.6 with 8 = ¢, where ¢ is the constant appearing in Proposition
4.1. We can now pass to the complete proof of Theorem 2.1.

Proof of Theorem 2.1. Let us show the first part of the statement, the second part being similar.
Since the case when s < cyd” was covered by Proposition 4.1, we may assume s > cod”.

Denote by 7,2 ; the probability that a random state on C? @ C¢, with distribution a2 s, belongs
to the set R. Fix ¢ > 0. For each d, let s = s, be the number with cod® < s < (1 — e)yda such that
2 s is maximal. We claim that

. 1
lldn_l)l(ngdz,sd > \/1—T8

Indeed, by Lemma 4.5, the random variables ||p|lz and ||pR — E/D|; have asymptotically
equivalent medians. Moreover, by (4), it suffices to show that

o . 101l 1
lim inf Median > ,
d— 00 ( dxxg \/T_:TE

and this last inequality follows immediately from (3).

Choose some 7 such that 0 < n < —— — 1. Applying Proposition 4.6, we obtain, for d large

V1—e
enough,

e =P € R) <P (lpllr < Mg s, — 1) < Cle) exp(—c(e)sa).

Small values of d are taken into account by adjusting the constants if necessary.

For the second part of the theorem, consider the number s = s/, with s > (1 — &)y d? such that
742 ¢ is minimal. This number is well defined since for fixed d, the sequence 7,2 ; converges to 1
as s tends to infinity (the measures j,2 ; converge towards the Dirac mass at the maximally mixed
state). The rest of the proof is similar. m|

V. BACKGROUND ON COMBINATORICS OF NON-CROSSING PARTITIONS AND
GRAPHICAL CALCULUS

Let us first recall a number of results from the combinatorial theory of non-crossing partitions;
see Ref. 17 for a detailed presentation of the theory. We denote by S, the group of permutations on
{1, ..., p}. For o €S,, we introduce the following standard notation:

e #o is the number of cycles of o;
e |o| is its length, defined as the minimal number & such that o can be written as a product of k
transpositions. The function (¢, 7) — |0 ~!7| defines a distance on S,.Onehas#o + |o| = p.

Let & € S, be the canonical full cycle § = (12 ... p). The set of permutations ¢ € S, which
saturate the triangular inequality |o| + |o ~'&€| = || =p — 1 is in bijection with the set NC(p) of
non-crossing partitions of [p] := {1, ..., p}. We call such permutations geodesic and we shall not
distinguish between a non-crossing partition and its associated geodesic permutation. We also recall
a well-known bijection between NC(p) and the set NC,(2p) of non-crossing pairings of 2p elements.
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To a non-crossing partition 7 € NC(p), we associate an element fat(w) € NC,(2p) as follows: for
each block {iy, iz, ..., ix} of =, we add the pairings {2i; — 1, 2ic}, {201, 2i, — 1}, {2ip,2i5 — 1},
oo o» {20k — 1, 2iy — 1} to fat(rr). The inverse operation is given by collapsing the elements 2i — 1,
2ie{l,...,2p} toasingle elementi € {1, ..., p}.

In the rest of the paper, we shall perform moment computations for random matrices with
Gaussian entries. The main tool we use is the Wick formula (see, e.g., Ref. 20 for a proof).

Lemma 5.1. Let Xy, . . ., Xy be jointly Gaussian centered random variables. If k =2p + 1, then
E[X;---X;] =0.Ifk =2p, then
P
E[X; - X,] = > [ ]ELX, X1 (7)
m=1

a={{ir, i} Aip ip})
pairing of {1,...,k}

The above formula is very useful when applied to moments of Gaussian random matrices.
Moreover, a graphical formalism adapted to random matrices was developed in Ref. 8 in order to
facilitate its application. This graphical calculus is similar to the one introduced in Ref. 7 for unitary
integrals and the corresponding Weingarten formula. We present next the basic ideas of the Gaussian
graphical calculus and we refer the interested reader to Ref. 8 for the details.

In the Gaussian graphical calculus tensors (and, in particular, matrices) are represented by boxes.
In order to specify the vector space a tensor belongs to, boxes are decorated with differently shaped
symbols, where each symbol corresponds to a vector space. The symbols are empty (white) or filled
(black), corresponding to primal or dual spaces. Tensor contractions are represented graphically
by wires connecting these symbols. A wire should always connect two symbols of the same shape
(corresponding thus to vector spaces of the same dimension). A wire connecting an empty symbol
with a filled symbol of the same shape corresponds to the canonical map C" ® (C")* — C. However,
we shall allow wires connecting two white or black symbols, by identifying non-isomorphically a
vector space with its dual. Finally, a diagram is a collection of such boxes and wires and corresponds
to an element in a tensor product space.

The main advantage of such a representation is that it provides an efficient way of computing ex-
pectation values of such tensors when some (or all) of the boxes are random matrices with i.i.d. Gaus-
sian entries. Indeed, there exists an efficient way of implementing the Wick formula in Lemma 5.1.
When the entries of the Gaussian matrices have standard normal distributions, the covariances in
Eq. (7) are just delta functions. We state now the graphical Wick formula from Ref. 8.

Theorem 5.2. Let D be a diagram containing p boxes X and p boxes X which correspond to
random matrices with i.i.d. standard Gaussian entries. Then

Ex[D]= ) D,

aES,

where the diagram D, is constructed as follows. One starts by erasing the boxes X and X , but keeps
the symbols attached to these boxes. Then, the decorations (white and black) of the ith X box are
paired with the decorations of the a(i)-th X box in a coherent manner, see Figure 2. In this way, we
obtain a new diagram D, which does not contain any X or X boxes. The resulting diagrams D, may

paired boxes

FIG. 2. Pairing of boxes in the Gaussian graphical calculus.
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FIG. 3. Diagrams for the first two moments of a Wishart matrix. Round symbols correspond to C? and diamond symbols
correspond to C*.

contain loops, which correspond to scalars; these scalars are equal to the dimension of the vector
space associated with the decorations.

We now present a simple example of moment computation that makes use of the Gaussian
graphical calculus. Let W € M;(C) be a complex Wishart matrix of parameters (d, s), that is
W = XX* with X € M.,(C) with i.i.d. standard complex Gaussian entries. The diagrams for the
first and the second moment of W are presented in Figure 3. Since these diagrams contain only
Gaussian boxes, the resulting expanded diagrams D,, will contain only loops, so they will be scalars.
For the first moment, the diagram contains only one pair of Gaussian matrices X/X, hence the
expected value of the trace is given by the following one term sum (see Figure 4),

ETrtW = ZDa =ds.
a€S1

For the second moment, there are two pairs of Gaussian boxes, thus the formula in Theorem 5.2
contains two terms, see Figure 5,

ETrw? = Z Dy = Day2) + Dy = ds® + d’s.

aEeS

VI. MOMENT FORMULA FOR THE SINGULAR VALUES
OF A REALIGNED WISHART MATRIX

In this section, we deduce a formula for realigned Wishart matrices, using Theorem 5.2. We are
going to work in the more general setting of unbalanced tensor products. We consider Wishart ma-
trices W € My, (C) ® M4, (C) of parameters (d1d, ), i.e., W = X X* with X € M, 4,xs(C) having
i.i.d. Nc(0, 1) entries.

Let R=WR e M2, 42(C) be the realigned version of W, that is

Riju = Wi ji-

The diagram of the matrix R is presented in Figure 6.
Proposition 6.1: The moments of the random matrix RR* are given by

ETH(RR 1= Y s*df af, ®)

O[ESZI,

FIG. 4. Graphical expansion for the first moment of a Wishart matrix. There is only one term in the sum, corresponding to
the unique permutation on one element.
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Dy =

FIG. 5. Graphical expansion for the second moment of a Wishart matrix. There are two terms in the sum, corresponding to
the identity permutation (1) and (2) and to the transposition (12).

where the permutations y, § € S, are given by
y =U2)34)---2p —1,2p),
§=(1,2p)(23)(45)---2p —2,2p — 1).

Proof: In Figure 7, we represent the matrix RR* and its pth moment. The second diagram
contains 2p W boxes, each W box being represented in Figure 6. We use Theorem 5.2 to compute
the average

ETH{(RR*)] = ) D,
CtGSz,,

where D,, is the diagram obtained after the removal of the X and X* boxes and connecting the ith X
box with the a(7)-th X* box. Since the random boxes are the only tensors appearing in the diagram,
each D, will contain only loops that can be counted in the following way:

(1) There are #« loops coming from squared labels (associated with C*), because the initial wiring
of these labels is given by the identity permutation.

(2) There are #(ary ~") loops coming from the lower round labels (associated with C%). The initial
wiring of these labels is given by the permutation

y =U2)34)---2p — 1, 2p).

(3) There are #(a8~") loops coming from the upper square labels (associated with C%1). The initial
wiring of these labels is given by the permutation

8§ =(1,2p)23)45)---2p —2,2p — 1).

Taking into account all contributions, we obtain the announced moment formula for RR*. O

Vil. PROOF OF THEOREM 3.1
Recall that in Theorem 3.1, we are considering the balanced case, d; = d, = d. Note that

00" =d s Y (RR* —dsRE; — dsE,R* + d*s’E,),

FIG. 6. The diagram of a realigned Wishart matrix. Square symbols correspond to C%, round symbols correspond to C%2,
and diamond-shaped labels correspond to C*.



102210-11 G. Aubrun and I. Nechita J. Math. Phys. 53, 102210 (2012)

FIG. 7. The diagrams of the product RR* and of the pth moment of RR*.

so that one can expand the pth moment as

P
ETH(QQ)]1=d s Y (- ET[](FR()F6)),

fi2:0p1—{0,1} i=1
where
) R when  fi(i) =0,
Fi() = ,
dSEd when fl(l) = 1,
and
) R* when  f>(i) =0,
F0) = .
dsE; when f5(i)=1.

We are going to use now a trick that will allow us to compute the expected value in the general term
above in the same manner as we did for RR* in Proposition 6.1. The idea, presented graphically in
Figure 8, is that when one uses the graphical expansion formula for the expected value above, it is
as if we had only RR* terms, but the set of permutations we allow is restricted to

S0, (f1, o) =fa € S, | Vi € £ (1), a(2i — 1) =2i — land Vi € f; ' (1), a(2i) = 2i}.
Using the result in Proposition 6.1, we obtain

ETr[(QQ*)] = d 2s™P Z (— X+ @) Z ghe gy ™) s

Jf1.2:[p]1—{0,1} a€Sy,(f1,f2)
= d2PgP Z S#ad#(a)’*l)d#(aé’l) Z (_1)Zl(f|(i)+fz(i)>.
€Sy (fi. f)EeF (@)

Note that in the last equality we inverted the summation order, so we had to restrict the set of choice
functions f » to the family

Fla) ={(fr, f) a2 = 1) #2i = 1 = fi(i) = 0and a(2i) # 2i = fo(i) = 0}.

Let us show now that whenever a permutation o € S, has a fixed point iy, the corresponding sum

Z (= HZihO+L0) ©)
(f1, f)eF (@)
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dsRE, L~ ds

9 RR*
da(2i) = 2i

FIG. 8. The diagrams of dsRE; and of RR*, with the constraint «(2i) = 2i are the same.

equals zero. For such a permutation and an element f = (f|, f») € F(«), define another pair f

= (f1, f>) as follows. If iy is odd, iy = 2j, — 1, then put f> = f> and
. 1= () if  j=jo,

hHhQ) = . e,
fi(j) it j# jo.

For even iy = 2jo, define fi = f; and
1= 1fG) i j=jo,
12()) it j # Jjo.
Since iy is a fixed point of «, we have f = (fi, f>) € F(a) and the map f — f is thus an involution
without fixed points acting on F(«). Notice also that changing a single value in a pair (fi, f>) changes
the parity of the sum ) ;(fi(i) + f>()). This concludes our argument that the sum (9) is null whenever

« has a fixed point.
We have thus shown that permutations with fixed points cancel each other out, so we have

ETi[(Q0%)"] = d=2PsP Z g ey ™) gi@s™) Z (_l)z[(fl(i)-ﬁ-fz(i)),
a€Ss) (fi. fIEF(@)

£G)=

where we denote by 57, the set of permutations of [2p] without fixed points. For such a permutation
o, the set of admissible choices F(«) contains only one element f = (f1, f>) with f;(i) = f2(i)) = 0 in
such a way that the above formula simplifies to

ETr[(QQ*)p] — Z d72psfps#ad#(ay—l)d#(ot(s—l). (10)

0
otESzp

For small values of p, we obtain

ETr[QQ*] = d°, (11)

ETr((Q0*)?] =2d*> +2s7'd*> + 1 + 457" (12)

We show next that the dominating term in the sum above is of the order d*> and that it is
given by permutations o which are non-crossing pair partitions of [2p]. Since there are Cat, such
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permutations, we obtain
ETr[(Q0*)’] = dZCat,,(l + o(1)), (13)

which is the moment formula we aimed for.
Let us consider separately the exponents of d and s in the general term of the sum (10),

gla)=—=2p+#ay ) +#as™)=2p— (lay ™|+ ]as”"]),
ha)=—p +#ax = p — |o].
Using the triangular inequality and the fact that « has no fixed points, we obtain
oy ™!+ 187! > |yd = |(2p — 12p — 3+ 531)(246 - 2p)| = 2p — 2,
la| = p,

which shows that we have indeed g(e) < 2 and h(e) < 0. In order to conclude, it remains to
be shown that the permutations which saturate both inequalities are exactly the non-crossing pair
partitions of [2p]. The fact that o has no fixed points and that |@| = p implies that « is indeed a
product of p disjoint transpositions, i.e., a pair partition. To show that it is non-crossing, we start
from the geodesic condition oy ~!| + a8 ™| =|y8|=|2p — 12p — 3 ... 531)(246 ... 2p)|.
This implies that the permutation y« lies on the geodesic id — y 8. More precisely, we can write
o = yII,I1, where I, and I1, are permutations acting on the odd, respectively, even elements of
[2p]. The geodesic condition implies that these permutations come from non-crossing partitions i,
7. € NC(p),

M,Q2i — 1) =27, (i) — 1,
I1,(2i) = 2i,

M2 —1)=2i — 1,
I1,(2i) = 27,(i).

The fact that « is an involution easily implies 7, = 7, =: m € NC(p) so that the action of « is given
by
a2i — 1) =27"10),
a2i) =2n(@) — 1.
This is equivalent to o« = fat(sr) so that « is necessarily a non-crossing pair partition.
Let us now prove the second statement in the theorem, by giving an estimate on the second
moment of the random variable Tr[(QQ*)"].

Using Theorem 5.2 for the diagram of E Tr? [(Q ©Q*)?], which is made of two disconnected
copies of the bottom diagram in Figure 7, we obtain the moment expansion

ET[(QQ*)P] = d~*Ps2 Z (—1)ZihO+f)

f12:12p]—{0,1}
p 2p
E|Tr <]‘[<Fl<z‘)Fz(f))) T [[ (Fi)Fa6))
i=1 i=p+1

— gt Z e ey giass) Z (= 1)1+ L0
Q€S (f1, L)eF(a)

where the F and f functions have the same meaning as before and the permutations y |, §;, are
defined by

Y2 =02)34)---Cp—1,2p)2p+1,2p+2)---(4p — 1, 4p),
812 =(1,2p)(23)(45)---2p —2,2p — D2p+ 1,4p)2p +2,2p+3)---(4p —2,4p — 1).
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We can show, by the same technique as before, that permutations « with fixed points cancel
each other out in the sum above, so we have

ET[(QQYY] =d #5720 Y shagherahghess),
otESf{p

We investigate next the dominating term in the sum above. The exponents of d and s in the
general term read

g12(0) = —4p + #ayy) +#ady) = 4p — (ayp'| + lasy'D,
hip(a) = =2p +#a =2p — |af.
Using the triangular inequality and the fact that « has no fixed points, we obtain
v |+ s = lyndil = 4p — 4,
le| = 2p,

which shows that we have g»(e) < 4 and h1»(ar) < 0. This proves that the sum behaves like d* times
a constant. To evaluate this constant, we need to find the set of permutations « which saturate the
above inequalities. As before, this set is made of pair partitions such that y o« lies on the geodesic
id — y12812. Recall that both permutations y |, and 8, have a product structure

Yi2 = V1Y2,s

312 = 8102,
where y 1, §; act on [2p] and y,, &, act on 2p + [2p]. Hence, mimicking the reasoning in the first
part of the proof, the permutations we want are those having also a product structure o = ooz,

where o) and o, are non-crossing pair partitions of [2p] and 2p + [2p], respectively. Since one can
choose o and o, independently, we conclude that

ET[(QQ*)"] = d* (Cat,, + o(1))

which, together with (13), achieves the proof of the theorem.
Note that the function g(«) takes only even values, and therefore permutations « such that
gi2(a) < 4 must actually satisfy gi,(«) < 2. This remark yields a bound on the variance

Var Tr[(Q 0*)"] < C,d°, (14)

where C, is a constant depending only on p.

VIIl. REALIGNING STATES IN AN UNBALANCED TENSOR PRODUCT

We analyze now an unbalanced tensor product Ch @ C%, with d, < d». We consider the
asymptotic regime where d; is fixed and d, — oo and we show that the threshold occurs at a finite
value of the parameter s, more precisely s = d7. The more general case when both d; and d, tend to
infinity at different speeds apparently leads to more involved combinatorics, hence we focus on the
“fully unbalanced” case where only one local dimension tends to infinity.

Theorem 8.1. For all integers d, s, there are constants C = C(dy, s) and ¢ = c(dy, s) such that
the following holds. Let p be a random state on C% @ C% with distribution Wdydy.s> then

M Ifs < dlz, then
PRl > 1) > 1 — Cexp(—cdy'™).
2) Ifs> d?, then

P([lpR]l < 1) > 1 — Cexp(—cdi™).



102210-15 G. Aubrun and I. Nechita J. Math. Phys. 53, 102210 (2012)

Note that these statements are meaningful only for d; large enough: for small values of d,, the
lower bound on the probability estimate could be negative. As in the balanced case, the result is
based on a moment computation for a realigned Wishart matrix.

Theorem 8.2. In the regime of fixed dy, s and dy — 00, the empirical singular value distribution
of dy 'R converges in moments to a Dirac mass at /5. Moreover, the variances of the moments of
the random matrix d, IR satisfy

Var Tr[(d, *RR*)"] = O(1/d3).
Proof: We need to prove that for every integer p,
dzhl%o ilz ETr[(dy *RR*)P] = sP/2.
As before, we start from the moment formula (8),
ETi[(RR*)"] = Z S#ad;*(ut}/_])df(aé’]).
acS,

Since the only parameter growing to infinity in the above sum is d,, the dominating term is given by
the permutation o = y and thus

ETi[(RR*)"] ~ d;’s"d?, (15)

showing the convergence in moments of the empirical singular value distribution.
The statement about the variance follows readily from the following formula:

ETR(RR) = Y stedi gl
0[€S41,

We note that the dominating term is given by o = y |, and that it cancels out with the square of
the right-hand side of Eq. (15). The largest remaining terms correspond to permutations « with
#(ot)/l_zl) =4p — 2. O

We now move on to the proof of Theorem 8.1, which mimics the one of Proposition 4.1. This
approach gives the exact threshold in the unbalanced case because the limiting measure is a Dirac
mass, so the bounds given by the moments 2 and 4 are already tight.

Proof of Theorem 8.1 (sketch): In the present case, Eq. (5) reads

IRI3
IR|?

< IRl < dilIR].
Using the previous proposition and the concentration for Gaussian polynomials (Lemma 4.5),
we can find constants ¢, C such that for every ¢ > 0,
P(|| R — d5dis(1 + o(1))| > Cidy) < Cexp(—ct'/?),
P([|R|l; — d5dis*(1 + o(1)| > Ctdy) < Cexp(—ct'"?).

We choose ¢t = nd, for some n > 0. The previous two facts imply that with large probability,
l(didas) = 'R||; is close to dy / /s (the difference being smaller than any fixed & > 0, for an appropriate
choice of ). Finally, one can replace R/(d,d»s) by p¥, by using the fact that the trace of the Wishart
matrix W concentrates around its mean d;d,s (see Lemma 4.2). O
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