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Abstract
In this work we consider the periodic 3D Navier-Stokes equations and we take the initial data of the

form u0 = v0 + w0, where v0 does not depend on the third variable. We prove that, in order to obtain

global existence and uniqueness, it suffices to assume that ‖w0‖X exp
( ‖v0‖2L2(T2)

Cν2

)
≤ Cν, where X is a

space with a regularity Hδ in the first two directions and H1/2−δ in the third direction or, if δ = 0, a

space which is L2 in the first two directions and B
1/2
2,1 in the third direction. We also consider the same

equations on the torus with the thickness in the third direction equal to ε and we study the dependence

on ε of the constant C above. We show that if v0 is the projection of the initial data on the space of

functions independent of the third variable, then the constant C can be chosen independent of ε.

Résumé
Dans ce travail on considère les équations de Navier-Stokes périodiques 3D et on prend la donnée

initiale de la forme u0 = v0 + w0, où v0 ne dépend pas de la troisième variable. On démontre que,

afin d’obtenir l’existence et l’unicité globale, il suffit de supposer que ‖w0‖X exp
( ‖v0‖2L2(T2)

Cν2

)
≤ Cν, où

X est un espace avec une régularité Hδ dans les deux premières directions et H1/2−δ dans la troisième

direction ou, si δ = 0, un espace qui est L2 dans les deux premières directions et B
1/2
2,1 dans la troisième

direction. On considère aussi le même système sur le tore avec une épaisseur ε dans la troisième direction

et on étudie la dépendance de ε de la constante C ci-dessus. On trouve que, si v0 est la projection de

la donnée initiale sur l’espace des fonctions indépendantes de la troisième variable, alors la constante C

peut être choisie indépendante de ε.

Introduction

The periodic 3D Navier-Stokes equations are the following

(N-S)

 ∂tu+ u · ∇u− ν∆u = −∇p
div u(t, ·) = 0 for all t ≥ 0

u|t=0 = u0.

Here, u(t, x) is a periodic time-dependent 3-dimensional vector-field. For the
sake of simplicity, we assume that the force is vanishing. This is not a serious
restriction, it is clear that the difficulty in solving these equations comes from
the non linear term. Similar results may be proved in the same way with a force
square-integrable in time with values in the right space. The choice of periodic
boundary conditions comes from the need to use the Fourier transform; for this
reason our methods do not trivially extend to other classical boundary conditions.

It is well-known that in 2d, there exists a global unique solution for square-
integrable initial velocity. In larger dimensions, unless some symmetry is assumed,
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global existence and uniqueness of solutions is known to hold only for small and
more regular initial velocities. The goal of this paper is to prove global existence
and uniqueness results by considering the 3D Navier-Stokes system as a pertur-
bation of the 2D system. To do that, we write the initial data as the sum of a
2-dimensional initial part and a remainder. The main theorem says that, in order
to obtain global existence, it suffices to assume the remainder small, and small
compared to the 2-dimensional part. Some stability results are already proved by
G. Ponce, R. Racke, T.C. Sideris and E.S. Titi in [9] but the norm of the remainder
is not estimated and the 2-dimensional part of the initial data is assumed to be
in H1∩L1 and not in L2, the optimal assumption. This loss of regularity appears
when they take the product of a 2-dimensional function with a 3-dimensional func-
tion. This difficulty is overwhelmed here by introducing anisotropic spaces, where
the variables are “separated”. The loss of regularity is then optimal. Another
advantage of these spaces is that they are larger than the usual Sobolev spaces,
hence we obtain in the same time more general theorems.

It is natural to ask if the 3D Navier-Stokes equations on thin domains are close
to the 2D Navier-Stokes equations from the point of view of global existence and
uniqueness of solutions. A second aim of this work is to do the asymptotic study
of the Navier-Stokes equations on Tε = [0, 2πa] × [0, 2πb] × [0, 2πε] when ε → 0,
as was first considered by G. Raugel and G.R. Sell [11], [10] and, afterwards, by
J.D. Avrin [1], R. Temam and M. Ziane [12], [13] and I. Moise, R. Temam and M.
Ziane [8]. By asymptotic study, we mean proving global existence and uniqueness
of solutions for initial data in optimal sets, whose diameters should go to infinity
when the slenderness of the domain goes to 0. To do that, it is natural to work in
spaces where the third variable is distinguished. It appears that the anisotropic
spaces are again well adapted to this study.

In an earlier paper [7], we proved global existence and uniqueness of solutions
for (N-S) in R3 with small initial data in

Hδ1,δ2,δ3 , δ1 + δ2 + δ3 = 1/2, −1/2 < δi < 1/2,

a space which is Hδi in the i-th direction. Here we apply in the periodic case
the work we have done there. The precise result is that there exists a positive
constant C, independent of ν, such that if 0 < δ < 1 and the initial data is v0 +w0

with v0 independent of the third variable, then, in order to obtain global existence
and uniqueness of solutions, it suffices to assume that

‖w0‖X exp

(
‖v0‖2

L2(T2)

Cν2

)
≤ Cν,(0.1)

where X is a space which is Hδ in the first two variables and H1/2−δ in the third

variable, or, if δ = 0, a space which is L2 in the first two variables and B
1/2
2,1 in the
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third variable, where Bs
p,q is the usual Besov space given by

Bs
p,q =

{
u ∈ S ′ such that

∥∥2is ‖∆iu‖Lp
∥∥
`q
<∞

}
,

where ∆iu is defined in (1.1). We shall also prove local existence and uniqueness
of solutions for arbitrary initial data in the spaces above.

In the third paragraph we work in Tε and we study the dependence on ε of
the constant of inequality (0.1). We shall prove that if v0 is the projection of the
initial data on the space of functions independent of x3 and 0 < δ ≤ 1/2, then the
constant C can be chosen independent of ε. This will imply that global existence
and uniqueness is achieved as long as

‖w0‖H1/2(Tε) exp

(
‖v0‖2

L2(T2)

Cν2

)
≤ Cν.(0.2)

The inequality above can be read in various ways. For instance, it is implied by

‖w0‖H1(Tε) exp

(
‖v0‖2

L2(T2)

Cν2

)
≤ Cνε−1/2,

or, for all α ≥ 0, by

‖v0‖L2(T2) ≤ Cν
(

1 +
√
−α log ε

)
and ‖w0‖H1(Tε) ≤ Cνε−1/2+α.

Finally, if one needs to have a larger v0, one can take v0 arbitrarily large, the price
to pay is that w0 has to be assumed exponentially small with respect to that v0.

Let us compare this theorem with the previous results.
The precise results of G. Raugel and G.R. Sell [11], [10] are rather complicated

so we give only an approximation: they consider various boundary conditions and
obtain global existence and uniqueness of solutions as long as

‖v0‖H1(T2) ≤ Cε−5/24 and ‖w0‖H1(Tε) ≤ Cε−5/48

or

‖v0‖H1(T2) ≤ Cε−17/32,
∥∥v3

0

∥∥
L2(T2)

≤ Cε1/2 and ‖w0‖H1(Tε) ≤ Cε−1/8,

where v3
0 is the third component of v0.

In the paper of J.D. Avrin [1] it is shown that the condition ‖u0‖H1 ≤ Cλ
−1/4
1

suffices in the case of homogeneous Dirichlet boundary conditions; we denoted
by λ1 the first eigenvalue of the Laplacian with homogeneous Dirichlet boundary
conditions. In the case of a thin domain, the equivalent of Avrin’s result would
be:

‖u0‖H1 ≤ Cε−1/2.

Let us note that in the case of homogeneous Dirichlet boundary conditions the
2-dimensional part can not be defined, so one of the major difficulties of the
problem, mixture of 2d functions with 3d functions, does not appear.
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I. Moise, R. Temam and M. Ziane [8] prove that it is sufficient to assume that

‖v0‖H1(T2) ≤ Cε−1/3+δ and ‖w0‖H1(Tε) ≤ Cε−1/6+δ,

where δ is a positive number.
Finally we mention that spherical domains are considered by R. Temam and

M. Ziane [13].

1. Notations and preliminary results

Many of the notations and the results from [7] remain valid here with minor
modifications; for those results, we shall only sketch the proofs. The main dif-
ferences are that we use the Littlewood-Paley theory in two variables instead of
three and we have to adjust to the periodic case the definition of the ∆q operators.
We work in T3 = [0, 2π]× [0, 2π]× [0, 2π] and we denote by (x1, x2, x3) = (x′, x3)
the variable in T3. All the functions are assumed to have vanishing integral on
T

3. Let

Lp,q =

{
u such that ‖u‖Lp,q

def
=
∥∥∥‖u(x)‖Lqx3

∥∥∥
Lp
x′

<∞
}
,

and lp,q be the similar space for sequences. Obviously, when p = q, the spaces lp,p

and Lp,p are nothing else but the usual lp and Lp spaces. The order of integrations
is important, as shown by the following remark (see [7]):

Remark 1.1. Let (X1, µ1), (X2, µ2) be two measure spaces , 1 ≤ p ≤ q and
f : X × Y → R. Then

‖‖f(·, x2)‖Lp(X1,µ1)‖Lq(X2,µ2) ≤ ‖‖f(x1, ·)‖Lq(X2,µ2)‖Lp(X1,µ1).

The Hölder and Young inequalities for the Lp,q spaces take the form:

‖fg‖Lp,q ≤ ‖f‖Lp1,q1 ‖g‖Lp2,q2 , where
1

p
=

1

p1

+
1

p2

,
1

q
=

1

q1

+
1

q2

,

‖f ∗ g‖La,b ≤ ‖f‖La1,b1 ‖g‖La2,b2 , where 1 +
1

a
=

1

a1

+
1

a2

, 1 +
1

b
=

1

b1

+
1

b2

.

We denote by h∗ the operator of convolution with h.
If u is periodic, then it has a Fourier series

u(x) =
∑
n∈Z3

un exp(in · x), un ∈ C.
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For q ≥ 0 and q′ ≥ 0, we define

S ′qu =
∑
n∈Z3

un exp(in · x)χ(
|n′|
2q

)

S ′′q u =
∑
n∈Z3

un exp(in · x)χ(
|n3|
2q

)

∆′q = S ′q − S ′q−1 =
∑
n∈Z3

un exp(in · x)ϕ(
|n′|
2q

) ∀q ≥ 1,

∆′0 = S ′0 =
∑
n3∈Z

u(0,0,n3) exp(in3x3)

∆′′q = S ′′q − S ′′q−1 =
∑
n∈Z3

un exp(in · x)ϕ(
|n3|
2q

) ∀q ≥ 1,

∆′′0 = S ′′0 =
∑
n′∈Z2

u(n′,0) exp(in′x′)

Sq,q′ = S ′qS
′′
q′

∆q,q′ = ∆′q∆
′′
q′

Sq = Sq,q

∆q = Sq − Sq−1,∆0 = S0,

(1.1)

where χ : R → [0, 1] is a smooth function such that suppχ ⊂] − 1, 1[, χ ≡ 1 on
[0, 1/2], χ is decreasing on [0,∞[, χ(3/4) = 1/2 and ϕ(x) = χ(x) − χ(2x). Note
that suppϕ ⊂]1/4, 1[ and ϕ(x) ≥ 1/2 for all x ∈ [3/8, 3/4]. With these notations,
the next inequality stems from Lemma 1.1 below:

‖ϕq,q′‖Lp1,p2 ≤ C22q(1−1/p1)+q′(1−1/p2),(1.2)

where ϕq,q′ is given by ∆q,q′ = ϕq,q′∗. The same holds for Sq,q′ . Note that this
inequality is an extension of the classical equality

‖ϕq‖Lp(Rd) = C2dq(1−1/p),

where ϕq is given by ∆q = ϕq∗, ∆q being the usual localization operator in Rd

(see [2], [4]). It is important to use smooth cut-off functions; if we would use
characteristic functions of dyadic intervals, then inequality (1.2) would not hold
in the L1 case. For further details on the subject we refer to [6], Chapter 7.

Lemma 1.1. Let φ be a compactly supported smooth function, λ > 1/(2π) and

f(x) =
∑
n∈Z

φ(n/λ) exp(inx).
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Then, for all 1 ≤ p ≤ ∞ and k ∈ N there exist a constant C = C(φ, k) such that∥∥f (k)
∥∥
Lp
≤ Cλk+1−1/p,

where f (k) is the k-th derivative of f .

Proof. First we remark that we can restrict ourselves to the case k = 0. Indeed,
we have f (k) = λkgk, where

gk(x) =
∑
n

ψk(n/λ) exp(inx)

and
ψk(x) = (ix)kφ(x).

Interpolating Lp between L1 and L∞ shows that it suffices to consider the cases
p = 1 and p =∞. We have

|f(x)| ≤
∑

n∈λ suppφ

|φ(n/λ)|

≤ C ‖φ‖L∞ λ,
thus the case p =∞ is proven.

Before going any further let us note that if λ ≤ 1/(2π) then ‖f‖L∞ is bounded
independently of λ, hence so is ‖f‖L1 . To estimate ‖f‖L1 for λ > 1/(2π) we write

‖f‖L1 =

∫ 2π

0

|f(x)| dx

=

∫ 1/λ

0

|f(x)| dx+

∫ 2π

1/λ

|f(x)| dx.

To estimate the first integral we use the bound on the sup norm of f :∫ 1/λ

0

|f(x)| dx ≤ 1/λ ‖f‖L∞ ≤ C ‖φ‖L∞ .

In order to bound the second integral we use Abel’s summation formula to
deduce that

f(x) =
∑
n

exp(i(n+ 1)x)− exp(inx)

exp(ix)− 1
φ(n/λ)

=
∑
n

exp(inx)

exp(ix)− 1
(φ((n− 1)/λ)− φ(n/λ))

=
∑
n

exp(inx)

(exp(ix)− 1)2
(φ((n− 2)/λ)− 2φ((n− 1)/λ) + φ(n/λ)) .

Taylor’s formula gives

|φ((n− 2)/λ)− 2φ((n− 1)/λ) + φ(n/λ)| ≤ Cλ−2,
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for some constant C = C(φ). Thus∫ 2π

1/λ

|f(x)| dx ≤
∫ 2π

1/λ

∑
|n|<Cλ

Cλ−2x−2 dx

≤ C/λ

∫ 2π

1/λ

x−2 dx

≤ C.

This completes the proof.

As a corollary we find a Littlewood-Paley lemma in two variables:

Lemma 1.2. If u is a periodic function on T3 such that

supp û ⊂ B(0, λ1, λ2)
def
=
{
ξ ∈ R3 such that |ξ′| < λ1, |ξ3| < λ2

}
,

1 ≤ a1 ≤ b1 ≤ ∞, 1 ≤ a2 ≤ b2 ≤ ∞ and α = (α1, α2, α3) ∈ N3 is a multi-index,
then

‖∂αu‖Lb1,b2 ≤ Cλ
α1+α2+2(1/a1−1/b1)
1 λ

α3+(1/a2−1/b2)
2 ‖u‖La1,a2 .

Proof. Recall that

û = (2π)3
∑
n∈Z3

u−nδn.

Let

φλ1,λ2(x) =
1

(2π)3

∑
n∈Z3

exp(in · x)χ(
|n′|
2λ1

)χ(
|n3|
2λ2

),

where χ is defined immediately after relation (1.1). The localization of φ̂λ1,λ2 and

û implies that φ̂λ1,λ2û = û, so

u = φλ1,λ2 ∗ u.
Since

φλ1,λ2(x) = φλ1(x′)φλ2(x3)

with

φλ1(x′) =
1

(2π)2

∑
n′∈Z2

exp(in′ · x′)χ(
|n′|
2λ1

)

and

φλ2(x3) =
1

2π

∑
n3∈Z

exp(in3x3)χ(
|n3|
2λ2

),
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applying Young’s inequality and Lemma 1.1 yields

‖∂αu‖Lb1,b2 ≤ ‖∂
αφλ1,λ2‖

L
a1b1

a1b1+a1−b1
,

a2b2
a2b2+a2−b2

‖u‖La1,a2

≤ Cλ
α1+α2+2(1/a1−1/b1)
1 λ

α3+(1/a2−1/b2)
2 ‖u‖La1,a2 .

The proof is completed.

Definition 1.1. We denote by M the operator given by

Mu(x1, x2) =
1

2π

∫ 2π

0

u(x) dx3 =
∑
n′∈Z2

u(n′,0) exp(in′ · x′).

It is easy to check that M , defined as a Fourier series, is the orthogonal projection
on the space of functions not depending on the third variable in every Sobolev
space Hs.

When we will say that a possibly non-integrable function u has vanishing mean
we understand that u(0,0,0) = 0. Similarly, vanishing mean in the third direction
refers to u(n′,0) = 0 ∀n′ ∈ Z2. Let us now introduce the first class of spaces we
shall use:

Definition 1.2. We denote by Hs,s′ the space

Hs,s′ =
{
u ∈ D′(T3) such that |u|s,s′ <∞

}
,

where

|u|s,s′ =
∥∥∥(1 + |n′|2)s/2(1 + n2

3)s
′/2un

∥∥∥
`2
,

in which un are the Fourier coefficients of the function u. The homogeneous
variant of this space is

Ḣs,s′ =
{
u ∈ Hs,s′ and Mu = 0

}
.

The following two lemmas are similar to Lemmas 1.2 and 1.3 from [7] and give
a characterization of Hs,s′ in terms of dyadic decomposition.

Lemma 1.3. If u ∈ Hs,s′ then

|u|s,s′ '
∥∥∥2qs+q

′s′ ‖∆q,q′u‖L2

∥∥∥
`2
.

Proof. Definition (1.1) implies

‖∆q,q′u‖2
L2 = (2π)3

∑
n

|un|2ϕ2(|n′|/2q)ϕ2(|n3|/2q
′
) ∀q, q′ ≥ 1.
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Using the localization of ϕ we obtain

(1.3) C1

∑
3 2q−3≤|n′|≤3 2q−2

3 2q
′−3≤|n3|≤3 2q

′−2

|un|2(1 + |n′|2)s(1 + |n3|2)s
′ ≤ 22qs+2q′s′ ‖∆q,q′u‖2

L2

≤ C2

∑
2q−2≤|n′|≤2q

2q
′−2≤|n3|≤2q

′

|un|2(1 + |n′|2)s(1 + |n3|2)s
′
,

for some constants C1 and C2. Similarly,

(1.4) C1

∑
3 2q−3≤|n′|≤3 2q−2

|u(n′,0)|2(1 + |n′|2)s ≤ 22qs ‖∆q,0u‖2
L2

≤ C2

∑
2q−2≤|n′|≤2q

|u(n′,0)|2(1 + |n′|2)s ∀q ≥ 1,

and

(1.5) C1

∑
3 2q′−3≤|n3|≤3 2q′−2

|u(0,n3)|2(1 + |n3|2)s
′ ≤ 22q′s′ ‖∆0,q′u‖2

L2

≤ C2

∑
2q′−2≤|n3|≤2q′

|u(0,n3)|2(1 + |n3|2)s
′ ∀q′ ≥ 1.

Using that ∆0,0u = u0,0 and summing relations (1.3), (1.4) and (1.5) gives the
desired conclusion.

Lemma 1.4. If up,p′ is a sequence of square integrable functions such that

supp ûp,p′ ⊂
{

1/γ2p ≤ |ξ′| ≤ γ2p, 1/γ2p
′ ≤ |ξ3| ≤ γ2p

′
}

for p, p′ ≥ 1

supp ûp,0 ⊂ {1/γ2p ≤ |ξ′| ≤ γ2p, |ξ3| ≤ γ} for p ≥ 1

supp û0,p′ ⊂
{
|ξ′| ≤ γ, 1/γ2p

′ ≤ |ξ3| ≤ γ2p
′
}

for p′ ≥ 1

supp û0,0 ⊂ {|ξ′| ≤ γ, |ξ3| ≤ γ} ,

for some constant γ > 1 and∥∥∥2ps+p
′s′ ‖up,p′‖L2

∥∥∥
`2
<∞,

then

u =
∑
p,p′

up,p′ ∈ Hs,s′
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and
|u|s,s′ ≤ C

∥∥∥2ps+p
′s′ ‖up,p′‖L2

∥∥∥
`2
.

If s > 0 it suffices to assume that

supp ûp,p′ ⊂
{
|ξ′| ≤ γ2p, 1/γ2p

′ ≤ |ξ3| ≤ γ2p
′
}
.

If s′ > 0 it suffices to assume that

supp ûp,p′ ⊂
{

1/γ2p ≤ |ξ′| ≤ γ2p, |ξ3| ≤ γ2p
′
}
.

If s > 0 and s′ > 0 it suffices to assume that

supp ûp,p′ ⊂
{
|ξ′| ≤ γ2p, |ξ3| ≤ γ2p

′
}
.

Proof. We prove the relevant case s > 0. Similar proofs work for the other situa-
tions. We use that the operators ∆q,q′ are bounded in L2 independently of q and
q′, and the localization of ∆q,q′ and up,p′ to deduce the existence of an integer N
such that

2qs+q
′s′ ‖∆q,q′u‖L2 ≤ 2qs+q

′s′
∑
p,p′

‖∆q,q′up,p′‖L2

≤
∑

p≥q−N
|p′−q′|≤N

2(q−p)s+(q′−p′)s′2ps+p
′s′ ‖up,p′‖L2

= aq,q′ ∗ bq,q′ ,
where

aq,q′ =

{
2qs+q

′s′ if q ≤ N, |q′| ≤ N

0 otherwise
and bq,q′ = 2qs+q

′s′ ‖uq,q′‖L2 .

Young’s inequality yields∥∥∥2qs+q
′s′ ‖∆q,q′u‖L2

∥∥∥
`2
≤ ‖aq,q′‖`1 ‖bq,q′‖`2 .

Since s > 0 one has ‖aq,q′‖`1 <∞. Applying Lemma 1.3 completes the proof.

The next theorem as well as its proof is a variant of the product theorem 1.1
from [7] which states that the product of a function from Hs1,s2,s3 with a function
from Ht1,t2,t3 lies in Hs1+t1−1/2,s2+t2−1/2,s3+t3−1/2 provided that si < 1/2, ti < 1/2,
si + ti > 0, i ∈ {1, 2, 3}.

Theorem 1.1. Let u ∈ Hs,s′, v ∈ H t,t′ such that s < 1, t < 1, s+t > 0, s′ < 1/2,
t′ < 1/2 and s′ + t′ > 0. Then uv ∈ Hs+t−1,s′+t′−1/2 and there exists a constant C
such that

|uv|s+t−1,s′+t′−1/2 ≤ C|u|s,s′|v|t,t′ .
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Sketch of the proof. We use the following anisotropic equivalent of Bony’s decom-
position:

uv = (T ′ +R′ + T̃ ′)(T ′′ +R′′ + T̃ ′′),(1.6)

where T ′ and T̃ ′ correspond to the 2-dimensional paraproducts, R′ corresponds
to the 2-dimensional remainder and the double prime refers to the third variable.
For instance, the definition of the term T ′R′′ is

T ′R′′(u, v) =
1∑

i=−1

∑
p,p′

S ′p−2∆′′p′u∆′p∆
′′
p′−iv.

The theorem holds for each of these operators under weaker assumptions. If a
term contains T ′ then we have to assume that s < 1, if it contains R′ then s+t > 0

and if it contains T̃ ′ then t < 1. A similar rule holds for T ′′, R′′ and T̃ ′′. Let us
prove that if s < 1 and s′ + t′ > 0 then T ′R′′(u, v) ∈ Hs+t−1,s′+t′−1/2. We follow
the proof of Theorem 1.1 from [7]. Let

wip,p′ = S ′p−2∆′′p′u∆′p∆
′′
p′−iv.

Using several times the anisotropic form of Hölder’s inequality, the definition of
the operator S ′q as well as the anisotropic Littlewood-Paley lemma 1.2 one can
show that

∥∥∆q,q′w
i
p,p′

∥∥
L2 ≤ 2q

′/2
∥∥∆q,q′w

i
p,p′

∥∥
L2,1 ≤ 2q

′/2
∑
r≤p−2

2r
∥∥∆′r∆

′′
p′u
∥∥
L2

∥∥∆′p∆
′′
p′−iv

∥∥
L2 ,

(1.7)

(see [7]). Defining aq,q′ = 2qs+q
′s′ ‖∆q,q′u‖L2 , bq,q′ = 2qt+q

′t′ ‖∆q,q′v‖L2 and using
that s < 1 yields∥∥∆q,q′w

i
p,p′

∥∥
L2 ≤ C2q

′/22p(1−s−t)2−p
′(s′+t′) ‖ap,p′‖`∞p bp,p′−i,

whence

2q(s+t−1)+q′(s′+t′−1/2)
∥∥∆q,q′w

i
p,p′

∥∥
L2 ≤ C2(q−p)(s+t−1)+(q′−p′)(s′+t′) ‖ap,p′‖`2p bp,p′−i.

The localization of wip,p′ shows that an integer N exists so that |p − q| ≤ N and
q′ < p′ +N , so

2q(s+t−1)+q′(s′+t′−1/2) ‖∆q,q′T
′R′′(u, v)‖L2 ≤ C

1∑
i=−1

∑
|p−q|≤N
p′>q′−N

2(q′−p′)(s′+t′) ‖ap,p′‖`2p bp,p′−i.
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Taking the `2
q norm gives∥∥∥2q(s+t−1)+q′(s′+t′−1/2) ‖∆q,q′T

′R′′(u, v)‖L2

∥∥∥
`2q

≤ C
1∑

i=−1

∑
p′>q′−N

2(q′−p′)(s′+t′) ‖ap,p′‖`2p ‖bp,p′−i‖`2p .

Taking the `2
q′ norm, applying Young’s inequality and using that s′+ t′ > 0 yields∥∥∥2q(s+t−1)+q′(s′+t′−1/2) ‖∆q,q′T

′R′′(u, v)‖L2

∥∥∥
`2
≤ C

1∑
i=−1

∥∥∥‖ap,p′‖`2p ‖bp,p′−i‖`2p∥∥∥`1
p′

.

Finally, Hölder’s inequality implies∥∥∥2q(s+t−1)+q′(s′+t′−1/2) ‖∆q,q′T
′R′′(u, v)‖L2

∥∥∥
`2
≤ C ‖ap,p′‖`2 ‖bp,p′‖`2 ,

that is

|T ′R′′(u, v)|s+t−1,s′+t′−1/2 ≤ C|u|s,s′|v|t,t′ .
This completes the proof for T ′R′′. The other terms can be bounded in the same
way.

We now add an interpolation property for these spaces:

Proposition 1.1. Let s, t, s′, t′ be four real numbers, α ∈ [0, 1] and u ∈ Hs,s′ ∩
H t,t′. Then u ∈ Hαs+(1−α)t,αs′+(1−α)t′ and

|u|αs+(1−α)t,αs′+(1−α)t′ ≤ |u|αs,s′|u|1−αt,t′ .

Proof. We have from Hölder’s inequality that

|u|αs+(1−α)t,αs′+(1−α)t′ =
∥∥∥(1 + |n′|2)(αs+(1−α)t)/2(1 + n2

3)(αs′+(1−α)t′)/2un

∥∥∥
`2

≤
∥∥∥((1 + |n′|2)s/2(1 + n2

3)s
′/2un

)α∥∥∥
`2/α

×
∥∥∥∥((1 + |n′|2)t/2(1 + n2

3)t
′/2un

)1−α
∥∥∥∥
`2/(1−α)

= |u|αs,s′|v|1−αt,t′ .

This completes the proof.

We will need to estimate |∇u|s,s′ in terms of norms of u. The coming proposition
gives an useful equivalence.
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Proposition 1.2. Let u be a periodic function on the three dimensional torus
with vanishing mean. The following norms are equivalent:

|∇u|s,s′ , |u|s+1,s′ + |u|s,s′+1, sup
α∈[0,1]

|u|s+α,s′+1−α.

Proof. Using the interpolation property, one sees that the norm

sup
α∈[0,1]

|u|s+α,s′+1−α

is equivalent to the norm

|u|s+1,s′ + |u|s,s′+1.

On the other hand, we have by definition that

|∇u|2s,s′ = |∂1u|2s,s′ + |∂2u|2s,s′ + |∂3u|2s,s′

=
∑
n∈Z3

(1 + |n′|2)s(1 + n2
3)s
′
(n2

1 + n2
2 + n2

3)|un|2

and that

|u|2s+1,s′ + |u|2s,s′+1 =
∑
n∈Z3

(
(1 + |n′|2)s+1(1 + n2

3)s
′
+ (1 + |n′|2)s(1 + n2

3)s
′+1
)
|un|2

=
∑
n∈Z3

(1 + |n′|2)s(1 + n2
3)s
′
(2 + n2

1 + n2
2 + n2

3)|un|2

Since u(0,0,0) = 0, the conclusion follows.

If v ∈ L2(T2) then one can write v ∈ L2(T3) by defining v(x1, x2, x3) = v(x1, x2).
It is obvious that

∆q,0v = ∆qv

∆q,q′v = 0 if q′ ≥ 1.

It follows that, in the proof of Theorem 1.1 there is no loss on q′. This enables us
to modify that theorem as follows:

Theorem 1.2. Let v ∈ Hs(T2), w ∈ H t,t′ such that s < 1, t < 1, s+ t > 0. Then

vw ∈ Hs+t−1,t′

and

|vw|s+t−1,t′ ≤ C|v|s|w|t,t′ .
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Proof. We treat x3 as a parameter and we use the decomposition of the product
vw as the sum of two-dimensional paraproducts and remainder:

vw = Tvw +R(v, w) + T̃vw,(1.8)

where

Tvw =
∑
p

S ′p−2v∆′pw

R(v, w) =
1∑

i=−1

∑
p

∆′pv∆′p−iw

T̃vw = Twv.

(1.9)

We prove that the theorem holds under weaker assumptions for each of these
operators. More precisely, we have the following

Lemma 1.5. There exists a constant C such that if T , R and T̃ are the operators
defined above, then for all v ∈ Hs(T2) and w ∈ H t,t′ we have

|Tvw|s+t−1,t′ ≤ C|v|s|w|t,t′ if s < 1,

|T̃vw|s+t−1,t′ ≤ C|v|s|w|t,t′ if t < 1,

|R(v, w)|s+t−1,t′ ≤ C|v|s|w|t,t′ if s+ t > 0.

Proof. Let us prove the assertion on T . We have

‖∆q,q′Tvw‖L2 ≤
∑
|p−q|≤1

∥∥∆q,q′
(
S ′p−2v∆′pw

)∥∥
L2

=
∑
|p−q|≤1

∥∥∆′q
(
S ′p−2v∆p,q′w

)∥∥
L2

≤ C
∑
|p−q|≤1

∥∥S ′p−2v∆p,q′w
∥∥
L2

≤ C
∑
|p−q|≤1

∥∥S ′p−2v
∥∥
L∞
‖∆p,q′w‖L2 .

Since v is two-dimensional and s < 1, we infer∥∥S ′p−2v
∥∥
L∞
≤ C2p(1−s)|v|s.

Therefore

‖∆q,q′Tvw‖L2 ≤ C2q(1−s)|v|s
∑
|p−q|≤1

‖∆p,q′w‖L2 .(1.10)
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It remains to multiply by 2q(s+t−1)+q′t′ and to take the `2 norm to obtain the result
on T .

We consider now the T̃ term. The following sequence of inequalities holds:

∥∥∥∆q,q′T̃vw
∥∥∥
L2
≤

∑
|p−q|≤1

∥∥∆q,q′
(
∆′pv S

′
p−2w

)∥∥
L2

=
∑
|p−q|≤1

∥∥∆′q
(
∆′pv S

′
p−2∆′′q′w

)∥∥
L2

≤
∑
|p−q|≤1

∥∥∆′pv S
′
p−2∆′′q′w

∥∥
L2

≤ C
∑
|p−q|≤1

∥∥∆′pv
∥∥
L2

∥∥S ′p−2∆′′q′w
∥∥
L∞,2

.

(1.11)

One can estimate

∥∥S ′p−2∆′′q′w
∥∥
L∞,2
≤
∑
r≤p−2

‖∆r,q′w‖L∞,2

≤ C
∑
r≤p−2

2r ‖∆r,q′w‖L2

≤ C2−q
′t′
∑
r≤p−2

2r(1−t)
∥∥∥2rt+q

′t′ ‖∆r,q′w‖L2

∥∥∥
`2r

≤ C2−q
′t′−p(t−1)

∥∥∥2rt+q
′t′ ‖∆r,q′w‖L2

∥∥∥
`2r

.

Thus

2q(s+t−1)+q′t′
∥∥∥∆q,q′T̃vw

∥∥∥
L2
≤ C

∑
|p−q|≤1

2ps
∥∥∆′pv

∥∥
L2

∥∥∥2rt+q
′t′ ‖∆r,q′w‖L2

∥∥∥
`2r

.

The conclusion for T̃ now follows by taking the `2 norm.
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Finally, we prove the assertion on R. One has

‖∆q,q′R(v, w)‖L2 ≤
1∑

i=−1

∑
p≥q−2

∥∥∆q,q′
(
∆′pv∆′p−iw

)∥∥
L2

=
1∑

i=−1

∑
p≥q−2

∥∥∆′q
(
∆′pv∆p−i,q′w

)∥∥
L2

≤ C

1∑
i=−1

∑
p≥q−2

2q
∥∥∆′pv∆p−i,q′w

∥∥
L1,2

≤ C

1∑
i=−1

∑
p≥q−2

2q
∥∥∆′pv

∥∥
L2 ‖∆p−i,q′w‖L2 .

It follows that

(1.12) 2q(s+t−1)+q′t′ ‖∆q,q′R(v, w)‖L2 ≤ C
1∑

i=−1

∑
p≥q−2

2(q−p)(s+t)2ps
∥∥∆′pv

∥∥
L2

× 2(p−i)t+q′t′ ‖∆p−i,q′w‖L2 .

Applying Young’s inequality completes the proof of Lemma 1.5.

The decomposition (1.8) and Lemma 1.5 implies Theorem 1.2.

In section 2 we shall need to apply Theorem 1.2 in the case s > 1. The coming
inequality is a variant of an inequality proved by J.-Y. Chemin and N. Lerner in
[5]. It shows how to avoid this difficulty in some cases.

Proposition 1.3. There exists a constant C such that for all v ∈ Hs(T2) and w
such that div v = 0, ∇w ∈ H t,t′, s < 2, t < 1 and s+ t > 0 there exists a sequence
(aq,q′) such that

|< ∆q,q′(v · ∇w)|∆q,q′w > | ≤ Caq,q′2
−q(s+t−1)−q′t′|v|s|∇w|t,t′‖∆q,q′w‖L2 ,

and ‖aq,q′‖`2 = 1.

Proof. We write

|< ∆q,q′(v · ∇w)|∆q,q′w > | = |< ∆q,q′(Tv∇w)|∆q,q′w > |
+ |< ∆q,q′(R(v,∇w))|∆q,q′w > | + |< ∆q,q′(T∇wv)|∆q,q′w > | ,

where T and R are the two-dimensional paraproduct and remainder defined in
the last theorem. The hypothesis on s, t and Lemma 1.5 imply that the terms

|< ∆q,q′(R(v,∇w))|∆q,q′w > |(1.13)
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and

|< ∆q,q′(T∇wv)|∆q,q′w > |(1.14)

are well estimated. One has to bound

|< ∆q,q′(Tv∇w)|∆q,q′w > | .(1.15)

Some simple computations and the localization of the terms of Tv∇w show that

< ∆q,q′(Tv∇w)|∆q,q′w >=
∑

j,|p−q|≤4

< [∆q,q′ , Sp−2v
j]∂j∆pw|∆q,q′w >

+ 1/2
∑

j,|p−q|≤4
|p′−q|≤4

< (Sp′−2 − Sp−2)vj∂j∆q,q′∆
′
p′w|∆q,q′∆

′
pw >

(see [3], [5]). Therefore, it suffices to estimate the model terms

I1 = | < [∆q,q′ , Sqv
j]∂j∆q,q′w|∆q,q′w > |

and
I2 = | < ∆qv

j∂j∆q,q′∆
′
p′w|∆q,q′∆

′
pw > |.

The last term is bounded as follows∥∥∆qv
j
∥∥
L∞
≤ C2q

∥∥∆qv
j
∥∥
L2 ≤ C2q(1−s)|v|s,(1.16)

‖∂j∆q,q′w‖L2 ≤ Cbq,q′2
−qt−q′t′|∇w|t,t′ ,(1.17)

where ‖bq,q′‖`2 = 1. As for I1 we remark that

[h∗, f ]b(x) =

∫
h(y)(f(x− y)− f(x))b(x− y) dy,

thus

‖[h∗, f ]b‖L2 ≤ C ‖∇f‖L∞ ‖b‖L2 ‖xh‖L1 .(1.18)

Applying this inequality with f = Sqv
j, b = ∂j∆q,q′w and h∗ = ∆q,q′ it comes∥∥[∆q,q′ , Sqv

j]∂j∆q,q′w
∥∥
L2 ≤ Caq,q′2

−q(s+t−1)−q′t′|v|s|∇w|t,t′ ,

where ‖aq,q′‖`2 = 1. This completes the proof.

We now introduce the second class of spaces we will use:

Definition 1.3. We denote by HBs,s′ the space defined by

HBs,s′ =
{
u ∈ D′(T3) such that |u|HBs,s′ <∞

}
,

where

|u|HBs,s′
def
=
∥∥∥2qs+q

′s′ ‖∆q,q′u‖L2

∥∥∥
`2,1

,
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and q, q′ ≥ 0. The homogeneous version is

HḂs,s′ =
{
u ∈ HBs,s′ and Mu = 0

}
.

Remark 1.2. Since B
1/2
2,1 (T) ↪→ C(T), it follows that HBs,1/2 is embedded in the

space of functions continuous in x3 with values in Hs(T2).

The last defined class of spaces is similar to the class HBs1,s2,s3 introduced in
the case of the entire space in [7], the purpose being the same, that is, avoiding
the critical case δ = 0. The study of these spaces is similar to those ones and with
the study of the Hs,s′ . More precisely, all the assertions valid for the Hs,s′ spaces
are valid for the HBs,s′ spaces if we replace the `2 norms with the `2,1 norms.
The following proposition as well as its proof is similar to Theorem 1.2 from [7]
which states that the product of a function from HBs1,s2,s3 with a function from
HBt1,t2,t3 lies in HBs1+t1−1/2,s2+t2−1/2,s3+t3−1/2 provided that si < 1/2, ti < 1/2,
si + ti > 0, i ∈ {1, 2} and s3 ≤ 1/2, t3 ≤ 1/2, s3 + t3 > 0.

Proposition 1.4. Let u ∈ HBs,s′, v ∈ HBt,t′ such that s < 1, t < 1, s + t > 0,
s′ ≤ 1/2, t′ ≤ 1/2, s′ + t′ > 0. Then uv ∈ HBs+t−1,s′+t′−1/2 and

|uv|HBs+t−1,s′+t′−1/2 ≤ C|u|HBs,s′ |v|HBt,t′ .

Sketch of the proof. The proof is almost identical to the one of Theorem 1.1, the
modification which enables us to take the case s′ = 1/2 or t′ = 1/2 into account

is that the classical paraproduct T : Bs
2,1(R) × Bt

2,1(R) → B
s+t−1/2
2,1 (R) is well-

defined and continuous if s ≤ 1/2. We shall prove that each of the operators
from (1.6) is continuous under weaker assumptions. The only problem in the
proof is that at the end we have to commute some norms which give raise to the
wrong inequality. To show that the other terms can be handled in the same way,

we prove the assertion for some other term, say R′T̃ ′′. By definition

R′T̃ ′′(u, v) =
1∑

i=−1

∑
p,p′

zip,p′ with zip,p′ = ∆′p∆
′′
p′u ∆′p−iS

′′
p′−2v.

We will prove that R′T̃ ′′(u, v) ∈ HBs+t−1,s′+t′−1/2 provided that s + t > 0 and
t′ ≤ 1/2. As in inequality (1.7) one obtains∥∥∆q,q′z

i
p,p′

∥∥
L2 ≤ 2q

∑
r′≤p′−2

2r
′/2
∥∥∆′p∆

′′
p′u
∥∥
L2

∥∥∆′p−i∆
′′
r′v
∥∥
L2 .
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Recall that aq,q′ = 2qs+q
′s′ ‖∆q,q′u‖L2 and bq,q′ = 2qt+q

′t′ ‖∆q,q′v‖L2 . There exists
an integer N such that |p′ − q′| ≤ N and p > q −N . We have

2q(s+t−1)+q′(s′+t′−1/2)
∥∥∆q,q′z

i
p,p′

∥∥
L2 ≤ C2(s+t)(q−p)

∑
r′≤p′−2

2(r′−p′)(1/2−t′)ap,p′bp−i,r′ .

(1.19)

We now sum on i, p, p′ and q′ to obtain∑
q′

2q(s+t−1)+q′(s′+t′−1/2)
∥∥∥∆q,q′R

′T̃ ′′(u, v)
∥∥∥
L2

≤ C
1∑

i=−1

∑
p>q−N

2(s+t)(q−p)
∑
p′

∑
r′≤p′−2

2(r′−p′)(1/2−t′)ap,p′bp−i,r′

≤ C
1∑

i=−1

∑
p>q−N

2(s+t)(q−p) ‖ap,p′‖`1
p′
‖bp−i,r′‖`1

r′

Using that q < p+N and s+ t > 0 and applying Young’s inequality yields

∥∥∥2q(s+t−1)+q′(s′+t′−1/2)
∥∥∥∆q,q′R

′T̃ ′′(u, v)
∥∥∥
L2

∥∥∥
`2,1
≤ C

1∑
i=−1

∥∥∥‖ap,p′‖`1
p′
‖bp−i,p′‖`1

p′

∥∥∥
`1p

.

Finally, we apply Hölder’s inequality to obtain∥∥∥2q(s+t−1)+q′(s′+t′−1/2)
∥∥∥∆q,q′R

′T̃ ′′(u, v)
∥∥∥
L2

∥∥∥
`2,1
≤ C ‖ap,p′‖`2,1 ‖bp,p′‖`2,1 ,

which implies

|R′T̃ ′′(u, v)|HBs+t−1,s′+t′−1/2 ≤ C|u|HBs,s′ |v|HBt,t′ .

This completes the proof for R′T̃ ′′.

We also need to know what happens when we multiply a 2-dimensional function
with a 3-dimensional one. The result is

Proposition 1.5. Let v ∈ Hs(T2), w ∈ HBt,t′ such that s < 1, t < 1, s+ t > 0.
Then

vw ∈ HBs+t−1,t′

and
|vw|HBs+t−1,t′ ≤ C|v|s|w|HBt,t′ .

In equation (1.9) we defined two-dimensional paraproduct and remainder for
three-dimensional functions. We prove that the proposition holds under weaker
hypothesis for each of these operators. More precisely, we have the following
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Lemma 1.6. There exists a constant C such that if T , R and T̃ are the operators
introduced in equation (1.9), then for all v ∈ Hs(T2) and w ∈ HBt,t′ we have

|Tvw|HBs+t−1,t′ ≤ C|v|s|w|HBt,t′ if s < 1,

|T̃vw|HBs+t−1,t′ ≤ C|v|s|w|HBt,t′ if t < 1,

|R(v, w)|HBs+t−1,t′ ≤ C|v|s|w|HBt,t′ if s+ t > 0.

Proof. For T we start again from inequality (1.10), we multiply by 2q(s+t−1)+q′t′

and we take the `2,1 norm to obtain∥∥∥2q(s+t−1)+q′t′ ‖∆q,q′Tvw‖L2

∥∥∥
`2,1
≤ C|v|s

∥∥∥2qt+q
′t′ ‖∆p,q′w‖L2

∥∥∥
`2,1

.

We now consider the T̃ term. Starting again from inequality (1.11), multiplying
by 2q(s+t−1)+q′t′ and summing on q′ gives∑
q′

2q(s+t−1)+q′t′
∥∥∥∆q,q′T̃vw

∥∥∥
L2
≤ C2q(s+t−1)

∑
|p−q|≤1

∥∥∆′pv
∥∥
L2

∑
q′

2q
′t′
∥∥S ′p−2∆′′q′w

∥∥
L∞,2

.

Furthermore, one can bound∑
q′

2q
′t′
∥∥S ′p−2∆′′q′w

∥∥
L∞,2
≤
∑
r≤p−2

∑
q′

2q
′t′ ‖∆r,q′w‖L∞,2

≤ C
∑
r≤p−2

2r
∑
q′

2q
′t′ ‖∆r,q′w‖L2

≤ C
∑
r≤p−2

2r(1−t)
∥∥∥2rt+q

′t′ ‖∆r,q′w‖L2

∥∥∥
`2,1

≤ C2−p(t−1)
∥∥∥2rt+q

′t′ ‖∆r,q′w‖L2

∥∥∥
`2,1

.

Thus∑
q′

2q(s+t−1)+q′t′
∥∥∥∆q,q′T̃vw

∥∥∥
L2
≤ C

∑
|p−q|≤1

2ps
∥∥∆′pv

∥∥
L2

∥∥∥2rt+q
′t′ ‖∆r,q′w‖L2

∥∥∥
`2,1

.

The conclusion for T̃ now follows by taking the `2
q norm.

Finally, we prove the assertion on R. Starting from inequality (1.12) and sum-
ming on q′ yields∑

q′

2q(s+t−1)+q′t′ ‖∆q,q′R(v, w)‖L2 ≤ C

1∑
i=−1

∑
p≥q−2

2(q−p)(s+t)2ps
∥∥∆′pv

∥∥
L2

×
∑
q′

2(p−i)t+q′t′ ‖∆p−i,q′w‖L2 .

Applying Young’s inequality completes the proof.
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We now prove an interpolation property for the HB spaces:

Proposition 1.6. Let s, t, s′, t′ be four real numbers, α ∈ [0, 1] and u ∈ HBs,s′ ∩
HBt,t′. Then u ∈ HBαs+(1−α)t,αs′+(1−α)t′ and

|u|HBαs+(1−α)t,αs′+(1−α)t′ ≤ |u|αHBs,s′ |u|
1−α
HBt,t′

.

Proof. From the definition of the HB spaces and using Hölder’s inequality, we
infer that

|u|HBαs+(1−α)t,αs′+(1−α)t′

=
∥∥∥2q(αs+(1−α)t)+q′(αs′+(1−α)t′) ‖∆q,q′u‖L2

∥∥∥
`2,1

=

∥∥∥∥(2qs+q
′s′ ‖∆q,q′u‖L2

)α(
2qt+q

′t′ ‖∆q,q′u‖L2

)1−α
∥∥∥∥
`2,1

≤
∥∥∥(2qs+q

′s′ ‖∆q,q′u‖L2

)α∥∥∥
`2/α,1/α

∥∥∥∥(2qt+q
′t′ ‖∆q,q′u‖L2

)1−α
∥∥∥∥
`2/(1−α),1/(1−α)

=
∥∥∥2qs+q

′s′ ‖∆q,q′u‖L2

∥∥∥α
`2,1

∥∥∥2qt+q
′t′ ‖∆q,q′u‖L2

∥∥∥1−α

`2,1

= |u|α
HBs,s

′ |v|1−α
HBt,t

′ .

This completes the proof.

As for the anisotropic Sobolev spaces, we now give an estimate for the HB
norm of a gradient.

Proposition 1.7. Let u be a periodic function on the three dimensional torus
with vanishing mean. Then the following norms are equivalent:

|∇u|HBs,s′ , |u|HBs+1,s′ + |u|HBs,s′+1 , sup
α∈[0,1]

|u|HBs+α,s′+1−α .

Proof. Using the previous proposition proves that the norm

sup
α∈[0,1]

|u|HBs+α,s′+1−α

is equivalent to the norm

|u|HBs+1,s′ + |u|HBs,s′+1 .

To show the other equivalence, we first prove the following inequality:

‖∇∆q,q′u‖L2 ≥ C(2q + 2q
′
) ‖∆q,q′u‖L2 .(1.20)
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The localization of ∆q,q′u clearly implies this relation for q ≥ 1 and q′ ≥ 1. Since
u has vanishing mean, one has that ∆0,0u = 0, so the case q = q′ = 0 is trivial.
Assume now that q = 0 and q′ > 0. Since ∆0,q′ depends only on x3 we have

‖∇∆0,q′u‖L2 = ‖∂3∆0,q′u‖L2 ≥ C2q
′ ‖∆0,q′u‖L2 ≥ C/2(1 + 2q

′
) ‖∆0,q′u‖L2 .

The case q = 0 and q′ > 0 is similar so relation (1.20) is proved.
The localization of ∆q,q′u implies that

‖∇∆q,q′u‖L2 ≤ C ′(2q + 2q
′
) ‖∆q,q′u‖L2 .

Using this relation together with (1.20) we infer that

|∇u|HBs,s′ =
∥∥∥2qs+q

′s′ ‖∆q,q′∇u‖L2

∥∥∥
`2,1
'
∥∥∥2qs+q

′s′(2q + 2q
′
) ‖∆q,q′u‖L2

∥∥∥
`2,1

=
∥∥∥(2(q+1)s+q′s′ + 2qs+q

′(s′+1)
)
‖∆q,q′u‖L2

∥∥∥
`2,1
' |u|HBs+1,s′ + |u|HBs,s′+1 .

The proof is completed.

Finally, we show how the statement and the proof of Proposition 1.3 can be
modified in the case of the HB spaces.

Proposition 1.8. There exists a constant C such that for all v ∈ Hs(T2) and
w such that div v = 0, ∇w ∈ HBt,t′, s < 2, t < 1 and s + t > 0 there exists a
sequence (aq,q′) such that

|< ∆q,q′(v · ∇w)|∆q,q′w > | ≤ Caq,q′2
−q(s+t−1)−q′t′|v|s|∇w|HBt,t′‖∆q,q′w‖L2 ,

and ‖aq,q′‖`2,1 = 1.

Proof. As in the proof of Proposition 1.3 we write

|< ∆q,q′(v · ∇w)|∆q,q′w > | = |< ∆q,q′(Tv∇w)|∆q,q′w > |
+ |< ∆q,q′(R(v,∇w))|∆q,q′w > | + |< ∆q,q′(T∇wv)|∆q,q′w > | ,

where T and R are the two-dimensional paraproduct and remainder defined in
relation (1.9). The hypothesis on s, t and Lemma 1.6 imply that

|< ∆q,q′(R(v,∇w))|∆q,q′w > | and |< ∆q,q′(T∇wv)|∆q,q′w > |
are well estimated. It remains to estimate

|< ∆q,q′(Tv∇w)|∆q,q′w > | .
As in Proposition 1.3, we see that it suffices to bound

I1 = | < [∆q,q′ , Sqv
j]∂j∆q,q′w|∆q,q′w > |

and

I2 = | < ∆qv
j∂j∆q,q′∆

′
p′w|∆q,q′∆

′
pw > |,
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under the assumptions |p− q| ≤ 4, and |p′ − q| ≤ 4. To estimate the last term we
write ∥∥∆qv

j
∥∥
L∞
≤ C2q

∥∥∆qv
j
∥∥
L2 ≤ C2q(1−s)|v|s,

‖∂j∆q,q′w‖L2 ≤ Cbq,q′2
−qt−q′t′|∇w|HBt,t′ ,(1.21)

where ‖bq,q′‖`2,1 = 1. For I1 we remark again that

‖[h∗, f ]b‖L2 ≤ C ‖∇f‖L∞ ‖b‖L2 ‖xh‖L1 .

Applying this inequality with f = Sqv
j, b = ∂j∆q,q′w and h∗ = ∆q,q′ it comes∥∥[∆q,q′ , Sqv

j]∂j∆q,q′w
∥∥
L2 ≤ Caq,q′2

−q(s+t−1)−q′t′|v|s|∇w|HBt,t′ ,

where ‖aq,q′‖`2,1 = 1. The conclusion follows.

We now write the 3D Navier-Stokes equations as a perturbation of the 2D
Navier-Stokes equations. Let us define v = Mu and w = (I −M)u. Applying the
projections M and I −M to (N-S) it is not difficult to see that the Navier-Stokes
equations

(N-S)

 ∂tu+ u · ∇u− ν∆u = −∇p
div u(t, ·) = 0 for all t ≥ 0

u|t=0 = u0

are equivalent to the following coupled systems ∂tv + v∇v − ν∆v = −M(w∇w)−∇p1

div v = 0
v|t=0 = v0 (= Mu0)

(1.22)

for some p1 independent of x3 and ∂tw + v∇w + w∇v + (I −M)(w∇w)− ν∆w = −∇p2

divw = 0
w|t=0 = w0 (= (I −M)u0).

(1.23)

As far as v is concerned, only classical L2 energy estimates are needed; indeed,
in dimension two the regularity obtained via L2 energy estimates suffices to ensure
global existence and uniqueness. The problem is to derive estimates on w. Since
M and I −M are projections, their norms are equal to 1, so the estimates below
shall not involve these operators.

We shall also consider the case when u0 = v0 + w0 where v0 is not necessarily
the projection of u0, hence it is not possible to write the same equations for v and
w. We will replace them with some simpler ones: ∂tv + v · ∇v − ν∆v = −∇p′

div v(t, ·) = 0 for all t ≥ 0
v|t=0 = v0

(1.24)
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for some p′ independent of x3 and ∂tw + w · ∇w + w · ∇v + v · ∇w − ν∆w = −∇p′′
divw(t, ·) = 0 for all t ≥ 0

w|t=0 = w0.
(1.25)

2. The case of the Hs,s′
spaces

Let 0 < δ < 1. We shall prove the following theorems:

Theorem 2.1 (global existence and uniqueness). There exists a positive constant
C = C(δ) such that if the initial data u0 has vanishing mean over the three-
dimensional torus, div u0 = 0, v0 = Mu0 ∈ L2(T2), w0 = (I −M)u0 ∈ Hδ,1/2−δ

and

|w0|δ,1/2−δ exp

(
‖v0‖2

L2

Cν2

)
< Cν,

then the (N-S) equations have a unique global solution such that

w = (I −M)u ∈ L4(]0,∞[;H(1+δ)/2,(1−δ)/2) ∩ L∞(]0,∞[;Hδ,1/2−δ)(2.1)

and

v = Mu ∈ L2(]0,∞[;H1) ∩ L∞(]0,∞[;L2).

Theorem 2.2 (global existence and uniqueness). There exists a positive constant
C = C(δ) such that if the initial data verifies u0 = v0 + w0, where v0 and
w0 have vanishing mean over the three-dimensional torus, div v0 = divw0 = 0,
v0 ∈ L2(T2), w0 ∈ Hδ,1/2−δ and

|w0|δ,1/2−δ exp

(
‖v0‖2

L2

Cν2

)
< Cν,

then the (N-S) equations have a unique global solution such that, if v is the unique
solution of the 2d (with 3 components) Navier-Stokes equations (1.24) with

v ∈ L2(]0,∞[;H1) ∩ L∞(]0,∞[;L2),

then

w = u− v ∈ L4(]0,∞[;H(1+δ)/2,(1−δ)/2) ∩ L∞(]0,∞[;Hδ,1/2−δ)

and is a solution of system (1.25).

Theorem 2.3 (local existence and uniqueness). If the initial data verifies u0 =
v0 + w0, where v0 and w0 have vanishing mean over the three-dimensional torus,
div v0 = divw0 = 0, v0 ∈ L2(T2) and w0 ∈ Hδ,1/2−δ then there exist T >0 and a
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unique solution of (N-S) on [0, T ] such that if v is the unique solution of the 2d
(with 3 components) Navier-Stokes equations (1.24) with

v ∈ L2(]0,∞[;H1) ∩ L∞(]0,∞[;L2),

then

w = u− v ∈ L4(]0, T [;H(1+δ)/2,(1−δ)/2) ∩ L∞(]0, T [;Hδ,1/2−δ)

and is a solution of system (1.25).

The smallness assumption of Theorem 2.1 is a particular case of the one of
Theorem 2.2. We give two different theorems because v and w are not defined in
the same way in the two theorems (see relations (1.22), (1.23), (1.24) and (1.25)).
Moreover, we will need to make the asymptotic study, that is we will consider
the Navier-Stokes equations in Tε and we will study the dependence on ε of the
constant C. In order to obtain optimal results, we will need to assume that w is
“homogeneous” in the third variable, which corresponds to the case of Theorem
2.1. In short, Theorem 2.1 is a particular case of Theorem 2.2 when ε is fixed,
but this changes when ε → 0. That is why we prefer to prove Theorem 2.1,
even though systems (1.22) and (1.23) are more complicated than systems (1.24)
and (1.25). The proof of Theorem 2.2 is similar to that of Theorem 2.1; it suffices
to replace the system for (I −M)u with system (1.25), the estimates are simpler.

Sketch of the proof of local existence. We proved in section 2 of [7] a local exis-
tence and uniqueness theorem (Theorem 2.2) for solutions of the Navier-Stokes
equations with initial data in a space Hδ1,δ2,δ3 . The proofs given there can be ad-
justed to the case of the initial data in the space Hδ,1/2−δ. Let us show that those
arguments can be modified to allow the presence of a two-dimensional term, the
v term. The proof will consist of some a priori estimates. As usual, the existence
can be rigorously justified by an approximation procedure.

Applying the operator ∆q,q′ to the equation (1.25) of w, taking the scalar prod-
uct with ∆q,q′w and using inequality (1.20) as well as the product theorems 1.1,
1.2 and Lemma 1.3 yields:

∂t ‖∆q,q′w‖2
L2 + Cν(4q + 4q

′
) ‖∆q,q′w‖2

L2

≤ C(2q(1−δ)+q
′(δ− 1

2
) + 2−qδ+q

′( 1
2

+δ))aq,q′|w|2(1+δ)/2,(1−δ)/2 ‖∆q,q′w‖L2

+ C(2q(1−δ/2)+q′(δ−1)/2 + 2−qδ/2+q′(1+δ)/2)aq,q′|v|1/2|w|(1+δ)/2,(1−δ)/2 ‖∆q,q′w‖L2 ,

where
∑

q,q′ a
2
q,q′(t) = 1 ∀t. Gronwall’s lemma gives

‖∆q,q′w(t)‖L2 ≤ ‖∆q,q′w0‖L2 exp(−Cν(4q + 4q
′
)t)

+ C(2q(1−δ)+q
′(δ− 1

2
) + 2−qδ+q

′( 1
2

+δ))aq,q′|w|2(1+δ)/2,(1−δ)/2 ∗ exp(−Cν(4q + 4q
′
)t)

+C(2q(1−δ/2)+q′(δ−1)/2+2−qδ/2+q′(1+δ)/2)aq,q′|v|1/2|w|(1+δ)/2,(1−δ)/2∗exp(−Cν(4q+4q
′
)t).
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Taking the L4(0, T ) norm and using Young’s inequality yields:

‖∆q,q′w‖L4(0,T ;L2) ≤ Cν−1/4(4q+4q
′
)−1/4 ‖∆q,q′w0‖L2 (1−exp(−Cν(4q+4q

′
)T ))1/4

+ Cν−3/4(2q(1−δ)+q
′(δ− 1

2
) + 2−qδ+q

′( 1
2

+δ))(4q + 4q
′
)−3/4‖aq,q′|w|2(1+δ)/2,(1−δ)/2‖L2(0,T )

+Cν−3/4(2q(1−δ/2)+q′(δ−1)/2+2−qδ/2+q′(1+δ)/2)(4q+4q
′
)−3/4‖aq,q′|v|1/2|w|(1+δ)/2,(1−δ)/2‖L2(0,T ).

It is easy to check that multiplying by 2q(1+δ)/2+q′(1−δ)/2, taking the `2 norm and
using Hölder’s inequality as well as Remark 1.1 implies

(2.2)

‖w‖L4(0,T ;H(1+δ)/2,(1−δ)/2) ≤ A(T ) + Cν−3/4‖v‖L4(0,T ;H1/2)‖w‖L4(0,T ;H(1+δ)/2,(1−δ)/2)

+ Cν−3/4‖w‖2
L4(0,T ;H(1+δ)/2,(1−δ)/2),

where

A(T ) = Cν−1/4
∥∥∥2qδ+q

′(1/2−δ) ‖∆q,q′w0‖L2 (1− exp(−Cν(4q + 4q
′
)T ))1/4

∥∥∥
`2
.

The Lebesgue dominated convergence theorem shows that limT→0 A(T ) = 0. On
the other hand, we know that v ∈ L∞(0,∞;L2) ∩ L2(0,∞;H1). Since |v|21/2 ≤
C ‖v‖L2 |v|1, it follows that v ∈ L4(0,∞;H1/2). Let T ? be such that A(T ?) <
ν3/4/(16C) and ‖v‖L4(0,T ?;H1/2) < ν3/4/(2C). Then, one has from (2.2)

‖w‖L4(0,t;H(1+δ)/2,(1−δ)/2) < ν3/4/(8C) + 2Cν−3/4‖w‖2
L4(0,t;H(1+δ)/2,(1−δ)/2) ∀0 ≤ t ≤ T ?.

But the quantity ‖w‖L4(0,t;H(1+δ)/2,(1−δ)/2) is continuous in time and vanishes for

t = 0. We infer that ‖w‖L4(0,t;H1+δ/2,1−δ/2) ≤ ν3/4/(4C) for all 0 ≤ t ≤ T ?. One
can deduce from relation (2.7) that

∂t|w|2δ,1/2−δ ≤ C/ν|v|21|w|2δ,1/2−δ + C/ν|w|4(1+δ)/2,(1−δ)/2.

Gronwall’s lemma implies that w ∈ L∞(0, T ?;Hδ, 1
2
−δ). This completes the proof.

Proof of global existence. We apply ∆q,q′ to the equation verified by w and we
multiply by ∆q,q′w to obtain:

(2.3) ∂t‖∆q,q′w‖2
L2 + ν‖∆q,q′∇w‖2

L2 ≤ C |< ∆q,q′(I −M)(w · ∇w)|∆q,q′w > |
+ C |< ∆q,q′(v · ∇w)|∆q,q′w > | + C |< ∆q,q′(w · ∇v)|∆q,q′w > | .

Since w is divergence free an integration by parts shows that

|< ∆q,q′(I −M)(w · ∇w)|∆q,q′w > | = |< ∆q,q′(I −M)(w ⊗ w)|∆q,q′∇w > |
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and we can use the product theorem 1.1 to deduce that

(2.4) |< ∆q,q′(I −M)(w · ∇w)|∆q,q′w > | ≤ Cbq,q′2
−qδ−q′(1/2−δ)

× |w|2(1+δ)/2,(1−δ)/2 ‖∆q,q′∇w‖L2 ,

where
∑
q,q′

b2
q,q′ = 1. Next we use Proposition 1.3 to obtain that

|< ∆q,q′(v · ∇w)|∆q,q′w > | ≤ Caq,q′2
−qδ−q′(1/2−δ)|v|1|∇w|δ,1/2−δ ‖∆q,q′w‖L2 ,

(2.5)

where
∑
q,q′

a2
q,q′ = 1.

Applying Theorem 1.2 and Lemma 1.3 gives

|< ∆q,q′(w · ∇v)|∆q,q′w > | ≤ Ccq,q′2
q(1−δ)−q′(1/2−δ)|v|1|w|δ,1/2−δ ‖∆q,q′w‖L2 ,

(2.6)

where
∑
q,q′

c2
q,q′ = 1.

Using relations (2.4), (2.5) and (2.6) in (2.3) yields

∂t ‖∆q,q′w‖2
L2 + 2ν ‖∆q,q′∇w‖2

L2

≤ Caq,q′2
−qδ−q′(1/2−δ)|v|1|∇w|δ,1/2−δ ‖∆q,q′w‖L2

+ Cbq,q′2
−qδ−q′(1/2−δ)|w|2(1+δ)/2,(1−δ)/2 ‖∆q,q′∇w‖L2

+ Ccq,q′2
q(1−δ)−q′(1/2−δ)|v|1|w|δ,1/2−δ ‖∆q,q′w‖L2 .

Multiplying both sides by 4qδ+q
′(1/2−δ), using Schwarz’s inequality, summing and

using Proposition 1.2 implies

(2.7) ∂t|w|2δ,1/2−δ + 2ν|∇w|2δ,1/2−δ ≤ C|v|1|∇w|δ,1/2−δ|w|δ,1/2−δ
+ C|w|2(1+δ)/2,(1−δ)/2|∇w|δ,1/2−δ.

Interpolating H(1+δ)/2,(1−δ)/2 between Hδ,1/2−δ and H1,1/2 and using again Propo-
sition 1.2 we find

|w|2(1+δ)/2,(1−δ)/2 ≤ |w|δ,1/2−δ|w|1,1/2 ≤ |w|δ,1/2−δ|∇w|δ,1/2−δ.(2.8)

Therefore

∂t|w|2δ,1/2−δ + 2ν|∇w|2δ,1/2−δ ≤ C|v|1|∇w|δ,1/2−δ|w|δ,1/2−δ + C|w|δ,1/2−δ|∇w|2δ,1/2−δ
≤ C/ν|v|21|w|2δ,1/2−δ + C|w|δ,1/2−δ|∇w|2δ,1/2−δ + ν/2|∇w|2δ,1/2−δ.

One deduces

∂t|w|2δ,1/2−δ + 3ν/2|∇w|2δ,1/2−δ ≤ C/ν|v|21|w|2δ,1/2−δ + C|w|δ,1/2−δ|∇w|2δ,1/2−δ.(2.9)
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Let us assume that C1 > C and

|w|δ,1/2−δ ≤ ν/(2C1).(2.10)

It follows that

∂t|w|2δ,1/2−δ + ν|∇w|2δ,1/2−δ ≤ C/ν|v|21|w|2δ,1/2−δ.(2.11)

Gronwall’s inequality then implies

|w(t)|2δ,1/2−δ ≤ |w0|2δ,1/2−δ exp
(∫ t

0

C/ν|v(τ)|21 dτ
)
.(2.12)

We have to estimate
∫ t

0
C/ν|v(τ)|21 dτ in terms of ‖v0‖L2 . To do that we take the

product of equation (1.22) with v and we integrate by parts to obtain that

∂t ‖v‖2
L2 + 2ν|v|21 ≤ | < M(w∇w)|v > |

≤ | < M(w ⊗ w)|∇v > |
≤ C|v|1|M(w ⊗ w)|L2(T2)

≤ C|v|1|M(w ⊗ w)|Hδ(T2)

= C|v|1|M(w ⊗ w)|δ,1/2−δ
≤ C|v|1|w ⊗ w|δ,1/2−δ.

(2.13)

Using the product theorem 1.1 and inequalities (2.8), (2.10) yields

∂t ‖v‖2
L2 + 2ν|v|21 ≤ C|v|1|w|2(1+δ)/2,(1−δ)/2

≤ C|v|1|w|δ,1/2−δ|∇w|δ,1/2−δ
≤ Cν/C1|v|1|∇w|δ,1/2−δ
≤ ν|v|21 + C2ν/C2

1 |∇w|2δ,1/2−δ.

(2.14)

Hence

∂t ‖v‖2
L2 + ν|v|21 ≤ Cν/C2

1 |∇w|2δ,1/2−δ.(2.15)

Integrating this inequality gives∫ t

0

|v(τ)|21dτ ≤ C/C2
1

∫ t

0

|∇w(τ)|2δ,1/2−δdτ +
1

ν
‖v0‖2

L2 .(2.16)

We go back to inequality (2.11) and we integrate to obtain∫ t

0

|∇w(τ)|2δ,1/2−δdτ ≤
1

ν
|w0|2δ,1/2−δ +

C

ν2

∫ t

0

|v(τ)|21|w(τ)|2δ,1/2−δdτ

≤ 1

ν
|w0|2δ,1/2−δ + C/C2

1

∫ t

0

|v(τ)|21dτ.
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The inequality above along with relation (2.16) yields for large enough C1∫ t

0

|v(τ)|21dτ ≤ 2/ν ‖v0‖2
L2 + C/ν|w0|2δ,1/2−δ.

Now, we use this inequality in (2.12) and we find

|w(t)|2δ,1/2−δ ≤ |w0|2δ,1/2−δ exp
(C
ν2

(|w0|2δ,1/2−δ + ‖v0‖2
L2)
)
.

Recall that this holds only as long as

|w|δ,1/2−δ ≤ ν/(2C1).

Hence the condition to assume initially is

|w0|2δ,1/2−δ exp
(C
ν2

(|w0|2δ,1/2−δ + ‖v0‖2
L2)
)
≤ ν2/(4C2

1).

This is implied by a condition of the type

|w0|δ,1/2−δ exp

(
‖v0‖2

L2

C ′ν2

)
≤ C ′ν.

Indeed, if the latter holds, we have

|w0|δ,1/2−δ ≤ C ′ν,

which gives

|w0|2δ,1/2−δ exp(
1

C ′ν2
(|w0|2δ,1/2−δ + ‖v0‖2

L2)) ≤ exp(C ′)|w0|2δ,1/2−δ exp(
‖v0‖2

L2

C ′ν2
)

≤ exp(C ′)C ′ν.

We proved that ∇w ∈ L2(]0,∞[;Hδ,1/2−δ). From inequalities (2.12) and (2.8) we
deduce that

w ∈ L∞(]0,∞[;Hδ,1/2−δ) ∩ L4(]0,∞[;H(1+δ)/2,(1−δ)/2).

Finally, integrating relation (2.15) shows that

v ∈ L∞(0, T ;L2) ∩ L2(0, T ;H1).

This completes the proof of global existence.

Proof of uniqueness. Let u1 and u2 be two solutions with the same initial data
such that

wi = (I −M)ui ∈ L4(0, T ;H(1+δ)/2,(1−δ)/2) ∩ L∞(0, T ;Hδ,1/2−δ), i = 1, 2

and

vi = Mui ∈ L∞(0, T ;L2) ∩ L2(0, T ;H1), i = 1, 2.
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We deduce by interpolation that vi ∈ L4(0, T ;H1/2). The difference v1−v2 verifies
the equation

∂t(v1 − v2)− ν∆(v1 − v2) + v1∇(v1 − v2) + (v1 − v2)∇v2

+ divM(w1 ⊗ w1 − w2 ⊗ w2) = ∇p1,

for some p1. The usual L2 energy estimates give

∂t ‖v1 − v2‖2
L2 + 2ν|v1 − v2|21 ≤ C ‖v1 − v2‖L2 |v1 − v2|1|v2|1

+ 2 ‖M(w1 ⊗ w1 − w2 ⊗ w2)‖L2 |v1 − v2|1.
We infer that

∂t ‖v1 − v2‖2
L2 + ν|v1 − v2|21 ≤ C ‖v1 − v2‖2

L2 |v2|21 + C ‖M(w1 ⊗ w1 − w2 ⊗ w2)‖2
L2 .

(2.17)

But

‖M(w1 ⊗ w1 − w2 ⊗ w2)‖L2

≤ |M(w1 ⊗ w1 − w2 ⊗ w2)|δ, 1
2
−δ

≤ |(w1 − w2)⊗ w1|δ, 1
2
−δ + |w2 ⊗ (w1 − w2)|δ, 1

2
−δ

≤ C|w1 − w2|(1+δ)/2,(1−δ)/2(|w1|(1+δ)/2,(1−δ)/2 + |w2|(1+δ)/2,(1−δ)/2).

Applying Gronwall’s lemma in (2.17) now yields

‖(v1 − v2)(t)‖2
L2 + ν

∫ t

0

|v1 − v2|21 dτ

≤ C exp(C

∫ t

0

|v2|21 dτ)

∫ t

0

|(w1 − w2)|2(1+δ)/2,(1−δ)/2

× (|w1|2(1+δ)/2,(1−δ)/2 + |w2|2(1+δ)/2,(1−δ)/2) dτ

≤ C exp(C

∫ t

0

|v2|21 dτ)‖w1 − w2‖2
L4(0,T ;H(1+δ)/2,(1−δ)/2)

× (‖w1‖2
L4(0,t;H(1+δ)/2,(1−δ)/2) + ‖w2‖2

L4(0,t;H(1+δ)/2,(1−δ)/2)).

Since |v1 − v2|1/2 ≤ ‖v1 − v2‖1/2

L2 |v1 − v2|1/21 we infer that

(2.18) ‖v1 − v2‖L4(0,T ;H1/2) ≤ C exp(C

∫ T

0

|v2|21 dτ)‖w1 − w2‖L4(0,T ;H(1+δ)/2,(1−δ)/2)

(‖w1‖L4(0,T ;H(1+δ)/2,(1−δ)/2) + ‖w2‖L4(0,T ;H(1+δ)/2,(1−δ)/2)).

We turn to the estimate of w1 − w2. Its equation is

∂t(w1 − w2)− ν∆(w1 − w2) + (I −M)w1∇(w1 − w2) + (I −M)(w1 − w2)∇w2

+ v1∇(w1 − w2) + (v1 − v2)∇w2 + w1∇(v1 − v2) + (w1 − w2)∇v2 = ∇p2,
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for some p2. As in the proof of local existence, one can deduce that

‖w1 − w2‖L4(0,T ;H(1+δ)/2,(1−δ)/2)

≤C‖w1 − w2‖L4(0,T ;H(1+δ)/2,(1−δ)/2)(‖w1‖L4(0,T ;H(1+δ)/2,(1−δ)/2)

+ ‖w2‖L4(0,T ;H(1+δ)/2,(1−δ)/2) + ‖v1‖L4(0,T ;H1/2) + ‖v2‖L4(0,T ;H1/2))

+ C‖v1 − v2‖L4(0,T ;H1/2)(‖w1‖L4(0,T ;H(1+δ)/2,(1−δ)/2) + ‖w2‖L4(0,T ;H(1+δ)/2,(1−δ)/2)).

In view of (2.18) we obtain

‖w1 − w2‖L4(0,T ;H(1+δ)/2,(1−δ)/2) ≤ ‖w1 − w2‖L4(0,T ;H(1+δ)/2,(1−δ)/2)B(T ),(2.19)

where

B(T ) = C(‖w1‖L4(0,T ;H(1+δ)/2,(1−δ)/2)+‖w2‖L4(0,T ;H(1+δ)/2,(1−δ)/2)) exp(C

∫ T

0

|v2|21 dτ)

+ C(‖v1‖L4(0,T ;H1/2) + ‖v2‖L4(0,T ;H1/2)).

Since B is continuous and B(0) = 0 we obtain from (2.19) and (2.18) local unique-
ness, that is global uniqueness.

3. The case of the HBs,s′
spaces

We shall prove the following theorems:

Theorem 3.1 (global existence and uniqueness). There exists C > 0 such that if
the initial data u0 has vanishing mean over the three-dimensional torus, div u0 =
0, v0 = Mu0 ∈ L2(T2), w0 = (I −M)u0 ∈ HB0,1/2 and

|w0|HB0,1/2 exp

(
‖v0‖2

L2

Cν2

)
< Cν,

then the (N-S) equations have a unique global solution such that

w = (I −M)u ∈ L4(]0,∞[;HB1/2,1/2) ∩ L∞(]0,∞[;HB0,1/2)(3.1)

and

v = Mu ∈ L2(]0,∞[;H1) ∩ L∞(]0,∞[;L2).

Theorem 3.2 (global existence and uniqueness). There exists C > 0 such that
if the initial data verifies u0 = v0 +w0, where v0 and w0 have vanishing mean over
the three-dimensional torus, div v0 = divw0 = 0, v0 ∈ L2(T2), w0 ∈ HB0,1/2 and

|w0|HB0,1/2 exp

(
‖v0‖2

L2

Cν2

)
< Cν,
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then the (N-S) equations have a unique global solution such that, if v is the unique
solution of the 2d (with 3 components) Navier-Stokes equations (1.24) with

v ∈ L2(]0,∞[;H1) ∩ L∞(]0,∞[;L2),

then
w = u− v ∈ L4(]0,∞[;HB1/2,1/2) ∩ L∞(]0,∞[;HB0,1/2)

and is a solution of system (1.25).

As far as local existence is concerned, the 2-dimensional part v is not important.
Indeed, a square integrable 2d function belongs to HB0, 1

2 as a 3d function, so
u0 ∈ HB0, 1

2 . It is proved in [7] in a more difficult setting the local existence of a
solution u ∈ L4(0, T ;HB1/2,1/2). But v ∈ L4(0, T ;H1/2) so v ∈ L4(0, T ;HB1/2,1/2)
which implies that w = u− v ∈ L4(0, T ;HB1/2,1/2).

As for the case of Hs,s′ spaces, Theorem 3.1 is a particular case of Theorem
3.2, the reason of its presence is that in the asymptotic study we have to work in
homogeneous spaces in order to obtain optimal results. Let us remark that the
space HB0,1/2 is invariant for the scaling x3 → λx3, as well as for the usual scaling
of the Navier-Stokes equations.

Proof of global existence. As in Theorem 2.1 we may find the inequality

(3.2) ∂t ‖∆q,q′w‖2
L2 + ν ‖∆q,q′∇w‖2

L2

≤ CFq,q′ ‖∆q,q′w‖L2 + CGq,q′ ‖∆q,q′w‖L2 + CHq,q′ ‖∆q,q′w‖L2 ,

where

Fq,q′ =
|< ∆q,q′(v · ∇w)|∆q,q′w > |

‖∆q,q′w‖L2

Gq,q′ =
|< ∆q,q′(w · ∇v)|∆q,q′w > |

‖∆q,q′w‖L2

Hq,q′ =
|< ∆q,q′(I −M)(w · ∇w)|∆q,q′w > |

‖∆q,q′w‖L2

if ‖∆q,q′w‖L2 6= 0 and 0 otherwise. The function t → ‖∆q,q′w‖L2 is a Lipschitz
function, hence its derivative exists almost everywhere. A variant of Gronwall’s
inequality and inequality (3.2) now implies that

∂t ‖∆q,q′w‖L2 + ν(4q + 4q
′
) ‖∆q,q′w‖L2 ≤ CFq,q′ + CGq,q′ + CHq,q′ .

Multiplying by 2q
′/2 and summing on q′ yields

∂t
∑
q′

2q
′/2 ‖∆q,q′w‖L2 + ν

∑
q′

(4q + 4q
′
)2q
′/2 ‖∆q,q′w‖L2

≤ C
∑
q′

2q
′/2Fq,q′ + C

∑
q′

2q
′/2Gq,q′ + C

∑
q′

2q
′/2Hq,q′ .
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Now we multiply by
∑
q′

2q
′/2 ‖∆q,q′w‖L2 and we sum on q to obtain

∂t
∑
q

(∑
q′

2q
′/2 ‖∆q,q′w‖L2

)2

+ 2ν
∑
q

((∑
q′

(4q + 4q
′
)2q
′/2 ‖∆q,q′w‖L2

)
×
(∑

q′

2q
′/2 ‖∆q,q′w‖L2

))

≤ C
∑
q

((∑
q′

2q
′/2Fq,q′

)(∑
q′

2q
′/2 ‖∆q,q′w‖L2

))
+ C

∑
q

((∑
q′

2q
′/2Gq,q′

)
×
(∑

q′

2q
′/2 ‖∆q,q′w‖L2

))
+ C

∑
q

((∑
q′

2q
′/2Hq,q′

)(∑
q′

2q
′/2 ‖∆q,q′w‖L2

))
.

From Schwarz’s inequality we get

∑
q′

(4q+4q
′
)2q
′/2 ‖∆q,q′w‖L2

∑
q′

2q
′/2 ‖∆q,q′w‖L2 ≥

(∑
q′

2q
′/2(2q + 2q

′
) ‖∆q,q′w‖L2

)2

,

∑
q

((∑
q′

2q
′/2Fq,q′

)(∑
q′

2q
′/2 ‖∆q,q′w‖L2

))

≤

√√√√∑
q

(∑
q′

2q′/2Fq,q′

)2
√√√√∑

q

(∑
q′

2q′/2 ‖∆q,q′w‖L2

)2

,

∑
q

((∑
q′

2q
′/2Gq,q′

)(∑
q′

2q
′/2 ‖∆q,q′w‖L2

))

=
∑
q

((∑
q′

2−q/2+q′/2Gq,q′

)(∑
q′

2q/2+q′/2 ‖∆q,q′w‖L2

))

≤

√√√√∑
q

(∑
q′

2−q/2+q′/2Gq,q′

)2
√√√√∑

q

(∑
q′

2q/2+q′/2 ‖∆q,q′w‖L2

)2

.
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and the same inequality for the H-term

∑
q

((∑
q′

2q
′/2Hq,q′

)(∑
q′

2q
′/2 ‖∆q,q′w‖L2

))

≤

√√√√∑
q

(∑
q′

2−q/2+q′/2Hq,q′

)2
√√√√∑

q

(∑
q′

2q/2+q′/2 ‖∆q,q′w‖L2

)2

.

It follows that

∂t|w|2HB0,1/2 + ν/C|∇w|2HB0,1/2 ≤ C|w|HB0,1/2

∥∥∥2q
′/2Fq,q′

∥∥∥
`2,1

+ C|w|HB1/2,1/2

(∥∥∥2−q/2+q′/2Gq,q′

∥∥∥
`2,1

+
∥∥∥2−q/2+q′/2Hq,q′

∥∥∥
`2,1

)
.

Using Propositions 1.4 and 1.5 yields∥∥∥2−q/2+q′/2Gq,q′

∥∥∥
`2,1
≤ C|v|1|w|HB1/2,1/2 ,

and ∥∥∥2−q/2+q′/2Hq,q′

∥∥∥
`2,1
≤ C|w|HB1/2,1/2|∇w|HB0,1/2 .

Proposition 1.8 gives ∥∥∥2q
′/2Fq,q′

∥∥∥
`2,1
≤ C|v|1|∇w|HB0,1/2 .

Furthermore, applying Proposition 1.7 and interpolatingHB1/2,1/2 betweenHB0,1/2

and HB1,1/2 yields

∂t|w|2HB0,1/2 + ν/C|∇w|2HB0,1/2 ≤ C|w|2HB1/2,1/2(|v|1 + |∇w|HB0,1/2)

+ C|w|HB0,1/2|v|1|∇w|HB0,1/2

≤ C|w|HB0,1/2|w|HB1,1/2(|v|1 + |∇w|HB0,1/2)

+ C|w|HB0,1/2 |v|1|∇w|HB0,1/2

≤ C|w|HB0,1/2|∇w|HB0,1/2(|v|1 + |∇w|HB0,1/2)

≤ ν/(2C)|∇w|2HB0,1/2 + C/ν|v|21|w|2HB0,1/2

+ C|∇w|2HB0,1/2|w|HB0,1/2 .

(3.3)

Therefore

∂t|w|2HB0,1/2 + ν/C|∇w|2HB0,1/2 ≤ C/ν|v|21|w|2HB0,1/2 + C|∇w|2HB0,1/2|w|HB0,1/2 .

(3.4)
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This inequality is entirely similar to inequality (2.9), so we can repeat the argu-
ment valid in the Sobolev spaces case to obtain the existence of a solution such
that

w ∈ L∞([0,∞];HB0,1/2),

and

∇w ∈ L2([0,∞];HB0,1/2).

We use again Proposition 1.7 and the interpolation to deduce that

w ∈ L4([0,∞];HB1/2,1/2).

This completes the proof of the global existence.

Proof of uniqueness. An uniqueness result is proved in [7] but in a space smaller
than the one we consider here. Therefore, we have to give another proof.

Let T > 0. We prove that a solution with w in

L4([0, T ];HB1/2,1/2) ∩ L∞([0, T ];HB0,1/2)

and with initial data u0 is unique in this class. We saw in inequality (3.3) that

∂t|w|2HB0,1/2 + ν/C|∇w|2HB0,1/2 ≤ C|w|2HB1/2,1/2(|v|1 + |∇w|HB0,1/2)

+ C|w|HB0,1/2|v|1|∇w|HB0,1/2 .

Furthermore, we deduce

∂t|w|2HB0,1/2 + ν/(2C)|∇w|2HB0,1/2 ≤ C/ν|w|4HB1/2,1/2 + ν/C|v|21 +C/ν|w|2HB0,1/2|v|21.
Integrating yields

∇w ∈ L2([0, T ];HB0,1/2).

Moreover, since |v|HB1,1/2 = |v|1, the standard energy estimates for the Navier-
Stokes equations imply that

u ∈ L2([0, T ];HB1,1/2)

and

∇u ∈ L2([0, T ];HB0,1/2).

Let u1 and u2 be two such solutions. Subtracting the equations verified by u1

and u2 yields

∂t(u1 − u2)− ν∆(u1 − u2) + u1 · ∇(u1 − u2) + (u1 − u2) · ∇u2 = ∇(p1 − p2).

Making similar computations as in the proof of the global existence we find the
inequality

(3.5)

∂t|u1 − u2|2HB0,1/2 + ν/C|∇(u1 − u2)|2HB0,1/2 ≤ C|u1 − u2|2HB1/2,1/2|∇u2|HB0,1/2

+ C|u1|HB1/2,1/2|u1 − u2|HB1/2,1/2|∇(u1 − u2)|HB0,1/2 .
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Let

A
def
= C|u1 − u2|2HB1/2,1/2|∇u2|HB0,1/2

and

B
def
= C|u1|HB1/2,1/2|u1 − u2|HB1/2,1/2|∇(u1 − u2)|HB0,1/2 .

Using the interpolation, Schwarz’s inequality and Proposition 1.2 we obtain

B ≤ |u1|HB1/2,1/2|u1 − u2|1/2HB0,1/2|u1 − u2|1/2HB1,1/2 |∇(u1 − u2)|HB0,1/2

≤ |u1|HB1/2,1/2|u1 − u2|1/2HB0,1/2|∇(u1 − u2)|3/2
HB0,1/2

≤ C/ν|u1|4HB1/2,1/2 |u1 − u2|2HB0,1/2 + ν/(4C)|∇(u1 − u2)|2HB0,1/2 ,

and

A ≤ |u1 − u2|HB1,1/2|u1 − u2|HB0,1/2|∇u2|HB0,1/2

≤ |∇(u1 − u2)|HB0,1/2|u1 − u2|HB0,1/2|∇u2|HB0,1/2

≤ ν/(4C)|∇(u1 − u2)|2HB0,1/2 + C/ν|u1 − u2|2HB0,1/2|∇u2|2HB0,1/2 .

The two inequalities above along with relation (3.5) imply

∂t|u1 − u2|2HB0,1/2 ≤ C/ν|u1 − u2|2HB0,1/2

(
|u1|4HB1/2,1/2 + |∇u2|2HB0,1/2

)
.

Uniqueness now follows from a simple application of Gronwall’s lemma.

4. Asymptotic study

In this section we work in Tε =]0, 2π[×]0, 2π[×]0, 2πε[, ε ≤ 1 and we study
the dependence on ε of the constant of Theorem 2.1. All the norms of the 2-
dimensional functions are understood to be taken in T2. We shall prove that the
constant from Theorem 2.1 can be chosen independent of ε. This follows from the
simple remark that the classical product theorem for the Sobolev spaces is valid
for the homogeneous Sobolev spaces, so the constant involved should be scale-
invariant; it follows that in the periodic case the constant involved should not
depend on the period, hence all the constants appearing in the proof of Theorem
2.1 should not depend on ε. However, the spaces should be “homogeneous” in the
third variable, and that is why we have to assume that Mw = 0. We now redefine
in a “natural” way some of the quantities we are working with. From now on, all
constants are assumed to be independent of ε. Let u be periodic on Tε and un be
such that

u(x) = ε−1/2
∑
n∈Z3

un exp (i(n1x1 + n2x2 + n3/εx3)) .

Note that ∥∥ε−1/2 exp (i(n1x1 + n2x2 + n3/εx3))
∥∥
L2 = (2π)3/2.

We redefine

‖u|s,s′ =
∥∥∥un(1 + |n′|2)s/2(n3/ε)

s′
∥∥∥
`2
,
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Mu(x1, x2) =
1

2πε

∫ 2πε

0

u(x) dx3,

∆q,q′u(x) = ε−1/2
∑
n∈Z3

un exp (i(n1x1 + n2x2 + n3/εx3))ϕ(
|n′|
2q

)ϕ(
|n3|
ε2q′

).

We need to redefine the |·|s,s′ norm because in the asymptotic study the proofs will
be based on a dilatation in the third variable so we need a norm which is homoge-
neous. It is obvious that the two norms are equivalent if Mu = 0. Furthermore,
the ‖ · |s,s′ norm is equivalent to the norm defined by dyadic decomposition:∥∥∥2qs+q

′s′ ‖∆q,q′u‖L2

∥∥∥
`2
,

and the constants in this equivalence are independent of ε.
We are ready to prove the following theorem.

Theorem 4.1. Consider the Navier-Stokes equations on the thin three dimen-
sional torus Tε and 0 < δ ≤ 1/2. There exists a positive constant C = C(δ)
independent of ε such that if the initial data u0 has vanishing mean over Tε,
div u0 = 0, v0 = Mu0 ∈ L2(T2), w0 = (I −M)u0 ∈ Hδ,1/2−δ and

‖w0|δ,1/2−δ exp

(
‖v0‖2

L2(T2)

Cν2

)
< Cν,

then the (N-S) equations have a unique global solution such that

w = (I −M)u ∈ L4(]0,∞[;H(1+δ)/2,(1−δ)/2) ∩ L∞(]0,∞[;Hδ,1/2−δ)(4.1)

and
v = Mu ∈ L2(]0,∞[;H1) ∩ L∞(]0,∞[;L2)

Proof. It suffices to prove that the constants from Lemma 1.3, from Propositions
1.1, 1.3, 1.2, from Theorems 1.1, 1.2 and from relation (2.15) can be chosen
independent of ε if the 3d functions are assumed to have vanishing mean in the
third direction and the | · |s,s′ norm is replaced with the ‖ · |s,s′ norm. We define
uε(x1, x2, x3) =

√
εu(x1, x2, εx3) or, if u is not depending on x3, uε = u. Next we

compute the ‖ · |s,s′ norm of u in terms of the ‖ · |s,s′ norm of uε. We have

‖u|s,s′ =
∥∥∥un(1 + |n′|2)s/2(n3/ε)

s′
∥∥∥
`2

= ε−s
′
∥∥∥un(1 + |n′|2)s/2ns

′

3

∥∥∥
`2

= ε−s
′‖uε|s,s′ .

We start with Theorem 1.1.

Theorem 4.2. Let u and v two periodic functions on the thin three dimensional
torus Tε such that u ∈ Ḣs,s′, v ∈ Ḣ t,t′, s < 1, t < 1, s+ t > 0, s′ < 1/2, t′ < 1/2
and s′ + t′ > 0. Then uv ∈ Hs+t−1,s′+t′−1/2 and

‖uv|s+t−1,s′+t′−1/2 ≤ C‖u|s,s′‖v|t,t′ ,



38

with a constant C independent of ε.

Proof. We have

‖uv|s+t−1,s′+t′−1/2 = ε1/2−s′−t′‖(uv)ε|s+t−1,s′+t′−1/2 = ε−s
′−t′‖uεvε|s+t−1,s′+t′−1/2

and
‖u|s,s′‖v|t,t′ = ε−s

′
ε−t

′‖uε|s,s′‖vε|t,t′ .
Applying now Theorem 1.1 for uε and vε gives the conclusion.

We now state the variant of Theorem 1.2 on Tε.

Theorem 4.3. Let v ∈ Hs(T2) and w be a periodic function on the thin three
dimensional torus Tε such that w ∈ Ḣ t,t′, s < 1, t < 1, s+ t > 0. Then

vw ∈ Ḣs+t−1,t′

and
‖vw|s+t−1,t′ ≤ C|v|Hs(T2)‖w|t,t′ ,

where the constant C is independent of ε.

Proof. The same proof as above holds, all we have to do is to remark that

(vw)ε = v(wε).

Next we consider the case of the Proposition 1.3.

Proposition 4.1. There exists a constant C independent of ε such that for all
v ∈ Hs(T2) and every w periodic on the thin three dimensional torus Tε such that
div v = 0, ∇w ∈ Ḣ t,t′, s < 2, t < 1 and s + t > 0 there exists a sequence (aq,q′)
such that

|< ∆q,q′(v · ∇w)|∆q,q′w > | ≤ Caq,q′2
−q(s+t−1)−q′t′|v|Hs(T2)‖∇w|t,t′‖∆q,q′w‖L2 ,

and ‖aq,q′‖`2 = 1.

Proof. We remark that, in fact, the whole argument takes place on T2, so ε should
not affect the inequalities proved there. Let us prove it rigorously. First, we look at
the terms given in (1.13) and (1.14). We saw above that in the product Theorem
4.3, the constant C does not depend on ε. Now we need to prove that in the
inequalities from Lemma 1.5, the constant C does not depend on ε. This is proved
by remarking that (∆′pw)ε = ∆′p(wε) and (S ′pw)ε = S ′p(wε), hence, definitions (1.9)
imply that

(Tvw)ε = Tv(wε),

(R(v, w))ε = R(v, wε),

(T̃vw)ε = T̃v(wε),



39

thus we can conclude as above. It remains to study the estimate on (1.15). The
estimate (1.16) is independent of ε since v is independent of the third variable.
Finally, the last place where ε might have an influence is inequality (1.18), more
precisely, when we estimate ‖xh‖L1 . In fact, since f does not depend on the third
variable, a closer look to the proof of inequality (1.18) shows that it suffices to
estimate ‖x′h‖L1 , thus it suffices to estimate ‖h‖L1 . But h∗ = ∆q,q′ , hence

h = (2πε)−1
∑
n∈Z3

exp
(
i(n1x1 + n2x2 +

n3

ε
x3)
)
ϕ(
|n′|
2q

)ϕ(
|n3|
ε2q′

).

It follows that

‖h‖L1 =

∥∥∥∥∥∑
n∈Z3

exp (i(n1x1 + n2x2 + n3x3))ϕ(
|n′|
2q

)ϕ(
|n3|
ε2q′

)

∥∥∥∥∥
L1

,

and this is independent of ε as a consequence of the proof of Lemma 1.1. This
completes the proof.

Finally, it is clear that the proofs of Propositions 1.1 and 1.2 hold for homoge-
neous norms and with constants independent of ε.

It remains to look at the proof of relation (2.15). As in (2.13), we have

∂t ‖v‖2
L2 + 2ν|v|21 ≤ | < M(w ⊗ w)|∇v > |.

Furthermore, the definition of the projection M implies

< M(w ⊗ w)|∇v >= 1/(2πε)
3∑

i,j=1

∫
Tε

wiwj∂ivj.

The product theorem 4.3 now gives

| < M(w ⊗ w)|∇v > | ≤ C/ε
3∑

i,j=1

‖wi|δ,1/2−δ‖wj∂ivj|−δ,δ−1/2

≤ C/ε‖w|δ,1/2−δ‖w|1−δ,δ−1/2|v|1.
The definition of the norm ‖ · |s,s′ , the hypothesis δ ≤ 1/2 along with Proposition
1.2 for homogeneous norms yield

‖w|1−δ,δ−1/2 ≤ ε‖w|1−δ,δ+1/2 ≤ Cε‖∇w|δ,1/2−δ.
The inequalities above imply

∂t ‖v‖2
L2 + 2ν|v|21 ≤ | < M(w ⊗ w)|∇v > | ≤ C‖w|δ,1/2−δ‖∇w|δ,1/2−δ|v|1.

One obtains inequality (2.15) as in relation (2.14). This completes the proof of
Theorem 4.1.

As an immediate corollary we find
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Corollary 4.1. There exists a constant C > 0 independent of ε such that if
u0 has vanishing mean over the three dimensional torus, v0 = Mu0 ∈ L2(T2),
w0 = (I −M)u0 ∈ H1(Tε) and

|w0|H1(Tε) exp

(
‖v0‖2

L2(T2)

Cν2

)
< Cνε−1/2,

then the (N-S) equations have a unique global solution with initial data u0.

Proof. It suffices to remark that

‖w‖H1(Tε) =
∥∥wn(|n′|2 + n2

3/ε
2)1/2

∥∥
`2

≥ 1/2ε−1/2
∥∥wn(1 + |n′|2)δ/2(n2

3/ε
2)(1/2−δ)/2∥∥

`2

= 1/2ε−1/2‖w|δ,1/2−δ,

and to use Theorem 4.1.

The same method may be used to prove that the constant from Theorem 3.1 is
independent of ε. The most delicate argument is the equivalence between

|u|HḂs,s′

and

ε−s
′|uε|HḂs,s′ ,

which is the behavior of the Besov spaces with respect to dilatations. In the
following we give the proof of this equivalence.

Since we want to reduce the problem to an equivalent one but on the torus not
depending on ε, we need to define a dyadic decomposition which depends on ε
but is for functions on T3. This new decomposition is given by

∆ε
q,q′u(x) =

∑
n∈Z3

un exp (i(n1x1 + n2x2 + n3x3))χ(
|n′|
2q

)χ(
|n3|
ε2q′

).

Then it is easy to see that

|u|HḂs,s′ =
∥∥∥2qs+q

′s′
∥∥∆ε

q,q′uε
∥∥
L2

∥∥∥
`2,1

.

We have

2qs+q
′s′
∥∥∆ε

q,q′uε
∥∥
L2 ≤

∑
q′′

2qs+q
′s′
∥∥∆ε

q,q′∆
′′
q′′uε

∥∥
L2 .

But ∆ε
q,q′∆

′′
q′′uε 6= 0 only when 1/(Cε) ≤ 2q

′−q′′ ≤ C/ε, that is when

C1 +
1

ln 2
ln

1

ε
≤ q′ − q′′ ≤ C2 +

1

ln 2
ln

1

ε
.
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We deduce

2qs+q
′s′
∥∥∆ε

q,q′uε
∥∥
L2 ≤ Cε−s

′ ∑
C1+ 1

ln 2
ln 1
ε
≤q′−q′′≤C2+ 1

ln 2
ln 1
ε

2qs+q
′′s′ ‖∆q,q′′uε‖L2 .

Taking the `2,1 norm and applying Young’s inequality we find

|u|HḂs,s′ ≤ Cε−s
′|uε|HḂs,s′ .

The reverse inequality may be proved in the same way. This completes the proof.

We end up this section with the remark that all the results above are valid for
the domain R2×]0, 2πε[. The same proofs apply if, for

u(x) = ε−1/2
∑
n∈Z

un(x1, x2) exp(in/εx3),

we define

Sq,q′u(x) = ε−1/2
∑
n∈Z

Squn(x1, x2)χ(
n

2q′
) exp(in/εx3).
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