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Abstract. We consider the Navier-Stokes equations on a thin domain of the form Ωε =
{x ∈ R3 ; x1, x2 ∈ (0, 1), 0 < x3 < εg(x1, x2)} supplemented with the following
mixed boundary conditions: periodic boundary conditions on the lateral boundary and
Navier boundary conditions on the top and the bottom. Under the assumption that
‖u0‖H1(Ωε) ≤ Cε−

1
2 , ‖Mui

0‖L2(Ωε) ≤ C for i ∈ {1, 2} and similar assumptions on the
forcing term, we show global existence of strong solutions; here ui

0 denotes the i-th com-
ponent of the initial data u0 and M is the average in the vertical direction, that is,
Mui

0(x1, x2) = 1
ε g

∫ ε g

0
ui

0(x1, x2, x3) dx3. Moreover, if the initial data, respectively the
forcing term, converge to a bidimensional vector field, respectively forcing term, as ε → 0,
we prove convergence to a solution of a limiting system which is a Navier-Stokes-like equa-
tion where the function g plays an important role. Finally, we compare the attractor of
the Navier-Stokes equations with the one of the limiting equation.

Key words: Navier-Stokes equations, thin domain, global existence, global regularity,
global attractor.
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1. Introduction

Thin domains are encountered in the study of many problems in science, for example in
solid mechanics (thin rods, plates or shells), in fluid dynamics (lubrication, meteorology,
geophysical problems, ocean dynamics) and in physiology (blood circulation). In ocean or
great lakes dynamics, one is dealing with large scale fluid problems, where the fluid regions
are thin compared to the horizontal length scales.

Most of the above problems are described by a partial differential equation (PDE) on
a thin domain. A natural temptation is thus to exploit the thinness in one or several
directions of the domain in order to get a better understanding of the properties of the
solutions of this PDE. For example, let us suppose that we are given a partial differential
evolutionary equation (Pε) with homogeneous Neumann type boundary conditions on an
(n + k)-dimensional thin product domain Ωε = Qn × (0, ε)k, where Qn is a smooth n-
dimensional domain. In such a situation, it is natural to decompose the solution u(t) of
the problem (Pε) into a sum of two functions v(t) + w(t), where v(t) is the average of
u(t) in the thin directions and where the average of w(t) in the thin directions vanishes.
Since v(t) depends only on n spatial variables, one may use better Sobolev, Agmon, etc.
inequalities in estimating expressions involving v(t). On the other hand, w(t) satisfies
good Poincaré type estimates, which leads to enhanced stability in Ωε. Considering the
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equations satisfied by v(t) and w(t) and using the good properties of v(t) and w(t), one
obtains a better information on the solution u(t).

Another way to proceed is to consider the restriction (P0) of the evolutionary equation to
the lower dimensional domain Qn and to compare the dynamics of (Pε) with the dynamics of
(P0). In the case of dissipative evolutionary equations having a global attractor Aε one may
also compare the set Aε with the global attractor A0 of the limit equation. The equation
P0 on the lower dimensional domain Qn is often referred to as limiting equation or reduced
equation. Such questions have been studied by Hale and Raugel [12, 13] for reaction-
diffusion and damped wave equations for more general thin domains. Both strategies are
still valid for more general thin domains Ωε, that are no longer product domains (see [32]
for references and more details)

As we will see below, such strategies also apply to the Navier-Stokes equations on thin
three-dimensional domains. Let us recall that global existence of weak solutions of the
Navier-Stokes equations is known to hold in every space dimension. Uniqueness of weak
solutions (and global existence of strong solutions) is known in dimension two ([18]). In
dimension three, global existence of strong solutions is known only under additional small-
ness assumptions on the initial data and the forcing term. Thus a natural question arises,
namely can we use the thinness of the three-dimensional domain in order to improve the
global existence results of strong solutions?

The study of the global existence of strong solutions of the Navier-Stokes equations in
thin three-dimensional domains began in the early 1990s with the papers [33] and [34],
by Raugel and Sell. Inspired by methods developed in [13] and [12], they proved global
existence of strong solutions for large initial data u0 and forcing term f , in the case of thin
three-dimensional “product domains” Ωε = Q2× (0, ε), when the boundary conditions are
either purely periodic (PP) (in which case Q2 is the two-dimensional torus T2) or periodic-
Dirichlet (PD), that is, periodic conditions in the vertical thin direction and homogeneous
Dirichlet boundary conditions on the lateral boundary ∂Q2×(0, ε). An essential ingredient
in their proof was the decomposition of every vector u into the sum of a vector v = Mu,
independent of the vertical variable and a vector w = (I − M)u with vertical vanishing
mean, which allows to use 2D Sobolev estimates on the nonlinear terms involving the vector
v and the fact that the lower Sobolev norms of w are small compared to the higher ones (see
Lemma 3.10). In the case of a thin product domain, using the same methods as Raugel and
Sell and also anisotropic Agmon inequalities, Temam and Ziane [44] generalized the results
of [33] and [34] to other boundary conditions, namely (FF), (FP) and (FD) boundary
conditions, where (F) means free boundary conditions. It should be noted that the free
boundary conditions coincide with the Navier boundary conditions (1.3) if and only if the
boundary is a part of a hyperplane, see [2] for more details. Later, in the periodic case,
global existence of strong solutions has been proved for initial data that are larger than
in [34] by Moise, Temam and Ziane [24] (see also Montgomery-Smith [25]). Using the
anisotropic Sobolev spaces Hs,s′(Ωε) and the Littlewood-Paley theory, Iftimie [14] showed
global existence and uniqueness of solutions for initial data u0 such that Mu0 is only square
integrable and (I −M)u0 belongs to an anisotropic Sobolev space of total regularity H

1
2 ;

moreover, the part (I −M)u0 is larger than in the above papers. Finally, in the cases of
(PP), (FP), (FF), all the previous existence and uniqueness results have been improved by

2



Iftimie and Raugel in [15] in two directions, by requiring less regularity on the initial data
and by allowing a larger size of the initial data and forcing term. These improvements
were due, on one hand, to sharp estimates of the nonlinear term appearing in the Navier-
Stokes equations and, on the other hand, to the use of commutator properties. In all the
above mentioned papers, the decomposition of the solution u into the sum v +w played an
important role. Another main ingredient in the proofs of these papers is the conservation
of the enstrophy for the underlying 2D problem in the cases of (PP), (FF), (PF), (FP)
boundary conditions; this conservation of enstrophy allows much larger initial data and
forcing terms than in the case of (PD) or (FD) boundary conditions.

Finally let us mention that the analysis in the case of homogeneous Dirichlet boundary
conditions (DD), (DP), (DF) in a thin domain is much simpler since the size of the first
eigenvalue is of order ε−2 and thus there is no need of the decomposition of u into v + w
(see [1], [44]). More details concerning the specific contributions of most of the papers
cited above can be found in [15] (pages 282 to 294).

The following is a brief summary of the types of results which can be found in the above
mentioned sources:

• It is shown that there exist “large” open neighbourhoods N1
ε and N2

ε of the origin
in the function space Vε of solenoidal vector fields in H1(Ωε)

3 and in the function
space of forcing terms in L∞(0,∞; L2(Ωε)

3) respectively, with the property that if
the data (u0, f) for the Navier-Stokes equations lie in Nε = N1

ε × N2
ε , then there

exists a unique globally defined strong solution to the Navier-Stokes equations. In
the cases of (PP), (FF), (PF), (FP) boundary conditions, these neighbourhoods N1

ε

and N2
ε are much larger, due to the conservation of enstrophy for the underlying

2D Navier-Stokes problem.
• When f = f(x) is time-independent, then there exists a compact (local) attractor
Aε in Vε of all the strong solutions of the Navier-Stokes equations in Vε and B(Aε),
the basin of attraction of Aε, contains N1

ε . Furthermore, the following properties
hold:
(a) as usual, the solutions of the Navier-Stokes equations in the attractor Aε are

globally defined for all t ∈ R;
(b) in addition, the (local) attractor Aε is the global attractor of all the weak

Leray-Hopf solutions of the Navier-Stokes equations.
Additional features concerning the attractor, in the case where the forcing function
f = f(x, t) does depend on time, can be found in [35].

It is noteworthy that in the above cited papers about global existence of regular solutions
on thin 3D domains, there is a common feature, namely, the simple geometry of the
underlying “physical” space. Roughly speaking, it is assumed that Ωε = Q2 × (0, ε) is the
product of a suitable 2-dimensional bounded domain Q2 in R2 and an interval (0, ε), where
ε is positive, but small. However, in the physical problems to which we alluded above,
like in oceanic flows on the Earth, the geometry is more complex. A first step to a more
general geometry has been made by Temam and Ziane [45], who studied the Navier-Stokes
equations with free boundary conditions in a thin spherical shell. Another generalisation of
simple product domains was made by Chueshov, Raugel, and Rekalo, [3], who considered
a thin product domain with interface conditions.
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In shallow water problems or in geophysical problems involving flows in great lakes or in
oceans (see for instance [19]) where the depth of the water is small compared to the width,
the bottom topography (described by the function g introduced below) is not negligible
and plays an important role. For this reason, in the present paper, we consider the Navier-
Stokes equations in a thin domain described by such a function g (see (1.1)).

Another novelty of this article is the consideration of the Navier boundary conditions, see
(1.3). Unlike the earlier studies, which were based on periodic or free boundary conditions,
we now study the Navier-Stokes equations on a domain with a “non-flat” boundary and
with the Navier boundary conditions.

The Navier boundary conditions appear already in the original paper of Navier [26],
see also the remarks of Serrin [40] (In the literature, the Navier boundary conditions are
sometimes referred to as “stress-free” or “slip” boundary conditions). The stationary
Navier-Stokes equations with mixed Navier and Dirichlet boundary conditions have been
studied in [41]. These boundary conditions arise in the study of climate modeling and
oceanic flows, see [22], [30] for example. In [22], Lions, Temam and Wang introduce
the Navier conditions in terms of an interface condition (see [3] for the study of such an
interface condition in the case of a thin product domain). Also a version of the Navier
conditions with a friction coefficient arises in [16, 17], and is related to the homogenization
of the Navier-Stokes equations over a rough boundary. It is also known that the Navier
boundary conditions do not lead to boundary layers in the vanishing viscosity limit, see
[5, 23]. A numerical study of the Navier-Stokes equations with Navier boundary conditions
appears in [46]. We finally note that this type of boundary conditions have applications in
turbulence modeling, see [29].

Let g : T2 = [0, 1]2 → R+ be a periodic function of class C3 such that there exist two
positive constants Cg > cg > 0 with cg ≤ g ≤ Cg. We consider the domain

(1.1) Ωε = {(xh, x3) : xh = (x1, x2) ∈ T2, 0 ≤ x3 ≤ εg(xh)}, where 0 < ε ≤ 1.

All functions are assumed to be periodic in x1 and x2. As a consequence, the boundary of
Ωε can be decomposed as follows:

∂Ωε = Γε ∪ Γ0

where

Γε = {(xh, εg(xh)) : xh ∈ T2} and Γ0 = {(xh, 0) : xh ∈ T2}.

We consider the Navier-Stokes equations

(1.2) ∂tu− ν4u + u · ∇u = f −∇p, div u = 0,

with initial condition u
∣∣
t=0

= u0 = u(0) and supplemented with the following mixed
periodic-Navier boundary conditions:

u periodic in x1 and x2

u ·N
∣∣
Γ0∪Γε

= 0, [D(u)N ]tan

∣∣
Γ0∪Γε

= 0,
(1.3)

where D(u) is the deformation tensor and is defined by [D(u)]i,j = (∂iuj + ∂jui)/2, where
N is the exterior normal and [D(u)N ]tan is the tangential component of the vector field
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D(u)N . In other words, we ask the velocity to be tangent to the boundary and the vector
D(u)N to be normal to the boundary.

Before stating our Main Theorem, we introduce some notation. We need to impose some
additional conditions on the forcing term and on the initial data, which will be made explicit
in Section 2 (see conditions (H) and (Hf )). In the case of a constant function g, these
conditions reduce to the vanishing of the total mean value of the horizontal components of
the initial data and forcing term. Thus we introduce the spaces Hε and Vε, where

Hε = {U ∈ L2(Ωε)
3 |U is periodic in x1 and x2 , U ·N = 0 on Γε ∪ Γ0 ,

div U = 0 , U satisfies the condition(H)} ,

and

Vε = Hε ∩ H1(Ωε)
3.

Let Pε denote the classical Helmholtz-Leray (orthogonal) projection of L2(Ωε)
3 onto Hε.

During the course of our analysis, we will encounter various norms, such as ‖ · ‖L2 ,
‖ · ‖H1 , ‖ · ‖H2 , ‖ · ‖Lq , etc. In such cases, the norms are to be calculated by integration
over the three-dimensional domain Ωε. Thus the subscripts should read as: L2 = L2(Ωε)

3,
H1 = H1(Ωε)

3, etc. In other cases, where the domain of integration is not Ωε, we will use
the expanded notation for the subscripts. For example, in the case of functions that are
defined on the torus T2 and that do not depend on the x3-variable, we will express the
subscripts for the norms in the form L2(T2), H1(T2), etc. if the integration is made over
the domain T2 instead of Ωε. Lastly, for functions f = f(t, x) in L∞((0,∞); L2(Ωε)

3), we
define the norm ‖f‖∞ by

‖f‖∞ = sup
t>0

‖f(t, ·)‖L2(Ωε),

where - as usual - one uses the essential supremum.
In the theorem stated next, we note that vh = Mhu = (Mu1, Mu2, 0) is the horizontal

component of the vector field Mu ≡ (Mu1, Mu2, Mu3), where

(1.4) Mφ = Mφ(x1, x2) =
1

ε g

∫ ε g

0

φ(x1, x2, x3) dx3,

for any L1-scalar-valued function φ defined on Ωε.

Arguing as in the case of classical Dirichlet boundary conditions, one shows (see Section
2.2 below) that, for any forcing term f ∈ L∞((0, +∞); L2(Ωε)

3) satisfying the compatibility
condition (Hf ), and for any initial datum u0 ∈ Vε, there exist a positive time T ∗ =
T ∗(Ωε, ν, u0, f) and a unique strong solution u ∈ C0([0, T ∗), Vε) of (1.2). Furthermore,
using a classical small data argument, one shows that, if

‖u0‖H1 + ‖f‖∞ ≤ Cε1/2 ,

where C is independent of ε, then the solution of (1.2) is global in time, that is, T ∗ = +∞.
We show in Theorem 1.1 that, exploiting the fact that Ωε is a thin domain, we can replace
the small data condition on (u0, f) by large data conditions.

Theorem 1.1. There exist positive constants ε0, κ0, κ1, K0, K1 and R∗ such that, for
any ε with 0 < ε ≤ ε0, for any forcing term f ∈ L∞((0, +∞); L2(Ωε)

3) satisfying the
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compatibility condition (Hf ), and for any initial datum u0 ∈ Vε, that satisfy

‖u0‖H1(Ωε) ≤ κ1ε
−1/2 , ‖Mhu0‖L2(Ωε) ≤ κ0

‖f‖∞ ≤ K1ε
−1/2 , ‖Mhf‖∞ ≤ K0 ,

(1.5)

the Navier-Stokes equations (1.2)-(1.3) have a unique global strong solution u(t) with

u(t) ∈ C0([0,∞), Vε) ∩ L∞((0,∞), Vε) ∩ L2
loc((0,∞), H2(Ωε)) ∩H1

loc((0,∞), Hε) ,

and

‖u(t)‖H1(Ωε) ≤ R∗ε−1/2 , for all t ≥ 0 .

Remark 1.1. Since f − Pεf is a gradient, the conclusions of Theorem 1.1 are still valid
under the hypothesis, where f and Mhf are replaced by Pεf and MhPεf in the conditions
(1.5).

Before making comments about the size of the data, we want to emphasize that the argu-
ments in the proof of Theorem 1.1 differ from earlier proofs for the Navier-Stokes equations
on thin 3D-domains (see [33], [44], and [15]). The use of vertical averaging operators, like
M in (1.4) and Mh or M1 in (3.1) and (3.2), is a feature which is similar to related usage
appearing in the papers cited above. However, there are new complexities which arise
due to the non-flat boundary Γε (see (1.1)) and to the Navier boundary conditions (1.3)
used herein. Indeed, in the earlier papers, like in [33], [44], [45], and [15], the vertical
average operator commutes with the Stokes operator Aε = −Pε∆, which is no longer true
here. More precisely, let u ∈ H2(Ωε)

3 satisfy the Navier boundary conditions and assume
that div u = 0 in Ωε. Then u ∈ D(Aε). However, none of the vectors fields, Mhu, M1u,
(I −Mh)u, (I −M1)u, described above are in D(Aε) when ∇g 6≡ 0. The problem is that
if U is one of these four vectors, then (D(U)N)tan 6= 0 on Γε, when ∇g 6≡ 0.

In these earlier papers, the fact that the mean value Mh commutes with the Stokes
operator had several advantages. One could decompose the u-equation (1.2) into a system
of (v, w)-equations in D(Aε), which offered several important advantages:

• the eigenvalues of the Stokes operator Aε split into separate eigenvalues for M Aε

and (I −M) Aε;
• the eigenvalues for (I −M)Aε are positive and very large;
• one can show that the solutions of the linear w-equation are exponentially stable

with very large decay rate.

Unfortunately, none of these advantages are available in this study. Nevertheless, as
we shall see, there is no reason to decompose the u-equation (1.2) into a system of (v, w)-
equations. Another property is missing in the problem that we are studying here. While the
“conservation of enstrophy property” holds in the case of the boundary conditions (PP),
(PF), (FP), and (FF), when Ωε is a product domain and in the case of free boundary
conditions when Ωε is a spherical shell, it does not appear to hold for our problem.

Next, several remarks have to be made concerning the conditions (1.5) on the size of the
initial data.
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Remark 1.2. It is important to note the scaling in (1.5). If φ ∈ L2(T2), then φ ∈ L2(Ωε),
and one has

cg ‖φ‖2
L2(T2) ≤ ε−1 ‖φ‖2

L2(Ωε)
≤ Cg ‖φ‖2

L2(T2) ,

with a similar inequality valid when φ is a vector field in the space L2(T2)2. In the
case where φ = Mhu0 and (1.5) hold, ‖Mhu0‖L2(T2)2 can be very large of order ε−1/2, for
small ε. Furthermore, if Mhu0 belongs to L∞(Ωε)

2, the conditions (1.5) allow the norm
‖Mhu0‖L∞(T2)3 to be of order ε−1/2.

Remark 1.3. Our conditions (1.5) should be compared to those imposed on the initial data
and forcing term in the case of free boundary conditions when Ωε is either a thin product
domain or a spherical shell. In [15] (see Remark 1.4), Iftimie and Raugel proved the
following existence result, in the case of (FP) boundary conditions when Ωε = T2 × (0, ε).
There, it was remarked that there exist positive constants k1 k2, k3, and ε0 such that for
any ε with 0 < ε ≤ ε0, for any forcing term f ∈ L∞((0, +∞); L2(Ωε)

3) satisfying the
compatibility condition (Hf ) (for g ≡ 1), and for any initial datum u0 ∈ Vε, that satisfy

‖u0‖H1 ≤ k1ε
−1/2 ,

‖Mhf‖∞ ≤ k2ε
−1/2 , ‖(I −Mh)f‖∞ ≤ k3ε

−1 ,
(1.6)

the Navier-Stokes equations with (FP) boundary conditions have a unique globally defined
strong solution u(t) ∈ C0([0,∞), Vε).
In [45] (see Theorem A), Temam and Ziane showed that, given a function R0(ε) > 0 and a
positive number q < 1

2
such that εqR0(ε) tends to zero when ε goes to 0, there exists ε0 > 0

such that, for any ε with 0 < ε ≤ ε0, for any forcing term f ∈ L∞((0, +∞); L2(Ωε)
3) and

for any initial datum u0 ∈ Vε, that satisfy

(1.7) ‖u0‖2
H1 + ‖f‖2

∞ ≤ R2
0(ε) ,

the Navier-Stokes equations with free boundary conditions on the spherical shell have a
unique globally defined strong solution u(t) ∈ C0([0,∞), Vε), where Vε is the corresponding
subspace of H1(Ωε)

3 of solenoidal vector fields. Let us point out that the global existence
of strong solutions in the case of a thin spherical shell with free boundary conditions should
still hold if the conditions (1.7) are replaced by the less restrictive conditions (1.6).

Comparing the hypotheses (1.5) to the conditions (1.6) or (1.7), one sees that we need
an additional condition on the L2(Ωε)-norm of Mhu0. This additional condition is due to
the fact that, unlike in the simpler cases above, there is apparently no conservation of the
enstrophy for the corresponding 2D Navier-Stokes equations (6.5) (see also the Proposition
4.2).

In the case of a thin product domain Ωε = Q2 × (0, ε), the projection Mh commutes
with the Stokes operator Aε and the eigenvalues for (I − Mh)Aε are large of order ε−2.
Considering the equation satisfied by (I−Mh)Aεu = Aε(I−Mh)u and using this property
of eigenvalues allow to relax the condition ‖(I −Mh)f‖L2 ≤ Cε−1/2 into ‖(I −Mh)f‖L2 ≤
Cε−1. Unfortunately, as we already explained, in the case where the boundary Γε is not
flat (that is, in the case where ∇g 6= 0), there is no appropriate vertical mean operator
M∗ commuting with the Stokes operator Aε and the eigenvalues of (I − M∗)Aε are not
necessarily large of order ε−2.
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Remark 1.4. Theorem 1.1 can be made more precise with the following remarks about the
asymptotic behaviour in time of the globally defined strong solutions of (1.2). Let us fix
a time-independent forcing term f satisfying the hypotheses of Theorem 1.1 and let us
introduce the local semigroup Sε(t) defined by S(t)u0 = u(t), where u(t) is the local strong
solution of the Navier-Stokes equations (1.2) with initial data u0. Theorem 1.1 implies

that Sε(t) is a semi flow on the bounded set Bε =
⋃

t≥0 Sε(t)B0,ε

Vε
, where

B0,ε = {u0 ∈ Vε | ‖u0‖H1 ≤ κ1ε
−1/2 , ‖Mhu0‖L2 ≤ κ0} .

In Section 7, we will show that the dynamical system Sε(t) restricted to the bounded set
Bε admits a compact attractor Aε in Vε, and that Aε is the global attractor of all weak
Leray-Hopf solutions (see also [8], [38] and [3], [33] in the case of thin product domains).
We will also compare this attractor Aε with the global attractor A0 of the limit equation
(1.8).

In the case of a non-flat thin domains, another new phenomenon arises, namely the
limiting equation, as ε goes to zero, is much more interesting. For example, in the case of a
thin product domain, the limit of the 3D Laplace operator ∆ =

∑3
i=1 ∂2

i (with homogeneous

Neumann boundary conditions) is simply the 2D Laplace operator ∆2 =
∑2

i=1 ∂2
i . In the

case of the above defined non-flat thin domain Ωε, it has been proved by Hale and Raugel
in [13] and [12] that the limit is the following Laplace-Beltrami operator Lg associated to
the metric induced by the function g, where

Lgϕ =
1

g

2∑
i=1

∂i(g∂iϕ) .

For the expression of the limit of the Laplace operator in more general thin domains, like
thin domains around a manifolds etc., we refer to the following papers [11], [31], [37], [32],
[47], for example.

The limiting equations in the case of the Stokes or Navier-Stokes problems are even more
interesting, since the function g also appears in the limit of the divergence operator and
that, in addition to the above operator Lg, there are other terms in the evolutionary equa-
tion. Before giving the limit equation, we need to introduce some additional notation. If v
is any smooth enough two-dimensional vector field defined on T2, we denote its divergence
by divh v = ∂1v1 + ∂2v2. Likewise, for any function ϕ defined on T2, we denote by ∇hϕ
the two-dimensional vector (∂1ϕ, ∂2ϕ).

Assume next that the forcing term f = fε depends on ε and that Mhfε converges in
the space L∞((0,∞), L2(T2)3)) to a force (f0, 0) where f0 belongs to L∞((0,∞), L2(T2)2)).
Then the limit of the 3D Navier-Stokes equations (1.2) is the the following Navier-Stokes
type equations

∂tv −
ν

g

2∑
i=1

∂i(g∂iv) +
ν

g2

2∑
i=1

vi∂i(g∇hg) + v · ∇hv = f0 −∇hp ,

divh gv = 0 ,

v
∣∣
t=0

= v0 .

(1.8)
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We notice that, already in 1994, Ciuperca [4] has derived the linear version of (1.8) in
connection with the Stokes problem and has proved a convergence result for the linear
problem. Also Roh [36] has studied the above limit equation in the particular case where
∇g is small. Note also that the limit operator v 7→ divh(gv) of the divergence already
appeared in other works dealing with the Euler equations ([19] for example).

In Theorem 6.1 of Section 6, we shall prove a general convergence result, which contains
the following Theorem 1.2 as a corollary. We denote by V0 (respectively H0)) the subspace
of vectors in H1(T2)2 (respectively in L2(T2)2) corresponding to the “limit” of the space
Vε (respectively Hε) at ε = 0 (for the precise definition of V0 and H0), we refer to Section
6). As for the classical 2D Navier-Stokes equations, one shows in Section 6 that, for any
v0 ∈ H0, there exists a unique strong solution v(t) ∈ C0([0, +∞), H0) ∩ C0((0, +∞), V0) ∩
L∞((δ, +∞), V0) of the equations (1.8), where δ is any positive number.

Theorem 1.2. Let uε
0 ∈ Vε and fε ∈ L∞((0,∞), L2(Ωε)

3) be a family of initial data and
forcing terms satisfying the hypotheses (1.5). We assume moreover that there exist a two-
dimensional vector v0 ∈ H0 and a two-dimensional forcing term f0 ∈ L∞((0,∞), L2(T2)2)
such that

lim
ε→0

Mhfε = (f0, 0) in L∞((0,∞), L2(T2)3) ,

lim
ε→0

ε1/2(I −Mh)fε = 0 in L∞((0,∞), L2(Ωε)
3) ,

lim
ε→0

Mhu
ε
0 = (v0, 0) in L2(T2)3 , lim

ε→0
ε1/2uε

0 = 0 in H1(Ωε)
3 ,

then, for each T > 0, we have the convergence result

lim
ε→0

Mhu
ε(t) = (v(t), 0) in C0([0, T ], L2(T2)3) ,

where uε(t) (respectively v(t)) is the solution of the equations (1.2)-(1.3) (respectively (1.8))
with initial data uε

0 (respectively v0).

The paper is organized as follows. Section 2 contains the precise formulation of the
additional conditions made on the forcing term and the initial data, that is, the conditions
(H) and (Hf ). We also discuss there a uniform Korn inequality and introduce the linear
Stokes operator Aε. In Section 3, we prove all the auxiliary estimates, which are necessary
in order to bound the nonlinear part in (1.2). Section 4 is devoted to the precise estimates
of the quadratic term in equation (1.2). In Section 5, we prove the global existence result
stated in Theorem 1.1. In Section 6, we assume that the forcing term f = fε in (1.2)
depends on ε and that Mhfε converges, in the sense of (6.1), to a two-dimensional function
f0, which allows us to define the limiting equation (6.5) and to compare the solutions of
(1.2) with those of the limit equation (see Theorem 1.2). Finally, in Section 7, we show
that the dynamical system generated by the equations (1.2) admits a (local) attractor Aε

in Vε. We prove that Aε is in fact the global attractor of all the weak Leray-Hopf solutions
of (1.2). We also compare this attractor Aε with the global attractor A0 of the limiting
equations (6.2) defined in Section 6.
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2. Formulation of the problem

2.1. The uniform Korn inequality. As we already indicated, an additional hypothesis,
other than regularity, has to be assumed on the data. For example, if g is constant, then
we will see that the limit problem is the bidimensional periodic Navier-Stokes equation
and therefore requires the assumption that the first two components of the velocity have
vanishing mean. Technically, the need for this kind of assumption appears in the following
way. According to the Green formula (2.17), when making energy estimates on (1.2), we
are led to use the quantity

E(u, u) = 4‖D(u)‖2
L2 , where [D(u)]i,j =

1

2
(∂iuj + ∂jui) , for 1 ≤ i, j ≤ 3 ,

is the deformation tensor. What is needed is that E(u, u) be equivalent to the square of
the H1-norm of u on a suitable function space Hε. A short well-known computation shows
that

E(U,U) = 0 ⇐⇒ D(U) = 0 ⇐⇒ U = A + B × x,

where A = (a1, a2, a3) and B = (b1, b2, b3) are vectors that do not depend on x ∈ Ωε.

This property implies that
√

E(u(t), u(t)) cannot be equivalent to the H1-norm of u(t)
if u(t) = A(t) + B(t) × x. Thus we need at least to insure that nonzero initial data and
nonzero solutions u(t) cannot be of this form. This means that we have to impose some
restrictions on the data (u0, f).

Suppose now that U = A+B×x verifies the boundary conditions (1.3). Since U ·N = 0
on Γ0 ∪ Γε, we find that a3 = b1 = b2 = 0 and a1∂1g + a2∂2g = 0. Due to the periodicity
of U , one has b3 = 0. Thus, with the above boundary conditions, E(U,U) = 0, for U 6= 0,
if and only if there are constants a1, a2 (with a2

1 + a2
2 6= 0) such that U = (a1, a2, 0) and

a1∂1g + a2∂2g = 0. To make sure that such a vector field cannot be an initial datum, we
make the following assumption on the initial data:

(H) a1

∫
Ωε

u1(0, x) dx + a2

∫
Ωε

u2(0, x) dx = 0

for all constants a1, a2 such that a1∂1g + a2∂2g ≡ 0.

Moreover, we require that this assumption (H) be propagated by the equation. In other
words, if u(0) satisfies (H), then the solution u(t) satisfies (H), for all time t, as well. As
we now show, this is accomplished under the following additional condition on the forcing
term f = (f1, f2, f3):

(Hf ) for all t ≥ 0, one has a1

∫
Ωε

f1(t, x) dx + a2

∫
Ωε

f2(t, x) dx = 0,

for all constants a1, a2 such that a1∂1g + a2∂2g ≡ 0.

Indeed, let us fix a forcing term f satisfying the condition (Hf ). Let u0 be initial data
satisfying the additional condition (H) and u = u(t) be the corresponding local solution
of the Navier-Stokes equations (1.2). If a1, a2 are constants such that a1∂1g + a2∂2g ≡ 0,
then the vector A = (a1, a2, 0) satisfies the boundary condition A ·N = 0 on the boundary
Γ0 ∪ Γε. Taking the inner product in L2(Ωε)

3 of (1.2) with the vector A and applying the

10



Green formula (2.17), we obtain

d

dt

∫
Ωε

u · A dx +

∫
Ωε

u · ∇u · A dx = 0 .

Integrating the term
∫

Ωε
u ·∇u ·A dx by parts and using the facts that div u = 0 in Ωε and

that u ·N = 0 on the boundary Γ0 ∪ Γε, we easily check that∫
Ωε

u · ∇u · A dx = 0 ,

and thus that, for any t ≥ 0, ∫
Ωε

u(t, x) · A dx = 0 ,

which means that the condition (H) is positively invariant under the semiflow generated
by the Navier-Stokes equations (1.2) provided that the forcing term verifies the (Hf ) hy-
pothesis.

Remark 2.1. The conditions (H) and (Hf ) can be made more explicit by considering three
typical cases:

(a) There are no constants a1, a2 (with a2
1 + a2

2 6= 0) such that a1∂1g + a2∂2g = 0; in
this case the hypotheses (H) and (Hf ) are empty.

(b) The function g is constant; in this case a1 and a2 are arbitrary and (H) becomes∫
Ωε

u1(0, x) dx =
∫

Ωε
u2(0, x) dx = 0.

(c) The function g is not constant but there exist constants a1, a2 (with a2
1+a2

2 6= 0) such
that a1∂1g+a2∂2g = 0. In this case we note that every pair of constants (a′1, a

′
2) such

that a′1∂1g +a′2∂2g = 0 is necessarily a multiple of (a1, a2) and therefore (H) reduces
to one condition: a1

∫
Ωε

u1(0, x) dx + a2

∫
Ωε

u2(0, x) dx = 0. We also note that in

this case, the function g must necessarily be of the form g(x1, x2) = g∗(a2x1−a1x2)
where g∗ is a periodic function of class C3.

The aim of the remainder of this section is to prove that hypothesis (H) is sufficient for
our purposes, namely that a Korn inequality holds with positive constants independent of
ε. Because the constants are independent of ε, for 0 < ε ≤ 1, we will refer to this inequality
as the uniform Korn inequality. We now define the space

H1 = {U ∈ H1(Ωε)
3 |U is periodic in x1 and x2 , U ·N = 0 on Γε ∪ Γ0 ,

U satisfies the condition (H)} .

We note that the unit outward normal N to Γε is given by

(2.1) N = d−1
ε (−ε∂1g,−ε∂2g, 1) , where dε = dε(xh) =

√
1 + ε2 |∇g|2.

We remark that the space Vε defined in the Introduction is given by

Vε = H1 ∩ {U ∈ H1(Ωε)
3 | div U = 0} .

We also introduce the bilinear form E(·, ·) on H1 ×H1 as follows,

E(U,U∗) = 4

∫
Ωε

D(U)·D(U∗) =
∑
i,j

∫
Ωε

(∂iUj+∂jUi)(∂iU
∗
j +∂jU

∗
i ) , for all U,U∗ ∈ H1 .

11



We now follow the argument of [41], which is given in the case of a fixed domain, to prove
the following result.

Theorem 2.1 (Uniform Korn Inequality). There exist positive constants c0, c∗0 such that,
for any ε ∈ (0, 1],

(2.2) c0‖U‖2
H1 ≤ E(U,U) ≤ c∗0‖U‖2

H1 , for any U ∈ H1 .

Proof. Since E(U,U) ≤ 4‖∇U‖2
L2 , the upper bound in (2.2) holds with c∗0 = 4. We shall

show the lower bound, by proving first that there exists a positive constant c such that,
for ε ∈ (0, 1], U ∈ H1,

(2.3) c‖∇U‖2
L2 ≤ E(U,U) .

Integrating the expression
∫

Ωε
∂iUj ∂jUi dx twice by parts and using the fact that U · N

vanishes on the boundary Γ0 ∪ Γε, we obtain that

(2.4) E(U,U) = 2‖∇U‖2
L2 + 2

∫
Ωε

(div U)2 dx + 2
3∑

i,j=1

∫
Γε

Uj ∂jUi Ni dσx .

In the expression above, we also used the fact that U3 = N1 = N2 = 0 on Γ0 to deduce
that Uj ∂jUi Ni vanishes on Γ0. Next, since U is tangent to the boundary, we have that

(2.5) U3(xh, εg(xh)) = ε∂1g(xh)U1(xh, εg(xh)) + ε∂2g(xh)U2(xh, εg(xh)) .

The above equality only holds on the boundary Γε. This implies that we can differentiate it
only with respect to the horizontal variables. Differentiating the term U3(xh, εg(xh)), given
in (2.5), with respect to xi and multiplying the resulting expression by Ui, for i = 1, 2, we
get

2∑
i=1

[Ui∂iU3 + ε∂igUi∂3U3](xh, εg(xh)) =

2∑
i=1

Ui(xh, εg(xh))∂i

[
ε∂1g(xh)U1(xh, εg(xh)) + ε∂2g(xh)U2(xh, εg(xh))

]
.

(2.6)

We note that, due to the equality (2.5), the left-hand side member of the previous equality
can be written as

(2.7)
2∑

i=1

[Ui∂iU3 + ε∂igUi∂3U3](xh, εg(xh)) = [U1∂1U3 + U2∂2U3 + U3∂3U3](xh, εg(xh)) .

Computing explicitly the derivatives of the right-hand side member of the equality (2.6)
and using several times the equality (2.5) (in the same way as in the equality (2.7)), we
deduce from (2.6) and (2.7), the following equality,

(U1∂1U3 + U2∂2U3+U3∂3U3)(xh, εg(xh)) =
[
2ε∂1∂2g U1U2 + ε2∂1g∂2g (U2∂3U1 + U1∂3U2)

+ ε∂1g (U1∂1U1 + U2∂2U1) + ε∂2g (U2∂2U2 + U1∂1U2) + ε∂2
1g U2

1

+ ε∂2
2g U2

2 + ε2(∂1g)2 U1∂3U1 + ε2(∂2g)2 U2∂3U2

]
(xh, εg(xh)) .

(2.8)
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We now want to compute the integral term
∑3

i,j=1

∫
Γε

Uj∂jUiNi(x) dσx. Replacing the

term
∑3

j=1 Uj∂jU3(xh, εg(xh)) (respectively U3(xh, εg(xh))) by its expression given in (2.8)

(respectively in (2.5)) and using the explicit values of Ni (see (2.1)), we readily obtain that

(2.9)
3∑

i,j=1

∫
Γε

Uj∂jUiNi(x) dσx =

∫
Γε

ε

dε

(
U2

1 ∂2
1g + U2

2 ∂2
2g + 2U1U2 ∂1∂2g

)
dσx ,

where dε =
√

1 + ε2|∇g|2. We deduce from (2.4) and (2.9) that

‖∇U‖2
L2 ≤

1

2
E(U,U) + c(g)ε

∫
Γε

(
U2

1 + U2
2

)
dσx ,

where c(g) is a positive constant depending only on g. We set δ = 1
2c(g)

.

To prove the inequality (2.3), we are now going to show that there exists a positive
constant K (independent of ε) such that, for 0 < ε ≤ 1,

(2.10) ε

∫
Γε

(
U2

1 + U2
2

)
dσx ≤ δ‖∇U‖2

L2 + KE(U,U) , for all U ∈ H1 .

According to the proof of Lemma 4 of [41], we already know that the inequality (2.10)
holds for some positive constant Kε. However, this constant Kε could depend on ε. Here
we prove by contradiction that this constant does not tend to infinity when ε goes to zero.
If (2.10) does not hold with a constant K independent of ε, then, for each n ∈ N, there
exist εn > 0 and a vector U∗

n ∈ H1 such that

εn

∫
Γεn

(
(U∗

n,1)
2 + (U∗

n,2)
2
)
dσx ≥ δ‖∇U∗

n‖2
L2 + nE(U∗

n, U∗
n) ,

and εn converges to zero when n goes to infinity. Replacing the vector U∗
n by

Un = U∗
(∫

Γεn

(
(U∗

n,1)
2 + (U∗

n,2)
2
)
dσx

)−1/2

,

we claim that, for each n ∈ N, there exist εn > 0 and a vector Un ∈ H1 such that
(2.11)

εn ≥ δ‖∇Un‖2
L2 + nE(Un, Un) ,

∫
T2

(
(Un,1)

2 + (Un,2)
2
)
(xh, εg)

√
1 + ε2|∇g|2 dxh = 1 .

In order to study the limit of the sequence Un when n goes to infinity, we perform a
change of variables which transforms the domain Ωε into the fixed domain Q = Ω1. More
precisely, we set y3 = ε−1x3 and

Un(x1, x2, x3) = Un(y1, y2, εy3) = ũn(y1, y2, y3) , for all (y1, y2, y3) ∈ Ω1 .

This implies that

∂Un

∂xi

=
∂ũn

∂yi

, for i = 1, 2 , and
∂Un

∂x3

=
1

ε

∂ũn

∂y3

.
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We introduce the “scaled” operator ∇ε = ( ∂
∂y1

, ∂
∂y2

, ε−1 ∂
∂y3

) together with the “scaled”

bilinear form

Eε(u
1, u2) =

∫
Ω1

(
3∑

i,j=1

(ε−δj,3
∂u1

i

∂yj

+ ε−δi,3
∂u1

j

∂yi

) · (ε−δj,3
∂u2

i

∂yj

+ ε−δi,3
∂u2

j

∂yi

)

)
dy ,

where δj,3 is the Kronecker symbol. The properties (2.11) then become

1 ≥ δ‖∇εnũn‖2
L2(Ω1) + nEεn(ũn, ũn) ,∫

T2

(
(ũn,1)

2 + (ũn,2)
2
)
(yh, g)

√
1 + ε2|∇g|2 dyh = 1 .

(2.12)

We deduce from the above relations that ∇ũn is bounded in L2(Ω1). We next decompose
ũn,i, i = 1, 2, into the sum of his total mean value and a vector with vanishing total mean
value, that is, we write ũn,i = w̃n,i + cn,i, where cn,i =

∫
Ω1

ũn,i(y) dy. Since the vector w̃n,i is

uniformly bounded in H1(Ω1), its trace on Γ1 is uniformly bounded in L2(Γ1). Therefore
the second property in (2.12) shows that cn,i, i = 1, 2, is uniformly bounded in n and ε.
Moreover, ũn,3 vanishes on the lower part of the boundary Γ0. Therefore, ũn is bounded in
H1(Ω1). This implies that there exists a subsequence, which we relabel as ũn, such that ũn

converges weakly to ṽ in (H1(Q))3. The inequality relation in (2.12) implies in particular
that

(2.13)
1

εn

‖∂ũn

∂y3

‖L2(Ω1) ≤
1√
δ

and
1

εn

‖∂ũn,3

∂y3

‖L2(Ω1) ≤
1√
n

.

We deduce from (2.13) that the limit ṽ is independent of y3, that is, ṽ belongs to (H1(T2))3.
The boundary condition ũn,3(x1, x2, 0) = 0 implies that, at the limit, ṽ3(x1, x2, 0) = 0 and
thus that ṽ(y1, y2) = (ṽ1(y1, y2), ṽ(y1, y2), 0). Using the property (2.13) together with the
fact that ũn,3(y1, y2, 0) = 0 , we at once show that

(2.14)
1

εn

‖ũn,3‖L2(Γ1) ≤
C√
n

,

where C is a positive constant independent of n and εn. The boundary condition satisfied
by ũn on Γ1 assumes the form

1

εn

ũn,3(y1, y2, g(y1, y2))−∂1g(y1, y2)ũn,1(y1, y2, g(y1, y2))

−∂2g(y1, y2)ũn,2(y1, y2, g(y1, y2)) = 0 ,

from which we deduce, together with (2.14) that at the limit,

(2.15) ∂1g(y1, y2)ṽ1(y1, y2) + ∂2g(y1, y2)ṽ2(y1, y2) = 0 .

From the property Eεn(ũn, ũn) ≤ 1
n
, we also deduce that E(ṽ, ṽ) = 0. Therefore, since ṽ

satisfies the “boundary condition” (2.15), there exist constants a1, a2 such that a1∂1g +
a2∂2g = 0 and ṽ = (a1, a2, 0). But the condition (H) implies that a1ṽ1 + a2ṽ2 = 0, which
yields ṽ = 0. The equality relation in (2.12) together with the strong convergence of ũn

towards ṽ in L2(Γ1) imply that
∫

T2

(
ṽ2

1 + ṽ2
2

)
dyh = 1, which contradicts the fact that ṽ = 0.

We thus have proved the inequality (2.3).

14



It remains to prove that there exist a positive constant c such that, for 0 < ε ≤ 1, for
any U ∈ H1,

(2.16) c‖U‖2
L2 ≤ E(U,U) .

To show this inequality, one uses the same type of argument by contradiction as above.
As here the contradiction argument is easier and does not contain any novel feature, we
do not present the details. �

Remark 2.2. It follows from the inequality (2.16) that

c‖U‖2
L2 ≤ E(U,U) ≤ 4‖∇U‖2

L2 , for all U ∈ H1 .

In other words, the Poincaré inequality holds for any U in H1.

We next give a simple Green formula in connection with the Navier boundary conditions.
This formula has already been given in [41] and [46].

Lemma 2.2. Let ũ and u be vectors in H2(Ωε)
3 and in H1(Ωε)

3 respectively. Then one
has the identity:

(2.17)

∫
Ωε

4ũ · u = −1

2
E(ũ, u) +

∫
Ωε

div ũ div u +

∫
∂Ωε

{
2[D(ũ)N ] · u− div ũ u ·N

}
.

Proof. The proof is a simple integration by parts. One writes∫
Ωε

4ũ · u =
∑
i,j

∫
Ωε

∂i(∂iũj + ∂jũi)uj −
∑

j

∫
Ωε

∂j div ũ uj

=−
∑
i,j

∫
Ωε

(∂iũj + ∂jũi)∂iuj +
∑
i,j

∫
∂Ωε

(∂iũj + ∂jũi)Niuj

+

∫
Ωε

div ũ div u−
∫

∂Ωε

div ũ u ·N

=− 1

2
E(ũ, u) +

∫
Ωε

div ũ div u +

∫
∂Ωε

{
2[D(ũ)N ] · u− div ũ u ·N

}
.

�

2.2. The Stokes operator. Since by Theorem 2.1, the bilinear form E(·, ·) is a coercive
continuous symmetric bilinear form on the space Vε, one can show, by using the Lax-
Milgram theorem together with the Riesz representation theorem that there exists a (secto-
rial) self-adjoint positive operator Aε : D(Aε) → Hε, where D(Aε) = {U ∈ Vε |AεU ∈ Hε}
such that, for all U ∈ D(Aε),

(2.18) (AεU,U∗)L2 =
1

2
E(U,U∗) , for all U∗ ∈ Vε ,

(see [20], [42] or [43]). This operator Aε is called the Stokes operator. We notice that

Vε = D(A
1/2
ε ). Since Aε is self-adjoint, the following equality holds

(AεU,U∗)L2 = (A1/2
ε U,A1/2

ε U∗)L2 , for any U ∈ D(Aε), , U∗ ∈ Vε ,
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and, in particular,

1

2
E(U,U) = ‖A1/2

ε U‖2
L2 , for any U ∈ D(Aε) .

In [41], the following regularity result has been proved

D(Aε) = {U ∈ H2(Ωε)
3 ∩ Vε ; [D(u)N ]tan

∣∣
Γ0∪Γε

= 0} .

In view of Lemma 2.2 and of this regularity result,

AεU = −Pε∆U , for all U ∈ D(Aε) .

This implies in particular that the equality Aε = −Pε∆U can be given as an alternate
definition of the Stokes operator.

2.3. The nonlinear problem. Let f be a forcing term in L∞((0,∞), L2(Ωε)
3) satisfying

the condition (Hf ). As in the case of classical boundary conditions, one shows that, for
any u0 ∈ Vε, there exists a unique maximally defined strong local solution u = u(t) ∈
C0([0, T ), Vε) of the equations (1.2)-(1.3) with u(0) = u0, where T = T (u0, f) depends
only on the data u0 and f . Furthermore, this solution satisfies

u ∈ L2
loc((0, T ), D(Aε)) ∩H1

loc((0, T ), Hε) .

Moreover, u satisfies the equations (1.2) for almost every t in the sense of distributions in
the spatial variable. We remark that u is also a mild solution of the abstract evolutionary
equation associated to (1.2)-(1.3):

∂tu + Aεu + Pε(u · ∇u) = Pεf , u(0) = u0 .

It is worthwhile to remark that, if f is locally Lipschitz in time with values in L2(Ωε)
3,

the above solution u is a classical solution (in the sense of evolutionary equations), that is,

u ∈ C0((0, T ), D(Aε)) ∩ C1((0, T ), Hε) ,

and u = u(t) satisfies the equations (1.2) for every t in the sense of distributions in the
spatial variable.

As in the case of classical boundary conditions, the existence result can be proved mainly
in two ways. Since E(·, ·) is a positive definite bilinear form, we can apply the classical
Galerkin method (also called Bubnov-Galerkin method), which roughly speaking consists
in approximating the Navier-Stokes equations by a sequence of finite dimensional-problems
and to prove the convergence of the solutions of these approximate problems towards a
solution of the Equations (1.2) (see for example [21], [42], [6] or [39]).

An alternate approach is based on the theory of mild solutions and is formulated in the
context of evolutionary equations. In this approach, one proves the existence of a mild
(also called integral) solution by using the fixed point theorem for strict contractions. This
approach can be found in [9] (see also [39] or [28]). This method is in particular adapted
to the proof of existence of classical solutions.

The uniqueness of strong solutions follows exactly the lines of the proof in the case of
classical boundary conditions.
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3. Auxiliary estimates

We remind the reader of the convention described in the Introduction concerning the
norms ‖ · ‖L2 , ‖ · ‖H1 , etc; where L2 = L2(Ωε)

3, H1 = H1(Ωε)
3, etc. As indicated in the

introduction, the vertical mean value of functions or vector fields plays an important role.
We recall that the mean value operator M , defined in (1.4), acts on the scalar functions
defined on Ωε and is given by

Mϕ(xh) =
1

εg

∫ εg

0

ϕ(xh, y3) dy3 ,

where xh = (x1, x2). We remark that, for 1 ≤ p ≤ ∞, M : Lp(Ωε) → Lp(Ωε) is a bounded
linear operator of norm 1. We remark that M is an orthogonal projection of L2(Ωε) (for
this property as well as for other properties, see [11], [12], [13]).

Next we introduce the notion of mean value for vectors. If U = (U1, U2, U3) belongs to
Hε, then U is tangent to the boundary and, in particular, U3(x1, x2, 0) = 0, which implies
by the Poincaré inequality that ‖U3‖L2 ≤ ε‖U3‖H1 . This indicates that taking the vertical
mean value of the third component is not of real interest. Since the third component is
small of order ε, we introduce the following mean value operator Mh acting on L1(Ωε)

3:

(3.1) MhU(xh) = (MU1, MU2, 0) , for all U ∈ L1(Ωε)
3 .

In order to keep the amount of new notation to the minimum, we also denote by Mh the
operator acting from L1(Ωε)

2 into L1(Ωε)
3, that is Mh(Z1, Z2) = (MZ1, MZ2, 0) for any

Z = (Z1, Z2) in L1(Ωε)
2. We remark that, as above, Mh : Lp(Ωε)

3 → Lp(Ωε)
3 is a bounded

linear operator of norm 1. Moreover, we point out that this operator Mh is an orthogonal
projection of L2(Ωε)

3.

Unfortunately the operator Mh comes with a problem. In general, MhU does not belong
to Hε, when U is in Hε. For this reason, we introduce the following auxiliary mean value
operator M1 on L1(Ωε)

3 by

(3.2) M1U(x) = (MU1, MU2,
x3

g
(MhU) · ∇g) , for all U ∈ L1(Ωε)

3 ,

(In Equation (3.2) and elsewhere, we denote by ∇ g the usual gradient (∂1g, ∂2g, ∂3g) =
(∂1g, ∂2g, 0)). One easily checks that, if U belongs to Hε, then M1U also belongs to Hε (in
particular, M1U is divergence free and tangent to the boundary). We also point out that
this projection is no longer orthogonal unless g is a constant function. Like above, we also
denote by M1 the operator acting from L1(Ωε)

2 into L1(Ωε)
3, that is

M1(Z1, Z2) = (MZ1, MZ2,
x3

g
(MhZ) · ∇g) , for any Z = (Z1, Z2) ∈ L1(Ωε)

2 .

Remark 3.1. We already noticed that, if U belongs to Hε, then the divergence of M1U
vanishes too. We would also like to point out the following relation between the divergence
of M1U and the divergence of gMhU :

(3.3) div (M1U) = div (MhU) +
1

g
∇g · (MhU) =

1

g
div (gMhU) ,
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which implies that

div (M1U) =
1

g
div (gMhU) = 0 , for all U ∈ Hε .

The quantity div(g·) is sometimes called g-divergence. In Section 6 below, we will see that
the limiting problem, when ε goes to zero, deals only with two-dimensional vector fields v,
such that the g-divergence of (v, 0) vanishes. This g-divergence also appears in [19] dealing
with the Euler equations in a thin domain like Ωε.

Throughout this section, u will denote a sufficiently smooth, divergence-free vector field
that satisfies the Navier boundary conditions (1.3). As indicated above, we will decompose
the vector field u as follows

(3.4) u = v + w = M1u + (I −M1)u , vh = (v1, v2, 0) = (Mu1, Mu2, 0) .

As we already noticed, v and w are divergence free, tangent to the boundary and periodic
in x1 and x2. Moreover, v and w satisfy

(3.5) ∂3u1

∣∣
Γ0
≡ ∂3v1

∣∣
Γ0
≡ ∂3w1

∣∣
Γ0
≡ ∂3u2

∣∣
Γ0
≡ ∂3v2

∣∣
Γ0
≡ ∂3w2

∣∣
Γ0
≡ u3

∣∣
Γ0
≡ v3

∣∣
Γ0
≡ w3

∣∣
Γ0
≡ 0,

that is v and w verify the Navier boundary conditions on Γ0 but not necessarily on Γε.

In our analysis below, it is convenient to use the following extension to Ωε of the exterior
normal to ∂Ωε (see (2.1)):

N(x) =

(
−x3∂1g

g
√

1 + ε2|∇g|2
,

−x3∂2g

g
√

1 + ε2|∇g|2
,
x3

εg

( 1√
1 + ε2|∇g|2

+ 1
)
− 1

)
.

We will also use the function

Ñ =

(
−x3∂1g

g
√

1 + ε2|∇g|2
,

−x3∂2g

g
√

1 + ε2|∇g|2
, 1− εx3|∇g|2

g(1 + ε2|∇g|2 +
√

1 + ε2|∇g|2)

)
(3.6)

which is the exterior normal on Γε and interior normal on Γ0. The advantage of Ñ compared

to N is that the Lipschitz norm of Ñ is bounded, independently of ε. More precisely, one
can readily verify that there is a positive constant C, which does not depend on ε, such
that the following two sets of inequalities hold, for all ε with 0 < ε ≤ 1,

‖N‖L∞ ≤ C , ‖(N1, N2)‖L∞ ≤ Cε , ‖∇N‖L∞ ≤ Cε−1

‖∇(N1, N2)‖L∞ ≤ C , ‖∂iN‖L∞ ≤ C , ‖∂iNj‖L∞ ≤ Cε for i, j = 1, 2 ,
(3.7)

(3.8) ‖(Ñ1, Ñ2)‖L∞ ≤ Cε, ‖Ñ3‖L∞ ≤ C, ‖∇kÑ‖L∞ ≤ C for all k ∈ N ,

and

(3.9) ‖∂iÑ‖L∞ ≤ Cε , i = 1, 2 .

We now recall the following consequence of the Stokes formula

(3.10)

∫
∂Ωε

ϕ(x) dσx =

∫
Ωε

ϕ div N dx +

∫
Ωε

N · ∇ϕ dx

18



where the boundary integral on Γε is defined by

(3.11)

∫
Γε

ϕ(x) dσx =

∫
T2

ϕ(xh, εg)
√

1 + ε2|∇g|2 dxh =

∫
T2

ϕ(xh, εg)

N3(xh, εg)
dxh.

The aim of this section is to prove several inequalities on u and w = (I − M1)u with
sharp dependence on ε of the constants. First, we show how to estimate lower order Sobolev
norms of w in terms of higher order Sobolev norms of w (see Proposition 3.6 below.) Next,
we prove a regularity estimate connecting the H2 norm of u with the L2 norm of ∆u
(see Proposition 3.7). We continue with Proposition 3.9 which gives an estimate for the
expression 4u− Pε4u. We finally end this section with some Lp estimates.

We start with a sequence of simple preliminary lemmas. The following lemma is well-
known (see [12], [13] for example). For the reader’s convenience, we quickly recall its
proof.

Lemma 3.1. Let ϕ be a function in H1(Ωε) satisfying either ϕ
∣∣
Γ0
≡ 0 or Mϕ ≡ 0. Then,

‖ϕ‖L2 ≤ ε‖g‖L∞‖∂3ϕ‖L2 , for all ε > 0 .

Proof. In both cases, we remark that∫∫∫
xh∈T2

0≤x3≤εg(xh)

ϕ(xh, x3)ϕ(xh, 0) dxhdx3 = 0 ,

which implies that

‖ϕ‖2
L2 =

∫∫∫
xh∈T2

0≤y3≤x3≤εg(xh)

ϕ(xh, x3)∂3ϕ(xh, y3) dxhdx3dy3

≤
( ∫∫∫

xh∈T2

0≤y3≤x3≤εg(xh)

ϕ2(xh, x3) dxhdx3dy3

) 1
2
( ∫∫∫

xh∈T2

0≤y3≤x3≤εg(xh)

|∂3ϕ(xh, y3)|2 dxhdx3dy3

) 1
2

≤
(∫

Ωε

ϕ2(x)x3 dx

) 1
2
(∫

Ωε

|∂3ϕ(x)|2εg(xh) dx

) 1
2

≤ ε‖g‖L∞‖ϕ‖L2‖∂3ϕ‖L2 .

�

Lemma 3.2. Let ϕ be a function in H1(Ωε). Then,

‖ϕ‖L2 ≤ ‖Mϕ‖L2 + ε‖g‖L∞‖∂3ϕ‖L2 , for all ε ∈ (0, 1] .

Proof. The proof follows trivially from the previous lemma:

‖ϕ‖L2 ≤ ‖Mϕ‖L2 + ‖(I −M)ϕ‖L2 ≤‖Mϕ‖L2 + ε‖g‖L∞‖∂3(I −M)ϕ‖L2

= ‖Mϕ‖L2 + ε‖g‖L∞‖∂3ϕ‖L2

�
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Lemma 3.3. For any ε ∈ (0, 1] and for any function ϕ ∈ H1(Ωε), we have

‖ϕ(xh, εg(xh))‖L2 ≤ 2‖Mϕ‖L2 +
√

5 ε‖g‖L∞‖∂3ϕ‖L2 , for all ε ∈ (0, 1] .

Proof. We first remark that

‖ϕ(xh, εg(xh))‖2
L2 =

∫
T2

εgϕ2(xh, εg(xh)) dxh =

∫
T2

∫ εg(xh)

0

∂

∂x3

(
x3ϕ

2(x)
)
dx3dxh .

Using Lemma 3.2 and the Young inequality, we infer from the previous equality that

‖ϕ(xh, εg(xh))‖2
L2 =

∫
Ωε

∂

∂x3

(
x3ϕ

2(x)
)
dx = ‖ϕ‖2

L2 + 2

∫
Ωε

x3ϕ(x)∂3ϕ(x) dx

≤‖ϕ‖2
L2 + 2ε‖g‖L∞‖ϕ‖L2‖∂3ϕ‖L2 ≤ 2‖ϕ‖2

L2 + ε2‖g‖2
L∞‖∂3ϕ‖2

L2

≤ 4‖Mϕ‖2
L2 + 5ε2‖g‖2

L∞‖∂3ϕ‖2
L2 ,

which implies the inequality of the lemma. �

Lemma 3.4. There exists a positive constant C, which is independent of ε, such that, for
all ε ∈ (0, 1], for any function ϕ ∈ H2(Ωε), and for i = 1, 2, one has,

‖∂iϕ‖L2 ≤ C‖Mϕ‖H1 + Cε‖∂i∂3ϕ‖L2 + Cε‖∂3ϕ‖L2 , for all ε ∈ (0, 1] .

Proof. By Lemma 3.2, we obtain,

‖∂iϕ‖L2 ≤ ‖M∂iϕ‖L2 + ε‖g‖L∞‖∂i∂3ϕ‖L2 , for i = 1, 2 and ε ∈ (0, 1] .

On the other hand, a simple calculation shows that

(3.12) M∂iϕ = ∂iMϕ +
∂ig

g

(
Mϕ− ϕ(xh, εg)

)
so that, by Lemma 3.3,

‖M∂iϕ‖L2 ≤ C‖Mϕ‖H1 + C‖ϕ(xh, εg)‖L2 ≤ C‖Mϕ‖H1 + Cε‖∂3ϕ‖L2 ,

which completes the proof. �

Lemma 3.5. There exists a positive constant C, which is independent of ε such that, for
all ε ∈ (0, 1] and for any function ϕ ∈ H2(Ωε), one has

‖Mϕ‖L2 ≤ ‖ϕ‖L2 , ‖Mϕ‖H1 ≤ C‖ϕ‖H1 , ‖Mϕ‖H2 ≤ C‖ϕ‖H2 .

Proof. The first relation follows simply by noting that the operator M is nothing else but
the L2 orthogonal projection onto the space of functions independent of the third variable.
To prove the second inequality, we use the formula

∂iMϕ = M∂iϕ−
∂ig

g

(
Mϕ− ϕ(xh, εg)

)
, for i = 1, 2 ,

together with Lemma 3.3. Finally, the statement for the H2 norm follows by differentiating
the above relation and using similar arguments. We omit the details. �

Remark 3.2. Lemma 3.5 directly implies that there exists a positive constant C, which is
independent of ε such that, for all ε ∈ (0, 1], for all u ∈ Hk(Ωε)

3, k = 0, 1, 2, the vectors
v = M1u, vh = Mhu, satisfy,

‖v‖Hk ≤ C‖u‖Hk , ‖vh‖Hk ≤ C‖u‖Hk , for k = 0, 1, 2 .
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We can now prove the following proposition.

Proposition 3.6. There exists a positive constant C, which is independent of ε, such
that, for all ε ∈ (0, 1] and for all u that belongs to Vε, the functions w = (I −M1)u and
w∗ = (I −Mh)u satisfy,

‖w‖L2 ≤Cε‖∂3w‖L2 , for all ε ∈ (0, 1]

‖w∗‖L2 ≤Cε‖∂3w
∗‖L2 , for all ε ∈ (0, 1] ,

(3.13)

and, if moreover u belongs to H2(Ωε)
3 and satisfies the Navier boundary conditions (1.3),

(3.14) ‖∇w‖L2 ≤ Cε‖∇2w‖L2 , for all ε ∈ (0, 1] .

Proof. Relation (3.13) follows immediately from Lemma 3.1 since Mw1 ≡ Mw2 ≡ 0 and
w3

∣∣
Γ0

= w∗
3

∣∣
Γ0
≡ 0. To prove (3.14) we take different cases. First, for i ∈ {1, 2}, we have

that ∂3wi ≡ ∂iw3 ≡ 0 on Γ0 so, by Lemma 3.1,

‖∂3wi‖L2 ≤ ε‖g‖L∞‖∂2
3wi‖L2 and ‖∂iw3‖L2 ≤ ε‖g‖L∞‖∂3∂iw3‖L2 .

Next, for i, j ∈ {1, 2} we use that Mwi ≡ 0 and Lemma 3.4 to deduce that

‖∂jwi‖L2 ≤ Cε‖∂j∂3wi‖L2 + Cε‖∂3wi‖L2 ≤ Cε‖∂j∂3wi‖L2 + Cε2‖∂2
3wi‖L2 ≤ Cε‖∇2w‖L2 .

Finally, the estimate for ∂3w3 follows at once from the above bounds together with the
divergence free condition

‖∂3w3‖L2 = ‖∂1w1 + ∂2w2‖L2 ≤ Cε‖∇2w‖L2 .

This completes the proof. �

The next result is a regularity type estimate for u.

Proposition 3.7. There exist a real number ε0, with 0 < ε0 ≤ 1 and a positive constant C,
which is independent of ε, such that, for all ε ∈ (0, ε0), for all u ∈ Vε ∩H2(Ωε)

3 satisfying
the Navier boundary conditions (1.3), one has

‖u‖H2 ≤ C‖4u‖L2 + C‖u‖H1 , for all ε ∈ (0, ε0].

Proof. Assume for the moment that ‖∇2u‖2
L2 satisfies

(3.15) ‖∇2u‖2
L2 ≤ ‖∆u‖2

L2 + C0ε‖u‖2
H2 + C‖u‖H2 ‖u‖H1 ,

where C0 and C are positive constants which do not depend on ε. One then finds that

‖u‖2
H2 ≤ ‖∆u‖2

L2 + C0ε‖u‖2
H2 + C‖u‖H2 ‖u‖H1 + ‖u‖2

H1

≤ ‖∆u‖2
L2 + C0ε‖u‖2

H2 +
1

4
‖u‖2

H2 + C‖u‖2
H1 .

Now choose ε0 to satisfy 0 < ε0 ≤ 1 and C0 ε0 ≤ 1/4. One then obtains, for 0 < ε ≤ ε0,

1

2
‖u‖2

H2 ≤ ‖4u‖2
L2 + C ‖u‖2

H1 ,

which implies the proposition.
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It remains to estimate the term ‖∇2u‖L2 . We write

‖∇2u‖2
L2 =

3∑
i,j=1

∫
Ωε

∂i∂ju · ∂i∂ju dx

= −
3∑

i,j=1

∫
Ωε

∂ju · ∂2
i ∂ju dx +

3∑
i,j=1

∫
∂Ωε

Ni∂ju · ∂i∂ju dσx

=
3∑

i,j=1

∫
Ωε

∂2
j u · ∂2

i u dx−
3∑

i,j=1

∫
∂Ωε

Nj∂ju · ∂2
i u dσx +

3∑
i,j=1

∫
∂Ωε

Ni∂ju · ∂i∂ju dσx

=

∫
Ωε

|4u|2 dx +
3∑

i,j=1

∫
∂Ωε

∂ju · (Ni∂j −Nj∂i)∂iu dσx

where we integrated twice by parts. It therefore suffices to bound the last term that we
decompose as follows

3∑
i,j=1

∫
∂Ωε

∂ju · (Ni∂j −Nj∂i)∂iu dσx =2

∫
∂Ωε

∂2u · (N1∂2 −N2∂1)∂1u dσx︸ ︷︷ ︸
I1

+ 2
2∑

i=1

∫
∂Ωε

∂3u3 (Ni∂3 −N3∂i)∂iu3 dσx︸ ︷︷ ︸
I2

+ 2
2∑

i,k=1

∫
∂Ωε

∂3uk (Ni∂3 −N3∂i)∂iuk dσx︸ ︷︷ ︸
I3

We used above that the expression
∫

∂Ωε
∂ju · (Ni∂j −Nj∂i)∂iu dσx is symmetric in i and j,

for i 6= j; this in turn follows after noticing that Ni∂j − Nj∂i is tangent to the boundary
and performing an integration by parts on the boundary. We now estimate separately the
three terms I1, I2 and I3.

Estimate of I1. We return to an integral on Ωε by using formula (3.10)

I1 =

∫
Ωε

∂2u · (N1∂2 −N2∂1)∂1u div N dx +

∫
Ωε

N · ∇
[
∂2u · (N1∂2 −N2∂1)∂1u

]
dx

=

∫
Ωε

∂2u · (N1∂2 −N2∂1)∂1u div N dx︸ ︷︷ ︸
I11

+
3∑

k=1

[∫
Ωε

Nk∂k∂2u · (N1∂2 −N2∂1)∂1u dx︸ ︷︷ ︸
I12

+

∫
Ωε

Nk∂2u · (∂kN1∂2 − ∂kN2∂1)∂1u dx︸ ︷︷ ︸
I13

+

∫
Ωε

Nk∂2u · (N1∂2 −N2∂1)∂k∂1u dx︸ ︷︷ ︸
I14

]
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Using relations (3.7) we readily estimate

|I11|+ |I13| ≤ C‖u‖H1‖∇2u‖L2 and |I12| ≤ Cε‖∇2u‖2
L2

Regarding I14 we need to make another integration by parts of the derivatives ∂1, ∂2

from N1∂2 −N2∂1 and deduce as above that

|I14| = |
∫

Ωε

(N2∂1 −N1∂2)(Nk∂2u) · ∂k∂1u dx +

∫
Ωε

(∂1N2 − ∂2N1)Nk∂2u · ∂k∂1u dx|

≤Cε‖u‖H1‖∇2u‖L2 + Cε‖∇2u‖2
L2

Therefore we obtain,

(3.16) |I1| ≤ C‖u‖H1‖∇2u‖L2 + Cε‖∇2u‖2
L2 .

Estimate of I2. To estimate I2, we argue as in the proof of Theorem 2.2 by using the fact
that u is tangent to Γε, i.e.

u3(xh, εg) = εuh(xh, εg) · ∇g for all xh ∈ T2 ,

where uh = (u1, u2, 0) denotes the horizontal part of u. For i ∈ {1, 2} we differentiate this
equality with respect to xi to deduce that

(3.17) ∂iu3(xh, εg) = εuh(xh, εg) · ∇∂ig + ε∂iuh(xh, εg) · ∇g

+ ε2∂ig ∂3uh(xh, εg) · ∇g − ε∂ig∂3u3(xh, εg) = εgF i
ε

(
u(xh, εg), g

)
where the function

F i
ε(u, g) ≡

[
uh · ∇∂ig + ∂iuh · ∇g + ε∂ig ∂3uh · ∇g − ∂ig ∂3u3

]
g−1

is defined on Ωε. We just proved that ∂iu3 = x3F
i
ε(u, g) on Γε. Moreover, according to

(3.5), this equality also holds on Γ0, since ∂iu3 vanishes on Γ0 for i = 1, 2. Thus,

I2 =

∫
∂Ωε

∂3u3 (Ni∂3 −N3∂i)(x3F
i
ε(u, g)) dσx

Performing an integration by parts, we go back to an integral on Ωε as follows,

I2 =

∫
Ωε

{
∂i

[
∂3u3 ∂3(x3F

i
ε(u, g))

]
− ∂3

[
∂3u3 ∂i(x3F

i
ε(u, g))

]}
dx

=

∫
Ωε

[
∂i∂3u3 F i

ε(u, g) + ∂i∂3u3 x3∂3F
i
ε(u, g)− ∂2

3u3 x3∂iF
i
ε(u, g)

]
dx.

It now suffices to note that x3 = O(ε) and to take into account the expression for F i
ε(u, g)

to get,

(3.18) |I2| ≤ C‖u‖H1‖∇2u‖L2 + Cε‖u‖2
H2 .
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Estimate of I3. It suffices to estimate the term I31i =
∫

∂Ωε
∂3u1 (Ni∂3 − N3∂i)∂iu1dσx

corresponding to k = 1. Since D(u)N is normal to the boundary Γε and (1, 0, ε∂1g) is
tangent to this portion of boundary, we deduce that

D(u)N · (1, 0, ε∂1g) = 0 , on Γε

This can be expanded as

− 2ε∂1g∂1u1 − ε∂2g(∂1u2 + ∂2u1) + ∂1u3 + ∂3u1

+ ε∂1g
[
−ε∂1g(∂1u3 + ∂3u1)− ε∂2g(∂2u3 + ∂3u2) + 2∂3u3

]
= 0 on Γε.

We now use the above relation and (3.17) for i = 1 to deduce that

(3.19) ∂3u1 = x3Hε(u, g) on Γε,

where

Hε(u, g) = −F 1
ε (u, g) +

{
2∂1g∂1u1 + ∂2g(∂1u2 + ∂2u1)

+ ∂1g
[
ε∂1g(∂1u3 + ∂3u1) + ε∂2g(∂2u3 + ∂3u2)− 2∂3u3

]}
g−1

It is clear from this formula that

(3.20) ‖Hε(u, g)‖L2 ≤ C‖u‖H1 and ‖∇Hε(u, g)‖L2 ≤ C‖u‖H2 ,

for some constant C, which is independent of ε. We now proceed as in the estimate for I2

by returning to an integral on Ωε. One has that

I31i =

∫
∂Ωε

∂3u1 (Ni∂3 −N3∂i)∂iu1 dσx

=

∫
∂Ωε

x3Hε (Ni∂3 −N3∂i)∂iu1 dσx

=

∫
Ωε

[∂i(x3Hε ∂3∂iu1)− ∂3(x3Hε ∂2
i u1)] dx

=

∫
Ωε

[x3∂iHε ∂3∂iu1 − x3∂3Hε ∂2
i u1 −Hε ∂2

i u1] dx

Since x3 = O(ε), we use (3.20) to obtain

(3.21) I31i ≤ C‖u‖H2(ε‖u‖H2 + ‖u‖H1).

The inequality (3.15) now follows from (3.16), (3.18) and (3.21). �

Let us now observe that the Poincaré inequality holds true with constants independent
of ε.

Lemma 3.8. There exists a positive constant C, which is independent of ε, such that for
every ϕ ∈ H1(Ωε) with

∫
Ωε

ϕ dx = 0, one has

‖ϕ‖L2 ≤ C‖∇ϕ‖L2 , for all ε ∈ (0, 1] .
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Proof. The proof is simply a matter of rescaling. Let ϕε(x) = ϕ(xh, εx3). Then ϕε is a
function defined on a domain independent of ε and has vanishing mean. The standard
Poincaré inequality therefore gives

‖ϕε‖L2 ≤ C‖∇ϕε‖L2

for some constant C independent of ε. Expressing this relation in terms of ϕ we obtain

ε−
1
2‖ϕ‖L2 ≤ Cε−

1
2

(
‖∂1ϕ‖2

L2 + ‖∂2ϕ‖2
L2 + ε2‖∂3ϕ‖2

L2

) 1
2 .

The conclusion follows. �

We observe next that 4u is tangent to Γ0, the flat part of the boundary. If this would
be true on Γε too, then we would get that Pε4u = 4u. Since this is not exactly true we
can prove only the following statement:

Proposition 3.9. There exists a positive constant C, which is independent of ε, such
that, for all ε ∈ (0, 1), for any vector u ∈ Hε ∩H2(Ωε)

3 that satisfies the Navier boundary
conditions (1.3), one has

‖4u− Pε4u‖L2 ≤ C‖u‖H1 + Cε‖u‖H2 , for all ε ∈ (0, 1] .

Proof. By the properties of the projection Pε, we know that there is some scalar function
q such that

(3.22) 4u− Pε4u = ∇q.

We can assume without loss of generality that q has vanishing mean on Ωε. Taking the
divergence of this relation and also the scalar product with the exterior normal restricted
to the boundary we see that q verifies the following Neumann problem

(3.23) 4q = 0, N · ∇q
∣∣
∂Ωε
≡ N · 4u

∣∣
∂Ωε

.

Now, it so happens that N ·4u
∣∣
∂Ωε

can be expressed in terms of lower order derivatives of u.

More precisely, the following identity is proved in the course of the proof of [2, Proposition
2]:

−N · 4u =N ·
[
(N ×∇)×

(
2N ×

∑
i

ui(N ×∇)Ni

)]
−N ·

[
(N ×∇)× (N × curl u)−N(N · (∇× curl u))

]
on the boundary,

which holds for any smooth extension N of the exterior normal inside Ωε and any vector
field u verifying the Navier boundary conditions. We further note that the following identity
holds true

(N ×∇)× (N × curl u)−N(N · (∇× curl u)) = (curl u · ∇τ )N − curl u(∇τ ·N),

where we denote by ∇τ the vector of tangential derivatives defined by

∇τ = N ×∇ =

N2∂3 −N3∂2

N3∂1 −N1∂3

N1∂2 −N2∂1

 .
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We deduce that the following identity holds on the boundary:

−N · 4u = N ·
[
∇τ ×

(
2N ×

∑
i

ui∇τNi

)]
−N ·

[
(curl u · ∇τ )N − curl u(∇τ ·N)

]
.

Let us introduce

G(u, Ñ) = (curl u · ∇eτ )Ñ − curl u(∇eτ · Ñ)−∇eτ × (2Ñ ×
∑

i

ui∇eτ Ñi

)
,

where

(3.24) ∇eτ = Ñ ×∇ =

Ñ2∂3 − Ñ3∂2

Ñ3∂1 − Ñ1∂3

Ñ1∂2 − Ñ2∂1

 .

Since N ≡ Ñ on Γε and N ≡ −Ñ on Γ0 we deduce that

(3.25) N · 4u = N ·G(u, Ñ) on ∂Ωε.

We can now go to the estimate of ∇q. We integrate by parts, use the Stokes formula
together with relations (3.23) and (3.25) to deduce that

‖∇q‖2
L2 = −

∫
Ωε

q4q dx +

∫
∂Ωε

q N · ∇q dσx =

∫
∂Ωε

qN ·G(u, Ñ) dσx

=

∫
Ωε

div
(
q G(u, Ñ)

)
dx =

∫
Ωε

G(u, Ñ) · ∇q dx︸ ︷︷ ︸
J1

+

∫
Ωε

q div
(
G(u, Ñ)

)
dx︸ ︷︷ ︸

J2

To estimate J1 we simply use the Hölder inequality together with relations (3.8) and the
explicit formula for G:

J1 ≤ ‖∇q‖L2‖G(u, Ñ)‖L2 ≤ C‖∇q‖L2‖u‖H1

for some constant C independent of ε.

The estimate for J2 is more delicate as this term involves second order derivatives of u.
The point is that in G we can find tangential derivatives from ∇eτ applied to components

of Ñ . Looking carefully at the expression (3.24) of ∇eτ and at the equality defining G,
we see that the second order derivatives of u are either multiplied by terms of the form

Ñi∂jÑ , i = 1, 2, j = 1, 2, 3, or by terms of the form Ñ3∂iÑ , i = 1, 2. Due to the estimates

(3.8) and (3.9), all these factors are of order ε. By the explicit formula for Ñ given in (3.6)
we see that these tangential derivatives have uniform norm bounded like O(ε). However,
we should pay attention to the fact the derivatives of these tangential derivatives are not
bounded better than O(1). In conclusion, the following analysis can be done in order to

estimate the L2 norm of div
(
G(u, Ñ)

)
. When expanding the expression for div

(
G(u, Ñ)

)
two type of terms show up:

• either all derivatives go on u which means that no derivative is applied to the

tangential derivatives of Ñ ; we infer that the L2 norm of these terms is bounded by
Cε‖u‖H2 .

• or at most one derivative goes on u; in view of (3.8) these terms are bounded by
C‖u‖H1 .
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From this discussion it follows that J2 can be bounded by

J2 ≤ ‖q‖L2‖div
(
G(u, Ñ)

)
‖L2 ≤C‖q‖L2(ε‖u‖H2 + ‖u‖H1)

≤C‖∇q‖L2(ε‖u‖H2 + ‖u‖H1) ,

where we used the Poincaré inequality of Lemma 3.8.
Putting together the estimates we have for J1 and J2, we infer that

‖∇q‖2
L2 ≤ C‖∇q‖L2(ε‖u‖H2 + ‖u‖H1) , for all ε ∈ (0, ε0] .

In view of (3.22) this completes the proof. �

We next recall two auxiliary inequalities, which are very useful in estimating the qua-
dratic form.

Lemma 3.10. There exist positive constants ε0 and C (independent of ε) such that, for
any 0 < ε ≤ ε0, the following inequalities hold. For any ϕ ∈ H1(Ωε) such that either
ϕ
∣∣
Γ0
≡ 0 or Mϕ ≡ 0,

(3.26) ‖ϕ‖Lq ≤ Cε
3
q
− 1

2‖∇ϕ‖L2 , for all q with 2 ≤ q ≤ 6 .

In particular, for w = (I −M1)u and w∗ = (I −Mh)u, where u ∈ Vε, one has,

‖w‖Lq ≤Cε
3
q
− 1

2‖∇w‖L2 ,

‖w∗‖Lq ≤Cε
3
q
− 1

2‖∇w∗‖L2 , for all q with 2 ≤ q ≤ 6 .
(3.27)

Moreover, if u ∈ H2(Ωε)
3 ∩ Vε satisfies the Navier boundary conditions, we have,

(3.28) ‖∇w‖Lq ≤ Cε
3
q
− 1

2‖w‖H2 , for all 2 ≤ q ≤ 6 .

Proof. According to Proposition 4.2 and Lemma 6.1 of [12], using the classical Sobolev
inequalities, we can write

(3.29) ‖ϕ‖L6 ≤ C‖∇ϕ‖L2 ,

where the constant C is independent of ε. By interpolation between L2(Ωε) and L6(Ωε), we
deduce the inequality (3.26) from the inequality (3.29) and from Lemma 3.1. The estimate
(3.27) is an obvious consequence of (3.26).

It remains to prove the estimate (3.28). We simply write, for i, j ∈ {1, 2, 3},

(3.30) ‖∂iwj‖Lq ≤ C
(
‖M∂iwj‖Lq + ‖(I −M)∂iwj‖Lq

)
≤ C

(
‖M∂iwj‖Lq + ε

3
q
− 1

2‖w‖H2

)
.

By the two-dimensional Gagliardo-Nirenberg inequality (see [27]) and (3.14), we obtain,

‖M∂iwj‖Lq ≤ Cε
1
q ‖M∂iwj‖2/q

L2(T2) ‖M∂iwj‖1−2/q

H1(T2)

≤ Cε
1
q
− 1

2‖M∂iwj‖2/q

L2 ‖M∂iwj‖1−2/q

H1

≤ Cε
3
q
− 1

2‖w‖H2 .

(3.31)

The inequalities (3.30) and (3.31) imply the inequality (3.28). �
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Lemma 3.11. There exist positive constants ε0 and C, which are independent of ε, such
that, for any 0 < ε ≤ ε0, the following estimate holds for w = (I − M1)u, where u ∈
H2(Ωε)

3 ∩ Vε satisfies the Navier boundary conditions,

(3.32) ‖w‖L∞ ≤ Cε
1
2‖w‖H2 .

Proof. To show this estimate, we make a change of variables which transforms the domain
Ωε into the domain Ω = T3. We set:

w(x1, x2, x3) = w(y1, y2, εg(y1, y2)y3) = W (y1, y2, y3) , for all (y1, y2, y3) ∈ T3 .

Using the classical anisotropic Agmon inequality on the fixed domain Ω (see [44], [3]), we
may write,
(3.33)

‖w‖L∞(Ωε) = ‖W‖L∞(Ω) ≤ c|W |1/4

L2(Ω)

3∏
j=1

(
|W |L2(Ω) +

∣∣∣∣∂W

∂yj

∣∣∣∣
L2(Ω)

+

∣∣∣∣∂2W

∂y2
j

∣∣∣∣
L2(Ω)

)1/4

.

We next go back to the variable domain Ωε. We notice that

(3.34)
∂W

∂y3

= εg
∂w

∂x3

,
∂2w

∂y2
3

= ε2g2∂2w

∂x2
3

,

whereas, for j = 1, 2, we have,

∂W

∂yj

=
∂w

∂xj

+ ε
∂g

∂xj

∂w

∂x3

∂2W

∂y2
j

=
∂2w

∂x2
j

+ 2ε
∂g

∂xj

∂2w

∂xj∂x3

+ ε
∂2g

∂x2
j

∂w

∂x3

+ ε2(
∂g

∂xj

)2 ∂2w

∂x2
3

.

(3.35)

Using the formulas (3.34) and (3.35), we deduce from the inequality (3.33) that
(3.36)

‖w‖L∞(Ωε) ≤ Cε−
1
2‖w‖

1
4

L2(Ωε)
‖w‖

1
2

H2(Ωε)

(
‖w‖L2(Ωε) + ε‖ ∂w

∂x3

‖L2(Ωε) + ε2‖∂2w

∂x2
3

‖L2(Ωε)

) 1
4

.

The inequality (3.36) and Proposition 3.6 at once imply that

‖w‖L∞(Ωε) ≤ ε1/2‖w‖H2(Ωε) .

which proves the lemma. �

We continue with a simple estimate on v = M1u, where u ∈ H2(Ωε)
3 ∩ Vε. We recall

that vh = Mhu denotes the horizontal part of v.

Lemma 3.12. There exist positive constants ε0 and C such that, for any 0 < ε ≤ ε0, the
following estimate holds for any v = M1u, where u ∈ H2(Ωε)

3 ∩ Vε

(3.37) ‖v‖L4 ≤ Cε−
1
4‖vh‖

1
2

L2‖vh‖
1
2

H1 and ‖∇v‖L4 ≤ Cε−
1
4‖vh‖

1
2

H1‖vh‖
1
2

H2 .

Proof. We observe first that |v| ≤ C|vh|. Therefore, by the two-dimensional Gagliardo-
Nirenberg inequality we infer that

‖v‖L4 ≤ Cε
1
4‖vh‖L4(T2) ≤ Cε

1
4‖vh‖

1
2

L2(T2)‖vh‖
1
2

H1(T2) ≤ Cε−
1
4‖vh‖

1
2

L2‖vh‖
1
2

H1 .
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The proof of the second inequality of (3.37), which uses |∇v| ≤ C(|vh| + |∇hvh|), follows
in the same way. �

4. Estimates for the trilinear term

The various estimates and lemmas of the previous sections allow us to give the needed
estimates concerning the trilinear term |

∫
Ωε

u·∇u U dx| where u ∈ H2(Ωε)
3∩Vε is a solution

of the Navier–Stokes equations (1.2) which satisfies the Navier boundary conditions (1.3).
In particular, the main objective of this section is to derive a “good” estimate of the term
|
∫

Ωε
v · ∇u u dx| (see Proposition 4.3), where

(4.1) u = v + w , with v = M1u , w = (I −M1) .

We recall that vh = Mhv denotes the horizontal part of v (see (3.4)).
We point out that we get a good estimate of the cubic term |

∫
Ωε

u · ∇u u dx| by de-
composing the vector u into v + w and by using the smallness properties of w as well
as the fact that v depends only on the horizontal variable xh. Here the decomposition
u = v + w is more convenient than the decomposition u = Mhu + (I − Mh)u, since v
and w are divergence free and tangent to the boundary. Both properties are widely used
in the computations below involving numerous integrations by parts. We begin with the
following straightforward result.

Proposition 4.1. There exist positive constants ε0 and C such that, for 0 < ε ≤ ε0, for
any U ∈ L2(Ωε)

3, any U∗ ∈ H1(Ωε)
3, and any w = (I −M1)u with u ∈ D(Aε), we have,

(4.2) |
∫

Ωε

w · ∇U∗ U dx| ≤ Cε1/2‖U∗‖H1 ‖w‖H2‖U‖L2 , for all ε ∈ (0, ε0]

Proof. Applying the Hölder inequality and Lemma 3.11, we may write,

|
∫

Ωε

w · ∇U∗ U dx| ≤ ‖w‖L∞ ‖∇U∗‖L2‖U‖L2 ≤ ε1/2‖U∗‖H1 ‖w‖H2‖U‖L2 ,

which proves the inequality (4.2). �

Now we want to estimate the term |
∫

Ωε
(v · ∇u)∆u dx|. Integrating this term by parts,

we obtain,

(4.3)

∫
Ωε

(v · ∇u)∆u dx = −
∑
i,j,k

∫
Ωε

vi ∂i∂kuj ∂kuj dx−
∑
i,j,k

∫
Ωε

∂kvi ∂iuj ∂kuj dx

+
∑
i,j,k

∫
Γ0∪Γε

vi ∂iuj ∂kujNk dσx .

We claim that the first term in the right hand side of (4.3) vanishes. Indeed, integrating
by parts, using the facts that v ·N = 0 on Γ and that the divergence of v vanishes in Ωε,
we obtain that ∑

i,j,k

∫
Ωε

vi ∂i∂kuj ∂kuj dx = −1

2

∑
i,j,k

∫
Ωε

∂ivi(∂kuj)
2 dx = 0 .
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Thus (4.3) reduces to the equality

(4.4)

∫
Ωε

(v · ∇u)∆u dx = −
∑
i,j,k

∫
Ωε

∂kvi ∂iuj ∂kuj dx + B0 ,

where

(4.5) B0 =
∑
i,j,k

∫
Γ0∪Γε

vi ∂iuj ∂kujNk dσx .

We now estimate each term in the right hand side of (4.4) as follows. Using the decompo-
sition (4.1), we obtain∑

i,j,k

∫
Ωε

∂kvi ∂iuj ∂kuj dx =
2∑

i,j,k=1

∫
Ωε

∂kvi ∂ivj ∂kvj dx +

∫
Ωε

(∂3v3)
3 dx

+
2∑

k=1

∫
Ωε

∂kv3 ∂3v3 ∂kv3 dx +
2∑

i,k=1

∫
Ωε

∂kvi ∂iv3 ∂kv3 dx

+
∑
i,j,k

∫
Ωε

∂kvi

(
∂iwj ∂kvj + ∂ivj ∂kwj

)
dx

+
∑
i,j,k

∫
Ωε

∂kvi ∂iwj ∂kwj dx

=B1 + B2 + B3 + B4 + B5 + B6 .

(4.6)

Next, it is straightforward to verify from the definition of v that the integrands from B2,
B3 and B4 can be bounded pointwise by C(|vh||∇v|2 + ε|∇v|3). Consequently, by using
Lemma 3.12 and the Hölder inequality, we find

|B2|+ |B3|+ |B4| ≤ C

∫
Ωε

(|vh|+ ε|∇v|)|∇v|2 ≤ C(‖vh‖L2 + ε‖v‖H1)‖∇v‖2
L4

≤Cε−1/2‖vh‖L2‖vh‖H1‖vh‖H2 + Cε1/2 ‖vh‖2
H1‖vh‖H2 ,

(4.7)

for 0 < ε ≤ ε0.
The estimate of the term B5 also follows from Lemma 3.12, the Hölder inequality, and

(3.14):

(4.8) |B5| ≤ C‖∇v‖2
L4‖∇w‖L2 ≤ Cε1/2‖vh‖H1 ‖vh‖H2 ‖w‖H2 , for all ε ∈ (0, ε0] .

We next estimate the term B6. According to (3.28) (with q = 4), we may write

(4.9) |B6| ≤ C‖v‖H1‖∇w‖2
L4 ≤ Cε1/2‖v‖H1‖w‖2

H2 , for all ε ∈ (0, ε0] .

The estimate of the term B1 is given in the next proposition.

Proposition 4.2. There exist positive constants ε0 and C, where C does not depend on ε,
such that, for 0 < ε ≤ ε0 and any v = M1u with u ∈ H2(Ωε)

3 ∩ Vε, we have,

(4.10) |
2∑

i,j,k=1

∫
Ωε

∂kvi ∂ivj ∂kvj dx| ≤ Cε−1/2‖vh‖L2 ‖vh‖H1 ‖vh‖H2 , for all ε ∈ (0, ε0] .
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Proof. To prove (4.10), we note that the integrand does not depend on x3 and therefore,

2∑
i,j,k=1

∫
Ωε

∂kvi ∂ivj ∂kvj dx =
2∑

i,j,k=1

∫
T2

εg ∂kvi ∂ivj ∂kvj dxh

But, since div(gvh) = 0 and thus div(vh) = −(1/g)vh ·∇g (see (3.3)), an easy computation
shows that,

2∑
i,j,k=1

∫
T2

εg ∂kvi ∂ivj ∂kvj dxh =

∫
T2

εg div(vh)
[
(∂2v1)

2 + (∂1v2)
2 + (∂1v1)

2

+ (∂2v2)
2 + ∂2v1 ∂1v2 − ∂1v1 ∂2v2

]
dxh

= −
∫

T2

εvh · ∇g
[
(∂2v1)

2 + (∂1v2)
2 + (∂1v1)

2

+ (∂2v2)
2 + ∂2v1 ∂1v2 − ∂1v1 ∂2v2

]
dxh

(4.11)

We infer from (4.11) and the two-dimensional Gagliardo-Nirenberg inequality (see [27])
that

2∑
i,j,k=1

∫
Ωε

∂kvi ∂ivj ∂kvj dx ≤Cε‖vh‖L2(T2) ‖∇vh‖2
L4(T2)

≤Cε−1/2‖vh‖L2 ‖vh‖H1‖vh‖H2 ,

(4.12)

which completes the proof of Proposition 4.2. �

Since we have estimated the terms Bi, i = 1, 2, 3, 4, 5, 6, it remains to bound the integral
term B0 defined in (4.5):

B0 =
∑
i,j,k

∫
Γ0∪Γε

vi ∂iuj ∂kujNk dσx .

Note that the term
∑

i,j,k

∫
Γ0

vi ∂iuj ∂kujNk dσx vanishes, due to the Navier boundary con-

ditions on the boundary Γ0. Moreover, on the boundary part Γε, Nk coincides with Ñk.
Furthermore, in view of (3.11), on Γε we have the equality dσx =

√
1 + ε2|∇g|2 dxh. For

the sake of conciseness, we will use the notation

dx̃h =
√

1 + ε2|∇g(xh)|2 dxh

in the sequel. Since the quantity
√

1 + ε2|∇g|2 is of order of one, when ε is small, we
see that dx̃h is quite similar to dxh, and will be treated likewise. Next, according to the
equalities (3.17) and (3.19), we have,

∂3uj = x3H
j
ε , ∂ju3 = x3F

j
ε , on Γε , for j = 1, 2 ,
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where Hj
ε = Hj

ε (u, g) and F j
ε = F j

ε (u, g) satisfy the estimates (3.20). In view of the remarks
above, one has that

B0 =
∑
i,j,k

∫
T2

(
vi ∂iuj ∂kujÑk

)∣∣
x3=εg

dx̃h

=
∑

i6=3,j,k 6=3

∫
T2

(
vi ∂iuj ∂kujÑk

)∣∣
x3=εg

dx̃h +
∑

i6=3,j 6=3

∫
T2

(
vi ∂iuj x3H

j
εÑ3

)∣∣
x3=εg

dx̃h

+
∑
i6=3

∫
T2

(
vi x3F

i
ε ∂3u3Ñ3

)∣∣
x3=εg

dx̃h +
∑
j,k

∫
T2

(
x3g

−1vh · ∇g ∂3uj ∂kujÑk

)∣∣
x3=εg

dx̃h

=B01 + B02 + B03 + B04.

(4.13)

To estimate the term B01, we note that vi ∂iuj ∂kujÑk vanishes for x3 = 0 and write:

B01 =
∑

i6=3,j,k 6=3

∫
T2

∫ εg

0

vi ∂3

(
∂iuj ∂kujÑk

)
dx3 dx̃h

=
∑

i6=3,j,k 6=3

∫
T2

∫ εg

0

vi ∂i∂3uj ∂kujÑk dx3 dx̃h

+
∑

i6=3,j,k 6=3

∫
T2

∫ εg

0

vi ∂iuj ∂k∂3ujÑk dx3 dx̃h

+
∑

i6=3,j,k 6=3

∫
T2

∫ εg

0

vi ∂iuj ∂kuj ∂3Ñk dx3 dx̃h

= B011 + B012 + B013 .

To estimate the term B011 we remark that Ñk, for k 6= 3, is of order ε and we use Lemma
3.5, (3.28) and (3.37) to obtain, for 0 < ε ≤ ε0,

|B011| ≤Cε‖v‖L4‖u‖H2‖∇u‖L4

≤Cε3/4‖vh‖
1
2

L2‖vh‖
1
2

H1‖u‖H2(‖∇v‖L4 + ε1/4‖w‖H2) ≤ Cε1/2‖u‖H1‖u‖2
H2 .

Proceeding exactly in the same way for the term B012, we obtain the estimate

(4.14) |B011|+ |B012| ≤ Cε
1
2‖u‖H1‖u‖2

H2 , for all ε ∈ (0, ε0] .

We next estimate the term B013. We note that

B013 =
∑

i6=3,j,k 6=3

∫
T2

∫ εg

0

vi

(
∂iwj ∂kvj + ∂ivj ∂kwj

)
∂3Ñk dx3 dx̃h

+
∑

i6=3,j,k 6=3

∫
T2

∫ εg

0

vi ∂iwj ∂kwj∂3Ñk dx3 dx̃h

+
∑

i6=3,j,k 6=3

∫
T2

∫ εg

0

vi ∂ivj ∂kvj ∂3Ñk dx3 dx̃h .

(4.15)
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Applying Lemma 3.10, we at once get, for 0 < ε ≤ ε0,

|
∑

i6=3,j,k 6=3

∫
T2

∫ εg

0

vi ∂iwj ∂kwj∂3Ñk dx3 dx̃h| ≤C‖v‖L2‖∇w‖2
L4

≤Cε1/2‖v‖L2‖u‖2
H2 .

(4.16)

As argued in the passage from (4.11) to (4.12), and using (3.37), we get the following
estimate

(4.17) |
∑

i6=3,j,k 6=3

∫
T2

∫ εg

0

vi ∂ivj ∂kvj ∂3Ñk dx3 dx̃h | ≤ Cε−1/2‖vh‖L2 ‖vh‖H1 ‖vh‖H2 .

Next, from Lemma 3.5, (3.14) and (3.37), we get

|
∑

i6=3,j,k 6=3

∫
T2

∫ εg

0

vi

(
∂iwj ∂kvj + ∂ivj ∂kwj

)
∂3Ñk dx3 dx̃h| ≤ C‖v‖L4‖∇v‖L4‖w‖H1

≤Cε1/2‖vh‖1/2

L2 ‖vh‖H1‖vh‖1/2

H2 ‖w‖H2 ≤ Cε1/2‖u‖H1‖u‖2
H2 .

(4.18)

The relations (4.14), (4.15), (4.16), (4.17) and (4.18) imply that

(4.19) |B01| ≤ C
(
ε1/2‖u‖H1 ‖u‖2

H2 + ε−1/2‖vh‖L2 ‖vh‖H1 ‖vh‖H2

)
.

We next estimate the term B02 from (4.13). We first write B02 as

B02 =
∑

i6=3,j 6=3

∫
T2

∫ εg

0

∂3

(
vi ∂iuj x3H

j
εÑ3

)
dx3 dx̃h

=
∑

i6=3,j 6=3

∫
T2

∫ εg

0

x3vi

(
∂i∂3ujH

j
εÑ3 + ∂iuj ∂3H

j
εÑ3 + ∂iujH

j
ε ∂3Ñ3

)
dx3 dx̃h

+
∑

i6=3,j 6=3

∫
T2

∫ εg

0

vi ∂iujH
j
εÑ3 dx3 dx̃h(4.20)

:= B021 + B022.

Since x3 ≤ Cε, Ñ3 ≤ C, and ∂3Ñ3 ≤ Cε, we obtain, by using the estimates (3.20),

(4.21) |B021| ≤ Cε‖vh‖L∞ ‖u‖H1 ‖u‖H2 ≤ Cε1/2‖vh‖H2 ‖u‖H1 ‖u‖H2 .

To estimate B022 we observe from the explicit formula for Hj
ε that |Hj

ε | ≤ C(|u| + |∇u|)
pointwise, so by using (3.27), (3.28) and (3.37), we find

|B022| ≤ C

∫
Ωε

|vh|(|u|2 + |∇u|2)

≤ C‖vh‖L2(‖u‖2
L4 + ‖∇u‖2

L4)

≤ C‖vh‖L2(‖v‖2
L4 + ‖∇v‖2

L4 + ‖w‖2
L4 + ‖∇w‖2

L4)

≤ C‖vh‖L2(ε−
1
2‖vh‖H1‖vh‖H2 + ε

1
2 |w‖2

H2)

(4.22)

The relations (4.20), (4.21) and (4.22) then imply that

(4.23) |B02| ≤ Cε1/2‖u‖H1 ‖u‖2
H2 + Cε−1/2‖vh‖L2 ‖vh‖H1 ‖vh‖H2 .
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The term B03 from (4.13) is entirely similar to B02 so the same estimate holds true for
B03. It remains to estimate the term B04. We first write:

B04 =
∑
j,k

∫
T2

∫ εg

0

∂3

(
x3g

−1vh · ∇g ∂3uj ∂kujÑk

)
dx3 dx̃h

=
∑
j,k

∫
T2

g−1vh · ∇g

∫ εg

0

x3 ∂3

(
∂3uj ∂kujÑk

)
dx3 dx̃h

+
∑
j,k

∫
T2

g−1vh · ∇g

∫ εg

0

∂3uj ∂kujÑk dx3 dx̃h

= B041 + B042.

We notice that in B041, the terms corresponding to k = 3 are of the same size as B01,
whereas the terms corresponding to k = 1, 2 are even smaller than the terms in B01 (they
are of the order of magnitude of |B01| × ε). For this reason, B041 can be bounded like
B01 and we do not repeat the arguments. Likewise, the integrand in B042 can be bounded
pointwise by C|v|h|∇u|2, so the same estimates as in (4.22) can be performed for this term.

In the next proposition, we summarize all the estimates that we just have performed.
Due to (4.4), (4.6) and (4.13), we have to take into account the estimates (4.7), (4.8), (4.9),
(4.10), (4.19), (4.23), and Lemma 3.5 to obtain the following result.

Proposition 4.3. There exist positive constants ε0 and C, where C does not depend on ε,
such that, for 0 < ε ≤ ε0, for any u ∈ D(Aε), with v = M1u, we have,

|
∫

Ωε

(v · ∇u)∆u dx| ≤ Cε1/2‖u‖H1 ‖u‖H2

(
‖u‖H2 + ε−1‖u‖L2

)
, for all ε ∈ (0, ε0] .

5. Global existence of strong solutions

Our main goal in this section is to prove Theorem 1.1. More precisely, we want to show
that there exist positive constants ε0, κ0, κ1, K0 and K1 such that, if 0 < ε ≤ ε0,

‖u(0)‖2
H1 ≤ κ2

1ε
−1 , ‖vh(0)‖2

L2 ≤ κ2
0

‖f‖2
L∞(L2) ≤ K2

1ε
−1 , ‖Mhf‖2

L∞(L2) ≤ K2
0 ,

(5.1)

then the Navier-Stokes equations (1.2) have a unique global strong solution u = u(t) with

u ∈ C0([0,∞), Vε) ∩ L∞([0,∞), Vε) ∩ L2
loc((0,∞), H2(Ωε)) ∩H1

loc((0,∞), Hε) .

We notice that, since f = Pεf +∇q and that we can replace ∇p by ∇p+∇q in the equation
(1.2), we may assume without loss of generality that f = Pεf .

For simplicity, we assume in the sequel that the viscosity ν is equal to one. Except for
some straightforward changes in the notation, the same argument applies for any positive
ν (of course, some of the constants will depend on ν). The constant C denotes a generic
constant independent of ε whose value may change from one line to another. All other
constants are fixed once and for all.

In this section, u = u(t) will denote the unique, maximally defined, strong solution
of (1.2), with initial data u0 ∈ Vε and forcing term f , satisfying the conditions (5.1).
According to Section 2.3, there exists a time T ≤ +∞ such that u is a strong solution of
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(1.2) on the time interval [0, T ). Our purpose is to show that T is actually equal to +∞.
Assume by contradiction that T < +∞.

In the proof below, we again need to write the vector u as a sum of two vectors, one of
them depending only on the horizontal variable xh and the other one satisfying a Poincaré
type inequality. In Section 4, it was convenient to choose the decomposition u = M1u +
(I −M1)u ≡ v + w. In this section, the decomposition

u = Mhu + (I −Mh)u ≡ vh + w∗

seems to be more appropriate, since Mh is an orthogonal projection in L2(Ωε).

By taking the scalar product in L2(Ωε) of (1.2) with u and applying the Green formula
(2.17), we obtain,

(
d

dt
u, u)L2 +

1

2
E(u, u) = (f, u)L2 .

Since u belongs to L2((0, T ), Vε) ∩ H1((0, T ), V ′
ε ), by Lemma 1.2 of Chapter 3 of [42], we

deduce from the above equality that

(5.2)
1

2

d

dt
‖u‖2

L2 +
1

2
E(u, u) = (f, u)L2 .

As Mh is an orthogonal projection on L2(Ωε)
3, one has

(f, u)L2 = ((I −Mh)f, (I −Mh)u)L2 + (Mhf, Mhu)L2 .

By using the Korn inequality (2.2), Lemma 3.5, and Proposition 3.6, we deduce from the
equation (5.2) that there exists a constant C, which does not depend on ε, such that , for
0 < ε ≤ 1, we have

1

2

d

dt
‖u‖2

L2 +
c0

2
‖u‖2

H1 ≤ |((I −Mh)f, (I −Mh)u)|+ |(Mhf, Mhu)|

≤ ‖w∗‖L2‖(I −Mh)f‖L2 + ‖vh‖L2‖Mhf‖L2

≤C
[
ε‖u‖H1‖(I −Mh)f‖L2 + ‖u‖L2‖Mhf‖L2

]
.

By using the Young inequality, we find that there exists a positive constant c1, independent
of ε, such that, for 0 < α ≤ c0/8, and, for 0 < ε ≤ 1,

(5.3)
d

dt
‖u‖2

L2 + α‖u‖2
L2 +

c0

2
‖u‖2

H1 ≤ c1

(
‖Mhf‖2

L2 + ε2‖f‖2
L2

)
.

Multiplying (5.3) by exp(αs) and integrating the result between 0 and t, we obtain, for
t ∈ [0, T ),

‖u(t)‖2
L2 +

c0

2

∫ t

0

exp(α(s− t))‖u(s)‖2
H1 ds ≤ exp(−αt)‖u(0)‖2

L2

+
C

α
(1− e−αt)

(
‖Mhf‖2

L∞(L2) + ε2‖f‖2
L∞(L2)

)
.

(5.4)

We next take the scalar product of the equations (1.2) with Aεu = −Pε∆u. We point

out that A
1/2
ε u and d

dt
A

1/2
ε u belong to L2((0, T ), Vε) and to L2((0, T ), V ′

ε ) respectively, and
thus, by (2.18) and by Lemma 1.2 of Chapter 3 of [42], we have

1

2

d

dt
E(u, u) =

d

dt
‖A1/2

ε u‖2
L2 = 2(

d

dt
u, Aεu)L2 .
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Taking the scalar product in L2(Ωε) of (1.2) with −Pε∆u, applying the Green formula
(2.17), and taking into account the above equality, we obtain,

(5.5)
1

4

d

dt
E(u, u) + ‖Pε∆u(t)‖2

L2 =

∫
Ωε

(u · ∇u)Pε∆u dx−
∫

Ωε

f · Pε∆u dx .

Writing the decomposition∫
Ωε

(u · ∇u)Pε∆u dx =

∫
Ωε

(v · ∇u)Pε∆u dx +

∫
Ωε

(w · ∇u)Pε∆u dx

and applying Proposition 4.1 together with the Young inequality, we obtain∣∣ ∫
Ωε

(u · ∇u)Pε∆u dx
∣∣ ≤ ∣∣ ∫

Ωε

(v · ∇u)Pε∆u dx
∣∣+ 1

8
‖Pε∆u‖2

L2 + Cε‖u‖2
H1‖w‖2

H2 .

Therefore, (5.5) and the Young inequality imply that

1

4

d

dt
E(u, u) +

3

4
‖Pε∆u(t)‖2

L2 ≤
∣∣ ∫

Ωε

(v · ∇u)Pε∆u dx
∣∣+ Cε‖u‖2

H1‖w‖2
H2 + 2‖f‖2

L2 ,

or also, by Proposition 3.9,

1

4

d

dt
E(u(t), u(t)) +

3

8
‖∆u(t)‖2

L2 ≤
∣∣ ∫

Ωε

(v · ∇u)Pε∆u dx
∣∣+ Cε‖u(t)‖2

H1‖w(t)‖2
H2

+ C‖u(t)‖2
H1 + Cε2‖u(t)‖2

H2 + 2‖f(t)‖2
L2 .

(5.6)

It remains to estimate the term |
∫

Ωε
(v · ∇u)Pε∆u dx|. Using the decomposition∫

Ωε

(v · ∇u)Pε∆u dx =

∫
Ωε

(v · ∇u)(Pε − Id)∆u dx +

∫
Ωε

(v · ∇u)∆u dx ,

and applying Propositions 3.9 and 4.3, we get∫
Ωε

(v · ∇u)Pε∆u dx ≤ C‖v∇u‖L2

(
‖u‖H1 + ε‖u‖H2

)
+
∣∣ ∫

Ωε

(v · ∇u)∆u dx
∣∣

≤C
(
‖v∇u‖L2

(
‖u‖H1 + ε‖u‖H2

)
+ ε1/2‖u‖H1 ‖u‖H2

(
‖u‖H2 + ε−1‖u‖L2

))
.

Writing again ∇u = ∇v+∇w, applying Lemmas 3.10 and 3.12, and using the interpolation
inequality

‖v‖H1 ≤ C‖v‖
1
2

L2‖v‖
1
2

H2 ≤ C‖u‖
1
2

L2‖u‖
1
2

H2 ,

we obtain,

‖v∇u‖L2

(
‖u‖H1+ε‖u‖H2

)
≤ C‖v‖L4

(
‖∇v‖L4 + ε

3
4
− 1

2‖w‖H2

)(
‖u‖H1 + ε‖u‖H2

)
≤ C

(
ε−

1
2‖u‖L2‖u‖H2 + ‖u‖

1
2

L2‖u‖
1
2

H1‖u‖H2

)(
‖u‖H1 + ε‖u‖H2

)
.

(5.7)
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The estimates (5.6) to (5.7) imply that, for 0 < ε ≤ ε0,

1

4

d

dt
E(u, u) +

3

8
‖∆u(t)‖2

L2 ≤ 2‖f‖2
L2 + C‖u‖2

H1 + Cε2‖u‖2
H2

+ Cε1/2‖u‖H1 ‖u‖2
H2 + Cε‖u‖2

H1‖u‖2
H2

+ C‖u‖1/2

L2 ‖u‖3/2

H1 ‖u‖H2 + Cε−1/2‖u‖L2 ‖u‖H1‖u‖H2 .

(5.8)

Using the Young inequality several times, we at once infer from Proposition 3.7 and the
above estimate (5.8), that there exist positive constants β0, C0 and C, which are indepen-
dent of ε, such that, for 0 < ε ≤ ε0,

(5.9)
d

dt
E(u, u) +

(
β0 − C0ε

1/2‖u‖H1 − C0ε‖u‖2
H1 − C0ε

2
)
‖u‖2

H2

≤ C
(
‖u‖2

H1 + ‖f‖2
L2 + ε−1‖u‖2

L2 ‖u‖2
H1 + ‖u‖L2 ‖u‖3

H1

)
.

To prove global existence of the solution u, we argue by contradiction. We assume that

ε0 ≤
√

β0

2C0
and that, for 0 < ε ≤ ε0, the initial data u0 satisfy the following condition

(5.10)
β0

2
> C0ε

1/2‖u(0)‖H1 + C0ε‖u(0)‖2
H1 + C0ε

2.

Next, we assume that there exists a time T0 > 0 such that,

β0

2
> C0ε

1/2‖u(t)‖H1 + C0ε‖u(t)‖2
H1 + C0ε

2 , for all t ∈ [0, T0) , and

β0

2
= C0ε

1/2‖u(T0)‖H1 + C0ε‖u(T0)‖2
H1 + C0ε

2 ,

(5.11)

and show that this leads to a contradiction.
Using the inequality (2.2), we deduce from (5.9) and (5.11) that, for 0 < ε ≤ ε0 and

t ∈ [0, T0],

(5.12)
d

dt
E(u, u) + βE(u, u) +

β0

4
‖u‖2

H2

≤ C
(
‖u‖2

H1 + ‖f‖2
L2 + ε−1‖u‖2

L2 ‖u‖2
H1 + ‖u‖L2 ‖u‖3

H1

)
,

where

β = min(
c0

8
,

β0

4c∗0
)

is fixed once and for all. We observe that relation (5.4) holds true with α = β.
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Multiplying (5.12) by exp(βs), integrating the result between 0 and t, we obtain, for
t ∈ [0, T0],

E(u(t), u(t)) +
β0

4

∫ t

0

exp(β(s− t))‖u(s)‖2
H2 ds

≤ exp(−βt)E(u(0), u(0)) +
C

β
(1− e−βt)‖f‖2

L∞(L2)

+ C

∫ t

0

exp(β(s− t))‖u(s)‖2
H1

(
1 + ε−1‖u(s)‖2

L2

)
ds

+ C

∫ t

0

exp(β(s− t))‖u(s)‖L2 ‖u(s)‖3
H1 ds .

(5.13)

We deduce from (5.13) and from the Korn inequality (2.2) that, for t ∈ [0, T0],

sup
s∈[0,t]

‖u(s)‖2
H1 ≤ C

[
‖u(0)‖2

H1 + ‖f‖2
L∞(L2)

+

∫ t

0

exp(β(s− t))‖u(s)‖2
H1

(
1 + ε−1‖u(s)‖2

L2

)
ds

+ sup
s∈[0,t]

‖u(s)‖H1

∫ t

0

exp(β(s− t))‖u(s)‖L2 ‖u(s)‖2
H1 ds

]
.

This estimate together with (5.4) for α = β imply, for t ∈ [0, T0],

sup
s∈[0,t]

‖u(s)‖2
H1 ≤ C

[
‖u(0)‖2

H1 + ‖f‖2
L∞(L2) + ε−1‖u0‖4

L2 + ε−1‖Mhf‖4
L∞(L2) + ε3‖f‖4

L∞(L2)

+ sup
s∈[0,t]

‖u(s)‖H1(‖u(0)‖3
L2 + ‖Mhf‖3

L∞(L2) + ε3‖f‖3
L∞(L2))

]
Finally, using the Young inequality, we get, for 0 < ε ≤ ε0 and t ∈ [0, T0],

(5.14) sup
[0,t]

‖u(t)‖2
H1 ≤ C1

[
‖u(0)‖2

H1 + ‖u(0)‖6
L2 + ‖f‖2

L∞(L2) + ε6‖f‖6
L∞(L2)

+ ε−1‖u0‖4
L2 + ε−1‖Mhf‖4

L∞(L2) + ‖Mhf‖6
L∞(L2) + ε3‖f‖4

L∞(L2)

]
def
= R2

0(ε),

for some constant C1 > 1 independent of ε. In particular, one has that ‖u(T0)‖H1 ≤ R0.
It is now clear that if, for 0 < ε ≤ ε0, R0(ε) is such that

(5.15)
β0

2
> C0ε

1/2R0(ε) + C0εR0(ε)
2 + C0ε

2,

then this contradicts the statement (5.11). On the other hand, we remark that, due to
Proposition 3.6, there exists a positive constant C such that

(5.16) ‖u(0)‖2
L2 ≤ ‖vh(0)‖2

L2 + Cε2‖u(0)‖2
H1 .
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The definition of R0 given in (5.14) as well as the property (5.16) show that, under the
hypothesis (5.1), R0(ε)

2 can be bounded as follows, for 0 < ε ≤ ε0,

R0(ε)
2 ≤C2

(
ε−1(κ2

1 + κ4
0 + K2

1 + K4
0) + κ6

0 + K6
0 + εK4

1 + ε3(κ4
1 + K6

1) + ε6κ6
1

)
def
= R2

1(ε) ,
(5.17)

for some positive constant C2 independent of ε. One notices that one can choose the positive
numbers κ0, κ1, K0, K1 small enough (and independent of ε) so that, for 0 < ε ≤ ε0,

(5.18)
β0

2
> C0ε

1/2R1(ε) + C0εR1(ε)
2 + C0ε

2 .

For such a choice of constants, the assumption (5.1) implies the inequalities (5.10) and
(5.15). We have thus proved that, under the conditions (5.1), the Navier-Stokes equations
(1.2) admit a unique globally defined strong solution u(t) ∈ C0([0, +∞), Vε).

In what follows, we assume that ε0, κ0, κ1, K0 and K1 satisfy the condition (5.18), for
0 < ε ≤ ε0. Now that we have proved the global existence of strong solutions of the Navier-
Stokes equations (1.2), we want to estimate the size of ‖u(t)‖H1 when t is going to infinity.
We choose data satisfying the conditions (5.1) and we set r2

0 = ‖vh(0)‖2
L2 + ε2C‖u(0)‖2

H1 .
From (5.4), we at once deduce that there exists a time τ0 ≡ τ0(r0), depending on r0, such
that, for t ≥ τ0, we have,

(5.19) ‖u(t)‖2
L2 +

c0

2

∫ t

0

(exp β(s− t))‖u(s)‖2
H1 ds ≤ CR2 ,

where

R2 = ‖Mhf‖2
L∞(L2) + ε2‖(I −Mh)f‖2

L∞(L2) .

Multiplying the inequality (5.12) by exp βt and integrating from T to t, where τ0 ≤ T ≤ t,
we obtain

E(u(t), u(t)) ≤ exp(−β(t− T ))E(u(T ), u(T )) + Cβ−1(1− e−β(t−T ))‖f‖2
L∞(L2)

+ C

∫ t

T

(exp β(s− t))‖u(s)‖2
H1

(
1 + ‖u(s)‖L2 ‖u(s)‖H1

)
ds

+ ε−1C

∫ t

T

(exp β(s− t))‖u(s)‖2
L2 ‖u(s)‖2

H1 ds .

(5.20)

We set T = τ0. According to (5.20), there exists τ1 ≥ τ0 depending on r1 where r1 = ‖u0‖H1

such that, for t ≥ τ0 + τ1,

‖u(t)‖2
H1 ≤ C‖f‖2

L∞(L2) + ε−1C

∫ t

τ0

(exp β(s− t))‖u(s)‖2
L2 ‖u(s)‖2

H1 ds

+C

∫ t

τ0

(exp β(s− t))‖u(s)‖2
H1

(
1 + ‖u(s)‖L2 ‖u(s)‖H1

)
ds .

(5.21)

Due to (5.11) and (5.19), we deduce from (5.21), that, for t ≥ τ0 + τ1,

(5.22) ‖u(t)‖2
H1 ≤ C‖f‖2

L∞(L2) + Cε−1R4 + CR2 + CR3ε−1/2β0 .
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We note that the term R3ε−1/2β0 can be written as

R3ε−1/2β0 ≤ R4ε−1 + CR2 .

Finally, the above inequality as well as (5.22) imply that there exists a positive constant
C3 such that, for 0 < ε ≤ ε0, for t ≥ τ0 + τ1,

(5.23) ‖u(t)‖2
H1 ≤ C3(‖f‖2

L∞(L2) + ε−1R4) .

We thus have proved that there exist a bounded set Bε = BVε(0, R), where R2 =
C3(‖f‖2

L∞(L2) +ε−1R4) and a positive time T1 such that, for 0 < ε ≤ ε0, for any initial data

u0 in Vε, satisfying the conditions (5.1), the solution u(t) of (1.2) with u(0) = u0 enters
into the ball Bε at a time t ≤ T1 and stays there for any later time. We emphasize that the
radius R1 of this ball Bε depends only on f and not of the size of the initial data u0. In
other terms, we have shown that Bε is an absorbing set for the solutions u(t) whose initial
data satisfy (5.1). In particular, if f = 0, the solution u(t) converges to zero when t goes
to infinity.

For later use in the next section, we also need the following theorem, which gives a more
precise estimate of ‖u(t)‖L2 and ‖u(t)‖H1 , when the size of the initial data and the forcing
term is smaller.

Theorem 5.1. Let δ1(ε) > 0 and δ2(ε) > 0 be two functions which converge to 0, when ε
goes to 0 and let κ2, κ3, K2, K3 be positive constants. There exists ε1 > 0 small enough
so that, for any 0 < ε ≤ ε1, if the initial data u(0) and the forcing term f = fε satisfy the
following conditions,

‖u(0)‖2
H1 ≤ κ2

3δ1(ε)ε
−1 , ‖vh(0)‖2

L2 ≤ κ2
2δ2(ε)

‖f‖2
L∞(L2) ≤ K2

3δ1(ε)ε
−1 , ‖Mhf‖2

L∞(L2) ≤ K2
2δ2(ε) ,

(5.24)

then the strong solution u(t) of (1.2) exists globally and the following estimates hold, for
0 < ε ≤ ε1 and t ≥ 0,

‖u(t)‖2
L2 ≤ K

(
δ2(ε) + εδ1(ε)

)
,∫ t

0

‖u(s)‖2
H1 ds ≤ K(t + 1)

(
δ2(ε) + εδ1(ε)

)
,

(5.25)

and

‖u(t)‖2
H1 ≤ K∗(ε−1δ1(ε) + ε−1δ2

2(ε)
)

,∫ t

0

‖u(s)‖2
H2 ds ≤ K∗(1 + t)

(
ε−1δ1(ε) + ε−1δ2

2(ε) + δ2(ε)
)

,
(5.26)

where K and K∗ are positive constants independent of ε.

Proof. Since δ1(ε) and δ2(ε) go to 0 when ε converges to 0, there exists ε1 > 0 so that,
for 0 < ε ≤ ε1, the conditions (5.24) imply the hypotheses (5.1) and (5.18), and thus the
solution of (1.2) exists globally. The estimates (5.25) are a direct consequence of (5.3),
(5.4) and (5.16). The first inequality in (5.26) is a direct consequence of (5.14), (5.16) and
the hypotheses (5.24). Integrating the inequality (5.12) between 0 and t, arguing as above,
but using the second estimate of (5.25) instead of the first one, we at once get the second
estimate in (5.26). �
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When δ2(ε) is of order ε, which is the case when vh(0) is bounded in L2(T2) and when
Mhf converges to some function f0 in L2(T2), we obtain the following improved inequality,
as a consequence of Theorem 5.1.

Corollary 5.2. Assume that the hypotheses of Theorem 5.1 hold and that δ2(ε) = O(ε).
Then, for 0 < ε ≤ ε1, the strong solution u(t) of (1.2) exists globally and the following
estimates hold, for t ≥ 0,

(5.27) ‖u(t)‖2
L2 ≤ K̃ε ,

∫ t

0

‖u(s)‖2
H1 ds ≤ K̃ε(t + 1) ,

and

(5.28)

∫ t

0

‖du

dt
(s)‖2

L2 ds ≤ K̃∗(t + 1)(ε−1δ1(ε) + ε)

where K̃ and K̃∗ are positive constants independent of ε.

Proof. The estimates (5.27) are an immediate consequence of (5.25).
The proof of the inequality (5.28) is standard. We reproduce it here since we want to

make precise the dependency on ε. Taking the inner product in Hε of the equations (1.2)
with du

dt
, using the Green formula (2.17), we obtain, for t ≥ 0,

(5.29)
3

4
‖du

dt
(t)‖2

L2 +
1

4

d

dt
E(u(t), u(t)) ≤ ‖f(t)‖2

L2 + |
∫

Ωε

u∇u
du

dt
dx| .

In order to estimate the last term in the right-hand side of the above inequality, we write
u as u = Mhu + (I −Mh)u ≡ vh + w∗, which gives∫

Ωε

u∇u
du

dt
dx =

∫
Ωε

w∗∇u
du

dt
dx +

∫
Ωε

vh∇vh
dvh

dt
dx +

∫
Ωε

vh∇w∗du

dt
dx .

Using the above equality as well as the estimates (3.27), (3.28), (3.32), (3.37) we obtain

|
∫

Ωε

u∇u
du

dt
dx| ≤ ‖w∗‖L∞ ‖u‖H1 ‖du

dt
‖L2 + ‖vh‖L4 ‖∇w∗‖L4 ‖du

dt
‖L2

+ C‖vh‖L4 ‖∇hvh‖L4 ‖dvh

dt
‖L2 ,

and also

|
∫

Ωε

u∇u
du

dt
dx| ≤ Cε1/2‖w∗‖H2 ‖u‖H1 ‖du

dt
‖L2 + C‖vh‖1/2

L2 ‖vh‖1/2

H1 ‖w∗‖H2 ‖du

dt
‖L2

+ Cε−1/2‖vh‖1/2

L2 ‖vh‖H1 ‖vh‖1/2

H2 ‖
dvh

dt
‖L2 .

(5.30)

The estimates (5.29) and (5.30) imply, for t ≥ 0,

1

2
‖du

dt
(t)‖2

L2 +
1

4

d

dt
E(u(t), u(t)) ≤‖f(t)‖2

L2 + Cε‖u‖2
H2 ‖u‖2

H1 + C‖vh‖L2 ‖vh‖H1 ‖u‖2
H2

+ Cε−1‖vh‖L2 ‖vh‖2
H1 ‖vh‖H2 .

(5.31)
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Integrating the inequality (5.31) from 0 to t, applying the inequality (2.2) and taking into
account the estimates satisfied by the initial data and the forcing term, we get, for any
t ≥ 0,

∫ t

0

‖du

dt
(s)‖2

L2 ds +
c0

2
‖u(t)‖2

H1 ≤ (c∗0κ
2
3 + 2tK2

3)δ1(ε)ε
−1 + Cε

∫ t

0

‖u(s)‖2
H2 ‖u(s)‖2

H1 ds

+ C

∫ t

0

‖vh(s)‖L2 ‖vh(s)‖H1 ‖u(s)‖2
H2 ds

+ Cε−1

∫ t

0

‖vh(s)‖L2 ‖vh(s)‖2
H1 ‖vh(s)‖H2 ds .

(5.32)

Remarking that∫ t

0

‖vh(s)‖L2 ‖vh(s)‖2
H1 ‖vh(s)‖H2 ds ≤

∫ t

0

(
‖vh(s)‖2

L2 ‖vh(s)‖2
H2 + ‖vh(s)‖4

H1

)
ds .

and using the estimates (5.26) and (5.27), we deduce finally from (5.32) that, for t ≥ 0,∫ t

0

‖du

dt
(s)‖2

L2 ds +
c0

2
‖u(t)‖2

H1 ≤ K̃∗(1 + t)(ε−1δ1(ε) + ε) ,

which proves the estimate (5.28). �

6. The limit problem

In order to simplify the notations, we assume in the whole section, without loss of
generality, that ν = 1. Also, we will identify in the classical way the hyperplane y3 = 0 in
R3 with R2; that is, if v∗ is the three-components vector (v∗1, v

∗
2, 0), we still denote by the

same letter v∗ the two-components vector (v∗1, v
∗
2).

As we indicated in the Introduction, the forcing term f ≡ fε, in the Navier-Stokes equations
(1.2), can depend on ε. So the following natural question arises: when Mhf converges to
a two-dimensional forcing term f0(x1, x2), do the solutions of the equations (1.2) converge
to those of a limit system defined on T2. The aim of this section is to prove that this
is actually true. We begin by determining the limit equations and by introducing the
functional frame of this new equation.

6.1. Description of the limit equations. We begin with some remarks and additional
notations. We recall that if v is any smooth enough two-dimensional vector field defined on
T2, its divergence is denoted by divh v = ∂1v1 + ∂2v2. Likewise, for any function ϕ defined
on T2, ∇hϕ is the two-dimensional vector (∂1ϕ, ∂2ϕ).
In order to define the limit equation of the divergence equation, we first recall (see Remark
3.1) that, if U ∈ Vε, then

div M1U =
1

g
div g(MU1, MU2, 0) ≡ 1

g
divh g(MU1, MU2) = 0 .

This property shows that, in the limit system, the usual condition of vanishing divergence
shall be replaced by the vanishing of divh(g·).
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Moreover, we notice that, if ` = `(x1, x2) is any L1(T2) function, depending only on
(x1, x2), then

ε−1

∫
Ωε

`(x1, x2) dx =

∫
T2

g(x1, x2)`(x1, x2) dx1dx2 .

The above equality indicates that, when we consider the two-dimensional limit problem
on T2, we should consider weighted Sobolev spaces with the weight g. For this reason,
we denote by L2

g(T2) (respectively H1
g (T2)) the space L2(T2) (respectively H1(T2)) in the

definition of which the measure dx1dx2 is replaced by g(x1, x2)dx1dx2. For the same reason,
we introduce the following scalar products, defined, for any smooth enough two-dimensional
vectors fields v̄ and ṽ, by

(v̄, ṽ)g =

∫
T2

gv̄ · ṽ dx1dx2 , Eg(v̄, ṽ) =
2∑

i,j=1

(∂iv̄j + ∂j v̄i, ∂iṽj + ∂j ṽi)g .

We further notice that if f satisfies the condition (Hf ), then the following corresponding
condition holds for Mhf :

(Hg
f ) for all t ≥ 0 , a1

∫
T2

g(xh)(Mf1)(t, xh) dxh + a2

∫
T2

g(xh)(Mf2)(t, xh) dxh = 0 ,

for all constants a1, a2 such that a1∂1g + a2∂2g ≡ 0.

Moreover, if Mhfε converges in L∞((0,∞), L2(T2)2) to a two-dimensional forcing term
f0 where f0 belongs to L∞((0,∞); L2

g(T2)2 and if f satisfies the condition (Hf ), then f0

satisfies the condition (Hg
f ).

In the same way, if u0 satisfies the condition (H), then Mhu0 fulfills the corresponding
condition

(Hg) a1

∫
T2

g(xh)(Mu0)1(xh) dxh + a2

∫
T2

g(xh)(Mu0)2(xh) dxh = 0 ,

for all constants a1, a2 such that a1∂1g + a2∂2g ≡ 0.

The above discussion shows that the spaces corresponding to Vε and Hε in the limit case
are the following ones:

V0 = {v ∈ H1
g (T2)2 | v is periodic in (x1, x2), divh gv = 0, v satisfies the condition (Hg)} .

Below, we shall also use the following space

H0 = {v ∈ L2
g(T2)2 | v is periodic in (x1, x2), divh gv = 0, v satisfies the condition (Hg)} .

From now on, we assume that Mhfε converges to the two-dimensional vector field f0 in
L∞((0,∞); L2(T2)2) and that

(6.1) ‖Mh(fε)− f0‖2
L∞(L2(T2)) ≤ δ3(ε) ,

where δ3(ε) is a positive function of ε which goes to 0 when ε goes to 0.
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In order to determine easily the limit equation, we turn to the variational form of the
equations (1.2), which consists in finding u ∈ C0([0, T ); Vε), where T > 0, such that,
(6.2)

(∂tu, u∗) +
1

2
E(u, u∗) + (u · ∇u, u∗) = (fε, u

∗) , for all u∗ ∈ L2((0, T ); Vε) , u(0) = u0 .

Let v∗ be any (smooth enough) two-dimensional vector field in V0 independent of ε. If
we replace u∗ in the above equality by M1v

∗ ≡ (v∗, x3

g
v∗ ·∇g) (see (3.2)), use the boundary

conditions, let ε go to zero and make the Ansatz that the limit equations do not depend
on x3, we obtain the limit variational problem, which consists in finding v0 ∈ C0([0, T ); V0)
such that,

(6.3) (∂tv
0, v∗)g +

1

2
Eg(v

0, v∗) + 2(g−1(v0
1∂1g + v0

2∂2g), g−1(v∗1∂1g + v∗2∂2g))g

+ (v0 · ∇hv
0, v∗)g = (f0, v

∗)g , for all v∗ ∈ L2((0, T ); V0) , v0(0) = Mhu(0) .

We shall show below that the solution v0(t) of the equation (6.3) is indeed the limit of
Mhu(t), when ε goes to zero.

Using the fact that gv0 and gv∗ are divergence-free and making a few calculations analog
to the ones made in (2.17), we see that the above variational equation leads to the following
Navier-Stokes type equations. Find v0 ∈ C0([0, T ), V0) satisfying the equations

∂tv
0 − 1

g

2∑
i=1

∂i(g∂iv
0) +

1

g2

2∑
i=1

v0
i ∂i(g∇hg) + v0 · ∇hv

0 = f0 −∇hp ,

divh gv0 = 0 ,

v0
∣∣
t=0

= v0
0 .

(6.4)

We now introduce the projection Pg : L2
g(T2)2 → L2

g(T2)2, which is the orthogonal pro-

jection in L2
g(T2)2 onto the subspace of vector fields v satisfying divh gv = 0 (notice that

this space is the orthogonal space in L2
g(T2)2 of the set of all two-dimensional gradient

vectors). Applying this Leray projector in the above equation, we obtain the following
reduced Navier-Stokes type equations:

∂tv
0 − Pg

(1
g

2∑
i=1

∂i(g∂iv
0)
)

+ Pg

( 1

g2

2∑
i=1

v0
i ∂i(g∇hg)

)
+ Pg(v

0 · ∇hv
0) = Pgf0 ,

divh gv0 = 0 ,

v0
∣∣
t=0

= v0
0 .

(6.5)

Before comparing the solutions of the Navier-Stokes equations (1.2)-(1.3) with those of
the limit equations (6.4) or (6.5), we will do some comments of the 2D Navier-Stokes type
equations (6.4). These equations have the same properties as the classical 2D Navier-Stokes
equations. First, we notice that the mapping

(v∗, v∗∗) ∈ V 2
0 7→ ag(v

∗, v∗∗) =
1

2
Eg(v

∗, v∗∗) + 2(g−1(v∗1∂1g + v∗2∂2g), g−1(v∗∗1 ∂1g + v∗∗2 ∂2g))g
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defines a self-adjoint bilinear form on V0. Because of the condition (Hg), the quadratic
form ag(v

∗, v∗) is positive definite and there exists a positive constant c4, such that

(6.6) ag(v
∗, v∗) ≥ c4‖v∗‖2

H1
g

,

where
‖v∗‖2

H1
g

= ‖v∗‖2
L2

g
+ ‖∇hv

∗‖2
L2

g
.

The inequality (6.6) can either be proved directly, or as a direct consequence of (2.2).
Indeed, with every v∗ ∈ V0, one associates the vector M1v

∗ = (v∗1, v
∗
2,

x3

g
v∗ · ∇g), which

belongs to the space H1. We remark that

(6.7) ε ag(v
∗, v∗) =

1

2
E(M1v

∗, M1v
∗)−

2∑
i=1

∫
Ωε

(
x3∂i(

1

g
v∗ · ∇g)

)2
dx .

Applying thus the inequality (2.2) to M1v
∗, taking into account that the second term in

the right hand side of (6.7) is of order ε3 and choosing ε small enough, we get

ε ag(v
∗, v∗) ≥ 1

2
E(M1v

∗, M1v
∗)− ε3C∗

2‖v∗‖2
H1

g
≥ C∗

3ε‖v∗‖2
H1

g
(1− C∗

4ε
2) ,

which at once implies (6.6), for ε > 0 small enough.

Since the bilinear form ag(·, ·) is a coercive continuous symmetric bilinear form on the
space V0, we can claim as in Section 2.2 that there exists a (sectorial) self-adjoint positive
operator A0 on H0 with domain D(A0) = {v ∈ V0|A0v ∈ H0} such that, for all v ∈ D(A0)

(A0v, v∗)g = ag(v, v∗) , for all v∗ ∈ V0 .

One can argue as in the classical regularity proofs to show that D(A0) = V0 ∩H2(T2)2. It
follows again as in the classical case that the operator A0 is equal to

A0v
0 = −Pg

(1
g

2∑
i=1

∂i(g∂iv
0)
)

+ Pg

( 1

g2

2∑
i=1

v0
i ∂i(g∇hg)

)
.

Let f0 be a forcing term in L∞((0, +∞), L2
g(T2)2) satisfying the condition (Hg

f ). Again as
in the case of the classical 2D Navier-Stokes equations, one can show, by using a Galerkin
method or the Fujita-Kato method (see [9]) that, for any v0(0) ∈ H0, the equation (6.4)
has a strong solution v0(t) in C0([0, τ), H0) ∩ L2

loc((0, τ), V0 ∩ H2(T2)2) ∩ H1
loc((0, τ), H0),

for a positive time τ . If v0(0) is in V0, then the solution v0(t) belongs also to C0([0, τ), V0).
The proof of the uniqueness of this classical solution in the class of the weak solutions
follows the lines of the proof for the two-dimensional Navier-Stokes equations. Actually
this unique solution is global in time (that is τ = +∞). As in the classical case, one
also shows that the solutions are locally Lipschitzian functions of the initial data. More
precisely, for any v0

0 and v1
0 in H0 (respectively in V0), and for any time T > 0, if v0(t) and

v1(t) denote the solutions of the equations (6.5) with initial data v0
0 and v1

0, we have, for
0 ≤ t ≤ T ,

(6.8) ‖v0(t)− v1(t)‖L2
g
≤ C(T, ‖v0

0‖L2
g
, ‖v1

0‖L2
g
)‖v0

0 − v1
0‖L2

g
,

(respectively,

‖v0(t)− v1(t)‖H1
g
≤ C̃(T, ‖v0

0‖H1
g
, ‖v1

0‖H1
g
)‖v0

0 − v1
0‖H1

g
),
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where C(T, ‖v0
0‖L2

g
, ‖v1

0‖L2
g
) and C̃(T, ‖v0

0‖H1
g
, ‖v1

0‖H1
g
) are positive functions (of exponential

type) of the size of the initial data and on T .

Next we quickly recall how to obtain the bounds of the L2
g and H1

g -norms of the solution

v0(t) of the equations (6.5) and how to show that the H1
g norm of v0(t) depends only of

the size of the forcing term f0 if t is large enough. Since the proof is classical, we let the
details to the reader. Replacing v∗ by v0(t) in (6.3), applying the Korn inequality (6.6)
and remarking that (v0 · ∇hv

0, v0)g = 0, we show that there exists a positive number α0

such that, for 0 < α ≤ α0,

(6.9)
d

dt
‖v0‖2

L2
g
+ α‖v0‖2

L2
g
+

c4

2
‖v0‖2

H1
g
≤ C‖A−1/2

0 f0‖2
L2

g
.

Multiplying (6.9) by exp(αs), integrating the result between 0 and t, we get, for t > 0,

‖v0(t)‖2
L2

g
+

c4

2
exp(−αt)

∫ t

0

(exp αs)‖v0(s)‖2
H1

g
ds ≤

exp(−αt)‖v0(0)‖2
L2

g
+

C

α
(1− e−αt)‖A−1/2

0 f0‖2
L∞(L2

g) .

(6.10)

Integrating the inequality (6.9) between t− θ > 0 and t, we get, by using (6.10),

(6.11)

∫ t

t−θ

‖v0(s)‖2
H1

g
ds ≤ 2

c4

(
exp(−α0(t− θ))‖v0(0)‖2

L2
g
+ C(θ + α−1

0 )‖A−1/2
0 f0‖2

L∞(L2
g) .

Next replacing v∗ by A0v
0(t) in (6.3) and using the appropriate classical Sobolev inequalities

in two-dimensions, we obtain that, for t > 0,

1

2

d

dt
ag(v

0(t), v0(t))+‖A0v
0(t)‖2

L2
g
≤

‖Mhf0(t)‖L2
g
‖A0v

0(t)‖L2
g
+ C‖v0(t)‖

1
2

L2
g
‖v0(t)‖H1

g
‖A0v

0‖
3
2

L2
g

,

which implies, by the Young inequality, that

(6.12)
d

dt
ag(v

0(t), v0(t)) + ‖A0v
0(t)‖2

L2
g
≤ 2‖Mhf0(t)‖2

L2
g
+ C‖v0(t)‖2

L2
g
‖v0(t)‖4

H1
g

.

Integrating the inequality (6.12), applying the Gronwall lemma and using the Korn in-
equality (6.6) as well as the inequalities (6.10), (6.11), we get for 0 ≤ t ≤ 1,

‖v0(t)‖2
H1

g
≤ c−1

4

(
c∗0‖v0(0)‖2

H1
g

+ 2‖f0‖2
L∞(L2

g)

)
exp

2C

c4

(
‖v0(0)‖2

L2
g
+ C(1 + α−1

0 )‖A−1/2
0 f0‖2

L∞(L2
g)

)2
.

(6.13)

In order to obtain a uniform bound with respect to t, when t ≥ 1, we proceed in the
following way. We integrate the inequality (6.12), apply the uniform Gronwall lemma as
well as the Korn inequality (6.6) and we obtain for t ≥ 0,

‖v0(t)‖2
H1

g
≤ c−1

4

( c∗0
t− θ

∫ t

θ

‖v0(s)‖2
H1

g
ds + 2(t− θ)‖f0‖2

L∞(L2
g)

)
exp(C

∫ t

θ

‖v0(s)‖2
L2

g
‖v0(s)‖2

H1
g
ds) ,
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where θ = max(0, t− 1) (for a statement of the uniform Gronwall inequality we refer to [7]
or [43]). Using the estimates (6.10) and (6.11), we deduce from the above inequality for
0 < t ≤ τ ,

‖v0(t)‖2
H1

g
≤ c−1

4

(
exp

2

c4

[
exp(−α0θ)‖v0(0)‖2

L2
g
+ C(1 + α−1

0 )‖A−1/2
0 f0‖2

L∞(L2
g)

]2)
×
[
2‖f0‖2

L∞(L2
g) + C(1+

1

α0(t− θ)
)‖A−1/2

0 f0‖2
L∞(L2

g)

+
2c∗0

c4(t− θ)
exp(−α0θ)‖v0(0)‖2

L2
g

]
,

(6.14)

where θ = max(0, t− 1). The estimates (6.13) and (6.14) show that actually the solution
v0(t) of the equations (6.5) is global. Moreover, if t ≥ t0, where t0 > 0 depends only on
‖v0(0)‖L2

g
, the following estimate holds,

‖v0(t)‖2
H1

g
≤ c−1

4

(
exp

2

c4

C2(1+α−1
0 )2‖A−1/2

0 f0‖4
L∞(L2

g)

)
×
[
2‖f0‖2

L∞(L2
g) + C(1 + α−1

0 )‖A−1/2
0 f0‖2

L∞(L2
g)

]
.

(6.15)

Assume now that f0 does not depend on the time t. In this case, the solution v0(t) of (6.5)
is classical and moreover v0(t) belongs to the space C0((0, +∞), D(A0))∩C1((0, +∞), H0)∩
L∞((0, +∞), H0). Also, we can introduce, for every t ≥ 0, the mapping S0(t) : v0

0 ∈ H0 7→
S0(t)v

0
0 ≡ v0(t) ∈ H0, where v0(t) is the solution of the Navier-Stokes equations (6.5). The

family S0(t), t ≥ 0, defines a dynamical system on H0 and also on V0. Since v0(t) belongs
to C0((0, +∞), H2(T2)2), the mapping S0(t) is compact for t > 0. Moreover, the estimates
(6.15) show that there exists an absorbing set B0 in both spaces H0 and V0. Therefore,
there exists a compact global attractor A0 that is, there exists a compact set A0, which is
invariant under S0(t) (i.e. S0(t)A0 = A0), and which attracts every bounded set of H0 in
the topology of V0, that is, for every bounded set B ∈ H0 and for every positive number
η, there exists a positive time τ = τ(B, η) > 0 such that, for t ≥ τ ,

S0(t)B ⊂ NV0(A0, η) ,

where NV0(A0, η) is the η-neighbourhood of A0 in V0. In Section 7, we shall compare the
compact global attractor A0 of the limit equations (6.5) with the compact attractor Aε of
the equations (1.2), for ε > 0 small enough.

6.2. Convergence properties. We next compare the orbits of the Navier-Stokes equa-
tions (1.2) with those of the limit equations (6.5) on finite time intervals (0, T ], under
the conditions (5.1), the hypotheses of Corollary 5.2 as well as under the convergence
hypothesis (6.1) on Mhf .

We recall that, in order to simplify the notation, we have denoted by (·, ·)L2 the inner
product in (L2(Ωε))

3. We also recall that if v∗ = (v∗1, v
∗
2) = Mh(v

∗
1, v

∗
2, 0) belongs to V0,

then the vector M1v
∗ = (v∗1, v

∗
2,

x3

g
v∗ · ∇hg) belongs to Vε.

Before stating the convergence result, we want to obtain a convenient variational equa-
tion satisfied by M1(u− v0), where u and v0 are solutions of the equations (1.2) and (6.5).
A straightforward computation shows that the solution v0 of (6.3) satisfies the following

47



equality, for any v∗ ∈ V0,

(∂tMhv
0, Mhv

∗)L2 +
1

2
E(M1v

0, M1v
∗) + ((M1v

0) · ∇M1v
0, M1v

∗)L2

= (f0, v
∗)L2 +

2∑
i=1

∫
Ωε

x2
3∂i(

v0 · ∇hg

g
)∂i(

v∗ · ∇hg

g
) dx

+

∫
Ωε

x2
3(

v0 · ∇hg

g
)2(

v∗ · ∇hg

g
) dx +

2∑
i=1

∫
Ωε

x2
3v

0
i (∂i(

v0 · ∇hg

g
))(

v∗ · ∇hg

g
) dx .

(6.16)

Taking the inner product in (L2(Ωε))
3 of the equations (1.2) with M1v

∗, where v∗ ∈ V0 and
applying the Green formula (2.17), one shows, after a short computation, that the solution
u(t) of the Navier-Stokes equations (1.2) satisfies the following equality, for any v∗ ∈ V0,

(∂tMhu, Mhv
∗)L2 +

1

2
E(M1u, M1v

∗) + (u · ∇u, M1v
∗)L2

= (Mhfε, v
∗)L2 +

∫
Ωε

x3f3(
v∗ · ∇hg

g
) dx

−
∫

Ωε

x3g
−1 ∂tu3(v

∗ · ∇hg) dx− 1

2
E((I −M1)u, M1v

∗) .

(6.17)

Subtracting (6.16) from (6.17), we get, for any v∗ ∈ V0,

(∂tMh(u− v0), Mhv
∗)L2 +

1

2
E(M1(u− v0), M1v

∗) + (u · ∇u− (M1v
0) · ∇M1v

0, M1v
∗)L2

= (Mh(fε − f0), v
∗)L2 +

∫
Ωε

x3f3(
v∗ · ∇hg

g
) dx−

∫
Ωε

x3g
−1 ∂tu3(v

∗ · ∇hg) dx

− 1

2
E((I −M1)u, M1v

∗)−
2∑

i=1

∫
Ωε

x2
3∂i(

v0 · ∇hg

g
)∂i(

v∗ · ∇hg

g
) dx

−
∫

Ωε

x2
3(

v0 · ∇hg

g
)2(

v∗ · ∇hg

g
) dx−

2∑
i=1

∫
Ωε

x2
3v

0
i (∂i(

v0 · ∇hg

g
))(

v∗ · ∇hg

g
) dx .

(6.18)

We next show that E((I − M1)u, M1v
∗) is a small term. As in the previous sections,

we set w = (I − M1)u and v = M1u. We notice that ∂3v
∗
i = 0 for i = 1, 2 and that

v∗3 = x3

g
v∗ · ∇hg. Using these properties together with the fact that w and M1v

∗ are

divergence-free, we obtain:

E((I −M1)u, M1v
∗) =

2∑
i,j=1

∫
Ωε

(∂jwi + ∂iwj)(∂jv
∗
i + ∂iv

∗
j ) dx

+ 4

∫
Ωε

(∂1w1 + ∂2w2)(∂1v
∗
1 + ∂2v

∗
2) dx

+ 2
2∑

i=1

∫
Ωε

(
∂3wi + ∂iw3

)
x3 ∂i

(1
g
v∗ · ∇hg

)
dx .

(6.19)
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In order to estimate the first two terms in the right hand side of the equality (6.19), we
use several times the following equality, valid for any smooth enough functions h(x1, x2, x3)
and l(x1, x2), with Mh = 0. Replacing ϕ by h in the equality (3.12), we at once obtain for
i = 1, 2 (since Mh vanishes),

(6.20)

∫
Ωε

∂ih(x1, x2, x3) l(x1, x2) dx = −
∫

Ωε

(
∂ig

g
)l(x1, x2)h(x1, x2, εg(x1, x2)) dx .

In the above equality (6.20), we replace h by wi or wj and l(x1, x2) by (∂jv
∗
i + ∂iv

∗
j ) or

(∂1v
∗
1 + ∂2v

∗
2). Thus, applying moreover Lemma 3.3, we deduce from the equality (6.19)

that, for any v∗ ∈ V0,
(6.21)

|E((I −M1)u, M1v
∗)| ≤ C

(
ε

2∑
i=1

(
‖∂3wi‖L2 + ‖∂iw3‖L2

)
‖v∗‖H1

)
≤ Cε‖∇w‖L2 ‖v∗‖H1 .

We are now able to state the following comparison result.

Theorem 6.1. There exists ε3 > 0 such that, if the initial data u(0) and the forcing
term f in (1.2) satisfy the hypotheses of Corollary 5.2 and if moreover Mhfε converges to
a function f0 ∈ L2(T2) in the sense of (6.1), then we have the following estimates, for
0 < ε ≤ ε3,

(6.22) ‖S0(t)Mhu(0)−Mhu(t)‖2
L2(T2) ≤ C(1 + t)(δ1(ε) + δ3(ε) + ε2) exp(C(t + 1)) ,

and

(6.23) ‖M1S0(t)Mhu(0)− u(t)‖2
L2 ≤ Cε(1 + t)(δ1(ε) + δ3(ε) + ε2) exp(C(t + 1)) .

Proof. The proof of this theorem consists in two steps.

1) Proof of the inequality (6.22).
Let v0 denote the function S0(t)Mhu(0). Replacing v∗ by Mhu − v0 in (6.18) and taking
into account the estimate (6.21) as well as the Korn inequality (2.2), we derive from the
inequality (6.18) that, for t ≥ 0 and 0 < ε ≤ ε2, where ε2 is small enough,

d

dt
‖Mh(u− v0)(t)‖2

L2 +
c0

2
‖M1(u− v0)‖2

H1 ≤C
[
‖Mh(fε − f0)‖2

L∞(L2) + ε2‖f3‖2
L∞(L2) + N1

+N2 + ε2‖∂u3

∂t
‖2

L2 + ε2‖∇w‖2
L2 + ε4‖v0‖2

H1 ,

(6.24)

where

N1 = |(u · ∇u− (M1v
0) · ∇M1v

0, M1(u− v0))L2|

N2 = |
∫

Ωε

x2
3(

v0 · ∇hg

g
)2(

(Mhu− v0) · ∇hg

g
) dx|

+ |
2∑

i=1

∫
Ωε

x2
3v

0
i (∂i(

v0 · ∇hg

g
))(

(Mhu− v0) · ∇hg

g
) dx| .
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It remains to consider the terms N1 and N2. We begin by estimating the term N2. Applying
the Hölder inequality together with a two-dimensional Gagliardo-Nirenberg inequality, we
get,

N2 ≤Cε2
(
‖v0‖2

L4 ‖M1(u− v0)‖L2 + ‖v0‖L4 ‖v0‖H1 ‖M1(u− v0)‖L4

)
≤Cε3/2

(
‖v0‖L2 ‖v0‖H1 ‖M1(u− v0)‖L2

+ ‖v0‖1/2

L2 ‖v0‖3/2

H1 ‖M1(u− v0)‖1/2

L2 ‖M1(u− v0)‖1/2

H1

)
≤C

(
ε3/2‖v0‖L2 ‖v0‖H1 ‖M1(u− v0)‖L2 + ε2‖v0‖L2 ‖v0‖2

H1

+ ε‖v0‖H1 ‖M1(u− v0)‖L2 ‖M1(u− v0)‖H1

)
.

(6.25)

We next estimate the term N1. We notice that, due to the orthogonality property between
(I −M)u and any function independent of x3, the term (w · ∇v, M1(u− v0))L2 reduces to
the term

3∑
i=1

∫
Ωε

g−1x3wi ∂iv3 ((vh − v0) · ∇hg) dx ,

and thus we obtain the following equality:

N1 = |(w · ∇w + v · ∇w,M1(u− v0))L2|+ |(M1(u− v0) · ∇M1v
0, M1(u− v0))L2|

+
3∑

i=1

∫
Ωε

g−1x3wi ∂iv3 ((vh − v0) · ∇hg) dx .
(6.26)

Applying the Gagliardo-Nirenberg inequalities (3.27) and (3.28), we estimate the first term
of the right-hand side of (6.26) as follows,

|(w · ∇w,M1(u− v0))L2| ≤ ‖w‖L4 ‖∇w‖L4 ‖M1(u− v0)‖L2

≤Cε1/2‖w‖H1 ‖w‖H2 ‖M1(u− v0)‖L2

≤Cε2‖w‖2
H2 + Cε−1‖w‖2

H1 ‖M1(u− v0)‖2
L2 .

We next estimate the term |(v · ∇w,M1(u− v0))L2|. By the identity (6.20), we obtain

2∑
i,j=1

∫
Ωε

vi ∂iwj (M1(u− v0))j dx = −
2∑

i,j=1

∫
Ωε

(
∂ig

g
)(vi(M1(u− v0))j)(xh)wj(xh, εg(xh)) dx ,

Thus we can write

(v · ∇w,M1(u− v0))L2 = −
2∑

i,j=1

∫
Ωε

(
∂ig

g
)(vi(M1(u− v0))j)(xh)wj(xh, εg(xh)) dx

+
2∑

i=1

∫
Ωε

vi ∂iw3 x3g
−1((vh − v0) · ∇hg) dx

+
3∑

j=1

∫
Ωε

x3g
−1(vh · ∇hg)∂3wj(M1(u− v0))j dx ,

In order to estimate the first term in the right hand side of the above equality, we apply
Lemma 3.3 and the two-dimensional Gagliardo-Nirenberg inequality. To bound the two
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other terms in the right hand side of the above equality, we simply use the Hölder inequality
and again the two-dimensional Gagliardo-Nirenberg inequality. We thus get

|(v · ∇w,M1(u− v0))L2| ≤Cε‖vh‖L4 ‖M1(u− v0)‖L4 ‖w‖H1

≤Cε1/2‖vh‖1/2

L2 ‖vh‖1/2

H1 ‖M1(u− v0)‖1/2

L2 ‖M1(u− v0)‖1/2

H1 ‖w‖H1 .

Likewise, using again the two-dimensional Gagliardo-Nirenberg inequality and applying
Lemma 3.10, we obtain

|
3∑

i=1

∫
Ωε

g−1x3wi ∂iv3 ((vh − v0) · ∇hg) dx| ≤ C(ε‖vh‖L4 ‖w‖L2 + ε2‖vh‖H1 ‖w‖L4)

× ‖M1(u− v0)‖L4

≤ C(ε1/2‖vh‖
1
2

L2‖vh‖
1
2

H1‖w‖L2 + ε2‖vh‖H1‖w‖H1)

× ‖M1(u− v0)‖1/2

L2 ‖M1(u− v0)‖1/2

H1 .

Finally, we estimate the term |(M1(u− v0) · ∇M1v
0, M1(u− v0))L2|. As above, we use the

Hölder inequality and a two-dimensional Gagliardo-Nirenberg inequality to get

|(M1(u− v0) · ∇M1v
0, M1(u− v0))L2| ≤Cε1/2‖v0‖H1(T2)‖M1(u− v0)‖2

L4

≤C‖v0‖H1(T2)‖M1(u− v0)‖L2 ‖M1(u− v0)‖H1 .

(6.27)

We thus have estimated all the terms contained in N1 and N2. Using several times the
Young inequality, we deduce from the estimates (6.24), (6.25), and the inequalities (6.26)
to (6.27) that, for t ≥ 0,

d

dt
‖Mh(u− v0)(t)‖2

L2 +
c0

4
‖M1(u− v0)‖2

H1 ≤ C
[
‖Mh(fε − f0)‖2

L∞(L2) + ε2‖f3‖2
L∞(L2)

+ε3‖v0‖2
L2 ‖v0‖2

H1 + ε2‖v0‖L2 ‖v0‖2
H1

+ε4‖v0‖2
H1 + ε2‖u‖2

H2 + ε4‖vh‖2
H1‖w‖2

H1

+ε2‖∂u3

∂t
‖2

L2 + ε‖vh‖L2 ‖vh‖H1 ‖w‖2
H1

+ε−1‖w‖2
H1‖M1(u− v0)‖2

L2

+‖v0‖2
H1(T2)‖M1(u− v0)‖2

L2

]
.

(6.28)

Integrating the inequality (6.28) from 0 to t and taking into account the estimates given in
Theorem 5.1 and in Corollary 5.2, we obtain, for 0 < ε ≤ ε3 and t ≥ 0, where ε3 is chosen
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small enough,

‖M1(u− v0)(t)‖2
L2 +

c0

4

∫ t

0

‖M1(u− v0)(s)‖2
H1 ds ≤ C

[
ε(1 + t)(δ1(ε) + δ3(ε) + ε2)

+

∫ t

0

ε−1‖u(s)‖2
H1‖M1(u− v0)(s)‖2

L2ds

+

∫ t

0

‖v0(s)‖2
H1(T2)‖M1(u− v0)(s)‖2

L2ds
]

.

(6.29)

Finally, applying the Gronwall inequality, we deduce from the inequality (6.29), from
Theorem 5.1 and the estimate (6.11) that, for 0 < ε ≤ ε3 and t ≥ 0,

‖(Mhu− v0)(t)‖2
L2(T2) ≤ C(1 + t)(δ1(ε) + δ3(ε) + ε2) exp(C(t + 1)) ,

which implies the inequality (6.22).

2) Proof of the inequality (6.23). We remark that

(6.30) M1S0(t)Mhu(0)− u(t) = M1(S0(t)Mhu(0)−Mhu(t)) + (I −M1)u(t) .

According to Proposition 3.6 and to Theorem 5.1, the vector w(t) = (I −M1)u(t) satisfies
the following inequality

(6.31) ‖w(t)‖2
L2 ≤ Cε(δ1(ε) + ε2)

The estimate (6.23) is then a direct consequence of (6.22), (6.30), and (6.31). �

We conclude this section by remarking that Theorem 1.2 follows directly from Theorem
6.1 together with the Lipschitz dependency (6.8) of the solutions of the equations (6.5).

7. Local attractor

Like in [33], [34] and [3], we are now going to introduce a (local) attractor and show
that this (local) attractor is actually the compact global attractor of all weak Leray-Hopf
solutions. Without loss of generality, we suppose that the viscosity ν is equal to 1. To
simplify the statements, we assume in this section that the forcing term f ≡ fε does
not depend on the time variable and satisfies the conditions (5.1). We also suppose that
0 < ε ≤ ε2 and that the constants given in (5.1) satisfy the condition (5.18) as well as the
following additional property

(7.1)
4c1

c0

(K2
0 + K2

1) ≤ κ2
0 ,

where the constant c1 is given in (5.3). According to Theorem 1.1, for any u0 satisfying
the conditions (5.1) and for 0 < ε ≤ ε2, there exists a unique global strong solution
u(t) ≡ Sε(t)u0 ∈ C0([0, +∞), Vε) of the Navier-Stokes equations (1.2). Actually, as fε

is independent of the time variable t, the solution u is also a classical solution of the
Navier-Stokes equations (1.2) and belongs to the space C0([0, +∞), Vε)∩C1((0, +∞), Hε)∩
C0((0, +∞), D(Aε)).
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We next define the sets

B0,ε = {u0 ∈ Vε | ‖u0‖H1 ≤ κ1ε
−1/2 , ‖Mhu0‖L2 ≤ κ0},

Bε =
⋃
t≥0

Sε(t)B0,ε

Vε

.

Due to Theorem 1.1, the set Bε is bounded in Vε and the nonlinear semiflow Sε(t) is well-
defined on Bε. Moreover, Bε is positively invariant under Sε(t), for t ≥ 0. As in the case of
the Navier-Stokes equations with classical boundary conditions, for any u0 ∈ Bε, Sε(t)u0

belongs to C0((0, +∞), D(Aε)). Since D(Aε) is compactly embedded in Vε, for t > 0, the
map Sε(t) is compact from Vε into itself, for t > 0. Thus, the ω-limit set of Bε,

Aε =
⋂
τ≥0

⋃
t≥τ

Sε(t)Bε

Vε

is a well-defined, nonempty, compact set and attracts Bε (see [10], Chapter 2). The set Aε

is the compact global attractor of the restriction of Sε(t) to Bε.

Furthermore, by the properties (5.19) and (5.23), the attractor satisfies the following
inclusion

(7.2) Aε ⊂ BHε(0, CR) ∩BVε(0, C3(‖f‖2
L∞(L2) + ε−1R4)1/2) ,

where R2 = ‖Mhf‖2
L2 + ε2‖(I −Mh)f‖2

L2 .

We next show, like in [33], [34] and [3], that Aε is the global attractor of the weak
Leray-Hopf solutions of (1.2). We begin by recalling the definition of these weak solutions.

We denote by C0
w([0, T ]; Hε) the subspace of L∞((0, T ); Hε) consisting of all functions

which are weakly continuous, that is, for each h ∈ Hε, the mapping t → (u(t), h) is
continuous.

A weak Leray-Hopf solution u(t) on the time interval [0, T ] is a function u(.) in the
space L2

loc((0, T ); Vε) ∩ L∞((0, T ); Hε) ∩ C0
w([0, T ]; Hε), with ∂tu ∈ L1

loc((0, T ); V ′
ε ), such

that u(0) = u0 holds in the weak sense, the equation

(u(t)− u(t0), u
∗)L2 +

1

2

∫ t

t0

E(u, u∗) ds +

∫ t

t0

(
3∑

j=1

uj∂ju, u∗)L2 ds =

∫ t

t0

(fε, u
∗)L2 ds ,

is satisfied, for all t ≥ t0 ≥ 0 and u∗ ∈ Vε, and the energy inequality

(7.3)
1

2
‖u(t)‖2

L2 +
1

2

∫ t

t0

E(u(s), u(s)) ds ≤ 1

2
‖u(0)‖2

L2 +

∫ t

t0

(fε, u(s))L2 ds

holds for almost all t and almost all t0 with 0 < t0 < t and also for t0 = 0 (see for example
[21], [42], [6] or also [39]).

Since E(·, ·) is a positive bilinear coercive form (see Section 2 for further details), by
using a Galerkin method, we can argue, exactly as in [21], [42] or [6], to show that, for any
u0 ∈ Hε, the Navier-Stokes equations (1.2) admit a weak Leray-Hopf global solution u(t)
in [0, +∞). We also notice that u(t) ∈ Vε for t ∈ FT

u , where FT
u ⊂ [0, T ] is a measurable

set of full measure.
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In their paper of 1987, Foiaş and Temam ([8]) introduced the set Jε of all weak Leray-
Hopf solutions existing in (−∞, +∞) and bounded in L∞((−∞, +∞); Hε. This set is not
empty since it contains Aε. Foiaş and Temam ([8]) also showed that this set Jε is compact
in Hweak

ε and that, for any weak Leray-Hopf solution u(t) in (0, +∞), u(t) → Jε in Hweak
ε

as t → +∞. In [38], Sell proved that this set Jε is an attractor. We next show that
Jε = Aε, for 0 < ε ≤ ε3, where ε3 > 0 is small enough. We use the same arguments as in
[42, Theorem 3.12, Chap.3], [33], [34] and [3].

Theorem 7.1. Assume that the conditions (7.1) and (5.1) hold, and that fε ∈ L2(Ωε)
3

satisfies (5.1). Then, there exist a positive number ε3 ≤ ε2 and, for any r > 0, for any
0 < ε ≤ ε3, a time T (ε, r) ≥ 0 such that, for any weak Leray-Hopf solution u(t) of (1.2),
with ‖u(0)|‖L2 ≤ r, there is a positive time t1, 0 < t1 ≤ T (ε, r) so that u(t) ∈ Bε for t ≥ t1.
In particular, u(t) is a classical solution of (1.2), for t ≥ t1 and Jε = Aε.

Proof. Let u(t) be weak Leray-Hopf solution of the equations (1.2). Arguing as in Section
3 (see (5.3)), we deduce from the energy inequality (7.3) and from the Korn inequality
(2.2), that, for t ≥ 0, for 0 ≤ ε ≤ ε2,

1

t

∫ t

0

‖u(s)‖2
H1 ds ≤ 2

tc0

‖u(0)‖2
L2 +

2c1

c0

(
‖Mhfε‖2

L2 + ε2‖(I −Mh)fε‖2
L2

)
,

and therefore we have,

(7.4)
1

t

∫ t

0

‖u(s)‖2
H1 ds ≤ 3c1

c0

(K2
0 + εK2

1) , for all t ≥ T (ε, r) ,

where

T (ε, r) =
2r2

c1(K2
0 + ε2K2

1)
.

The estimate (7.4) and the property (7.1) imply that,

1

t

∫ t

0

‖u(s)‖2
H1 ds ≤ 3c1

c0

(K2
0 + εK2

1) < κ2
0 , for all t ≥ T (ε, r) ,

We can choose ε3 > 0, with ε3 ≤ ε2 such that 3c1
c0

(K2
0 + ε3K

2
1) < κ2

1ε
−1
3 . Thus, we have, for

0 < ε ≤ ε3,

1

t

∫ t

0

‖u(s)‖2
H1 ds < min(κ2

1ε
−1 , κ2

0) , for all t ≥ T (ε, r) .

Therefore, there exists a subset F0 ⊂ [0, T (ε, r)] of positive measure such that

‖u(t)‖2
H1 ≤ min(κ2

1ε
−1 , κ2

0) .

Since FT (ε,r)
u is a set of full measure in [0, T (ε, r)], it follows that FT (ε,r)

u ∩ F0 6= ∅. Let t1
be a point in this intersection. We deduce now from Theorem 1.1 and from the uniqueness
of classical solutions in the class of strong solutions that u(t) is a classical solution of (1.2)
for t ≥ t1 and that u(t) belongs to Bε, for t ≥ t1. It also at once follows that Jε = Aε. �

We remark that, since Aε is the global attractor for all weak solutions, it is also the
global attractor for all the globally defined strong solutions, including those that satisfy the
conditions (1.5). Moreover, Aε is a local attractor in Vε. Indeed, by using the compactness
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of Aε and the Lipschitz dependence of the solutions with respect to the initial data, one
classically shows that there exists a neighbourhood Nε of Aε in Vε, so that, for all initial
data in this neighbourhood Nε, the strong solutions exist on (0, +∞). Then the proof of
Theorem 7.1 implies that actually these strong solutions are attracted by Aε. This implies
that Aε attracts the neighbourhood Nε and thus Aε is a local attractor in Vε.

It remains to compare the attractor Aε with the global attractor A0, when ε > 0 is small
enough and when fε converges to f0 in some sense.

Theorem 7.2. Assume that the forcing term fε satisfies the hypotheses of Corollary 5.2
and that Mhfε converges to a limit function f0 ∈ L2(T2)2 in the sense of (6.1), then the sets
MhAε are upper-semicontinuous with respect to ε in the L2(T2)2-topology and the attractors
Aε are also upper-semicontinuous with respect to ε in the L2(Ωε)

3-topology. More precisely,
for any η > 0, there exists ε4 > 0 such that, for 0 < ε ≤ ε4,

MhAε ⊂ NL2(T2)2(A0, η) , Aε ⊂ NL2(Ωε)3(M1A0, ε
1/2η) ,

where NX(B, r) denotes the r-neighbourhood of B in the space X.

Proof. We first remark that, since fε satisfies the hypotheses of Corollary 5.2, we deduce
from the property (7.2) that

Aε ⊂ BL2(Ωε)3(0, Kε1/2) ∩BH1(Ωε)3(0, Kε−1/2δ1(ε)
1/2) , MhAε ⊂ BL2(T2)2(0, K) ,

where K is a constant independent of ε.
Since A0 attracts the ball BL2(T2)2(0, K) in L2(T2)2, for any η > 0, there exists a time

τ0 = τ0(η) such that, for t ≥ τ0,

(7.5) S0(t)MhAε ⊂ NL2(T2)2(A0,
η

2
) .

We next deduce from the first estimate in Theorem 6.1 that, there exists ε4 > 0 such that,
for 0 < ε ≤ ε4, for all u(0) ∈ Aε,

(7.6) ‖S0(τ0)Mhu(0)−Mhu(τ0)‖2
L2(T2) ≤

η

2
.

We at once deduce from the properties (7.5) and (7.6) that MhSε(τ0)Aε ⊂ NL2(T2)2(A0, η).
Since Aε is invariant by the action of Sε(τ0), it implies that MhAε ⊂ NL2(T2)2(A0, η). The
second assertion of the theorem is proved in the same way and is left to the reader.

�
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