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Abstract. In this paper, we define q-analogues of Dirichlet’s beta function
at positive integers, which can be written as βq(s) =

∑
k≥1

∑
d|k χ(k/d)ds−1qk for

s ∈ N∗, where q is a complex number such that |q| < 1 and χ is the non trivial
Dirichlet character modulo 4. For odd s, these expressions are connected with the
automorphic world, in particular with Eisenstein series of level 4. From this, we
derive through Nesterenko’s work the transcendance of the numbers βq(2s+ 1) for q
algebraic such that 0 < |q| < 1. Our main result concerns the nature of the numbers
βq(2s): we give a lower bound for the dimension of the vector space over Q spanned
by 1, βq(2), βq(4), . . . , βq(A), where 1/q ∈ Z \ {−1; 1} and A is an even integer. As
consequences, for 1/q ∈ Z \ {−1; 1}, on the one hand there is an infinity of irrational
numbers among βq(2), βq(4), . . . , and on the other hand at least one of the numbers
βq(2), βq(4), . . . , βq(20) is irrational.

1 Introduction

For any complex number s with Re(s) ≥ 1, Dirichlet’s beta function at s is
defined by:

β(s) =
∞∑
k=0

(−1)k

(2k + 1)s
·

Recall Euler’s identity:

β(2m+ 1) =
(−1)mE2m

22m+2(2m)!
π2m+1,
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where m ∈ N and the rational numbers E2m are Euler numbers defined by
1/ cosh(z) =

∑
k≥0Ekz

k/k!. Thus, as for the values of Riemann’s zeta func-
tion at odd positive integers, Lindemann’s theorem yields that for m ∈ N,
β(2m + 1) is a transcendental number. However, nothing similar can be
said concerning the values at even positive integers; the best known result
in that direction is due to Rivoal and Zudilin [13]: at least one of the numbers
β(2), β(4), . . . , β(12) is irrational.

In this article, we define q-analogues of the values of β at positive integers.
They can be written for s ∈ N∗ and for any complex number q with |q| < 1:

βq(s) :=
∑
k≥1

ks−1 qk

1 + q2k
=
∑
k≥1

∑
d|k

χ(k/d)ds−1qk, (1.1)

where χ is the non trivial Dirichlet character modulo 4, defined by χ(2m+1) =
(−1)m and χ(2m) = 0. One can justify the term of q-analogue by the following
relation, valid for s ∈ N∗ (see the last section of this paper for a proof):

lim
q→1

(1− q)sβq(s) = (s− 1)!β(s).

Similarly to the q-analogues of Riemann’s zeta function at even positive
integers considered in [6, 9], our definition (1.1) is related to modular forms
when s in an odd positive integer. Indeed, consider the case s = 1, for which
the first expression of (1.1) can be written:

βq(1) =
∑
k≥1

∑
m≥0

(−1)mq(2m+1)k =
∑
m≥0

(−1)m
q2m+1

1− q2m+1
· (1.2)

This yields immediately βq(1) = (πq − 1)/4, where πq is a q-analogue of π.
The series πq is considered in [3, 4], where an upper bound for its irrationality
exponent is given. We also have (see [3]):

βq(1) =
∑
k≥1

qk
∑
d|k

χ(d) =
θ2(q)− 1

4
,

where θ(q) :=
∑

n∈Z q
n2

is the classical theta function. This shows that if
we set q = e2iπz, βq(1) is, up to a rational constant, the Fourier expansion of
a weight 1 modular form on Γ1(4) [7, p. 138, Proposition 30]. Moreover, as
remarked in [3], Nesterenko’s algebraic independence theorem from [11] shows
that θ(q), and therefore βq(1), is a transcendental number when q is algebraic
such that 0 < |q| < 1.
Concerning the other values at odd positive integers, one sees that for s ≥
1 and q = e2iπz, βq(2s + 1) is also the Fourier expansion, with algebraic
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coefficients, of a weight 2s+1 modular form on Γ1(4). More precisely, consider
the level 4 Eisenstein series [7, p. 131]:

G
(1,0)
2s+1(z) :=

∑
(m1,m2)∈Z2

(m1,m2)≡(1,0)mod 4

1
(m1z +m2)2s+1

·

Then we have the following Fourier expansion [7, proposition 22]:

G
(1,0)
2s+1(z) =

i

(2s)!

(π
2

)2s+1∑
k≥1

∑
d|k

χ(k/d)d2sqk/4.

Hence
βq(2s+ 1) = i(−1)s+1 E2s

2β(2s+ 1)
G

(1,0)
2s+1(4z),

and it is not difficult to see that z 7→ G
(1,0)
2s+1(4z) is a weight 2s+1 modular form

on Γ1(4). Set φs(q) := βq(2s+1)/θ4s+2(q), which is a modular function (with
weight 0) on Γ1(4), having a Fourier expansion with algebraic coefficients.
Thus φs is algebraic on Q(J) (see [7, p. 144, Problem 7]), where J is the
modular invariant. Assume first that for s ≥ 1, φs is not a constant. We can
deduce that J(q) and φs(q) are algebraically dependent. Assume from now on
that q is algebraic such that 0 < |q| < 1. Nesterenko’s algebraic independence
theorem from [11] shows that J(q) and θ(q) are algebraically independent.
Therefore βq(2s+ 1) and θ(q) are necessarily also algebraically independent,
and in particular βq(2s+1) is a transcendental number. If now φs is a constant
(necessarily algebraic), then θ4s+2(q) is a transcendental number by [11], and
so βq(2s + 1) is again a transcendental number. To summarize, we have the
following result, which can be compared to the transcendence of the values of
Dirichlet’s beta function at odd positive integers, as well as the transcendence
of the values of ζq at even positive integers in [9]: for s ∈ N and q algebraic
such that 0 < |q| < 1, βq(2s+ 1) is a transcendental number.

Consider now the values at even positive integers βq(2s), which do not
seem to be directly related to Eisenstein series. We will prove the following
theorem, which is the main result of the present paper:

Theorem 1.1. For 1/q ∈ Z \ {−1; 1} and any odd integer A ≥ 3, we have
the following lower bound:

dimQ (Q + Qβq(2) + · · ·+ Qβq(A− 1)) ≥ f(A), (1.3)

where

f(A) = max
r∈N

1≤r<A/2

f(r;A) and f(r;A) :=
4rA+A− 4r2(

48
π2 + 2

)
A+ 8r2 − 16

π2 + 16r
3

·
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Moreover f(A) satisfies f(A) ∼ π

2
√
π2 + 24

√
A when A→ +∞.

The previous asymptotic estimate for f(A) gives immediately the follow-
ing:

Corollary 1.2. For 1/q ∈ Z \ {−1; 1}, there are infinitely many irrational
numbers among βq(2), βq(4), βq(6),. . .

On the other hand, the estimate f(3; 21) ≥ 1, 02... gives the following
quantitative version:

Corollary 1.3. For 1/q ∈ Z\{−1; 1}, at least one of the numbers βq(2), βq(4),
βq(6),. . . , βq(20) is irrational.

Now we aim to sketch the proof of Theorem 1.1, which will be more
detailed later on. We need the following proposition, which is a special case
of Nesterenko’s linear independence criterion from [10]:

Proposition 1.4. Let N ≥ 2 be an integer, and v1, . . . , vN be real numbers.
Assume that there exist N integer sequences (pj,n)n≥0 and two real numbers
α1 et α2 with α2 > 0 such that:

i) lim
n→+∞

1
n2

log |p1,nv1 + · · ·+ pN,nvN | = −α1,

ii) for all j ∈ {1, . . . , N}, we have lim sup
n→+∞

1
n2

log |pj,n| ≤ α2.

Then the dimension of the Q-vector space spanned by v1, . . . , vN satisfies:

dimQ (Qv1 + · · ·+ QvN ) ≥ 1 +
α1

α2
·

In order to use Nesterenko’s criterion in our context, we shall study the
following hypergeometric series (see Section 2 for the notations):

Sn(q) := (q)A−2r
n

∑
k≥1

(−1)k+1q(k−1/2)((A−2r)n/2+A/2−1)

× (1− q2k+n−1)
(qk−rn, qk+n)rn

(qk−1/2)An+1

,

where A is an integer, r ∈ N∗ and A − 2r > 0. In a first step, we rewrite
Sn(q2) as a linear combination of some βq(2m), m ∈ N∗:

Sn(q2) = P̂0,n(q2) +
A−1∑
j=2
j even

P̂j,n(q2)βq(j),
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where |q| < 1, A and n are odd positive integers and P̂j,n(q2) are a priori in
Q(q), i.e. rational fractions in the variable q (thus in the variable 1/q) with
coefficients in Q. In a second step, we look for a common denominator Dn(q)
to these rational fractions in the variable 1/q, satisfying:

Dn(q)P̂j,n(q2) ∈ Z
[

1
q

]
for all j ∈ {0, 2, 4, . . . , A− 1}.

Next, we shall prove the following asymptotic estimates which are true for all
0 < |q| < 1:

lim
n→+∞

1
n2

log |Sn(q)| = −1
2
r(A− 2r) log |1/q|,

lim sup
n→+∞
n odd

1
n2

log |P̂j,n(q)| ≤ 1
8

(A+ 4r2) log |1/q|,

lim
n→+∞

1
n2

log |Dn(q)| =
(
A

4
+ r2 +

12
π2

(A− 1) +
4r
3

+
8
π2

)
log |1/q|.

Assume 1/q ∈ Z\{−1; 1}. Then we apply Proposition 1.4 to theN = (A+1)/2
integer sequences (Dn(q)× P̂j,n(q2))n odd, which yields (1.3).

The estimate f(A) ∼ π
√
A/2
√
π2 + 24 for A→ +∞, is obtained by choosing

r = u
√
A and finding the maximal value of f(u

√
A;A)/

√
A in the variable u.

Remark 1.5. Corollary 1.3 can be proved direcly without Nesterenko’s cri-
terion. Indeed, for 1/q ∈ Z \ {−1; 1}, it is enough to obtain an asymptotic
estimate of the linear combination Dn(q)×Sn(q2) in βq(2), βq(4), . . . , βq(20)
with integer coefficients (by choosing A = 21 and r = 3). Therefore it is not
necessary to find an upper bound for the height of the coefficients of the linear
form, this is only useful for linear independence.

This article is organized as follows. In Section 2 we recall a few notations
on q-series, which will be useful later. The third section is concerned with the
study of the series Sn(q) mentioned before. In particular, the structure of this
series (it is a very-well-poised basic hypergeometric series) yields interesting
properties. In particular, when n is an odd integer, an appropriate expansion
of Sn(q2) will give explicitely the already mentioned linear combination and
its coefficients P̂j,n(q2). In the fourth section we find a common denominator
Dn(q) to the coefficients P̂j,n(q2), by using arithmetical techniques and cyclo-
tomic polynomials. In Section 5, we study the asymptotics of Sn(q), P̂j,n(q)
through Cauchy’s formula, and Dn(q) by using the Möbius inversion. Finally,
in the sixth and last section, we establish some links between βq and β, and
we end by stating a q-denominators conjecture.
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2 Notations

We recall some standard definitions and notations for q-series, which can be
found in [5].

Let q be a fixed complex parameter (the “base”) with |q| 6= 1. We define
for any real number a and any k ∈ N the q-shifted factorial by:

(a)k ≡ (a; q)k :=
{

1 if k = 0
(1− a) . . . (1− aqk−1) if k > 0.

The base q can be omitted when there is no confusion (writing (a)k for (a; q)k,
etc). For the sake of simplicity, write for k ∈ N:

(a1, . . . , am)k := (a1)k × · · · × (am)k.

Recall the definition of the q-binomial coefficient :[
n

k

]
q

:=
(q)n

(q)k(q)n−k
,

which is a polynomial in the variable q, with integer coefficients (see for ex-
ample [14]).

Further, recall the definition of the basic hypergeometric series s+1φs:

s+1φs

[
a0, a1, . . . , as
b1, . . . , bs

; q, z
]

:=
∞∑
k=0

(a0, a1, . . . , as)k
(q, b1, . . . , bs)k

zk,

with aj ∈ C for 0 ≤ j ≤ s, and bj qk 6= 1 for all k ∈ N and 1 ≤ j ≤ s. The series
converges for |q| < 1 and |z| < 1, or |q| > 1 and |z| < |b1 . . . bs/a1 . . . as+1|,
and we say that s+1φs is:

• well-poised if qa0 = a1b1 = · · · = asbs

• very-well-poised if it is well-poised and a1 = q
√
a0 = −a2.

3 A very-well-poised series

We consider the following basic hypergeometric series:

Sn(q) := (q)A−2r
n

∑
k≥1

(−1)k+1q(k−1/2)((A−2r)n/2+A/2−1)

× (1− q2k+n−1)
(qk−rn, qk+n)rn

(qk−1/2)An+1

, (3.1)
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for any odd integer A, r ∈ N∗ and A− 2r > 0. Note that this series converges
for all |q| 6= 1. The series Sn(q) satisfies:

Sn(1/q) = qn(r−1)Sn(q), (3.2)

which comes from the choice of the power of q inside the sum of (3.1). Thanks
to (3.2), it will be possible to expand Sn(q2) as a linear combination over Q(q)
of the values of βq at even positive integers only, although one would expect
values at odd positive integers as well. Besides, notice that:

Sn(q) = (−1)rnq(rn+1/2)((A−2r)n/2+A/2−1)

× (1− q(2r+1)n+1)(q)A−2r
n

(q, q(r+1)n+1)rn
(qrn+1/2)An+1

× A+4φA+3

[
a, q
√
a,−q

√
a, qrn+1, qrn+1/2 . . . , qrn+1/2

√
a,−
√
a, q(r+1)n+1, q(r+1)n+3/2 . . . , q(r+1)n+3/2; q, z

]
,

with a = q(2r+1)n+1 and z = −q(A−2r)n/2+A/2−1. This shows that Sn(q) is a
very-well-poised basic hypergeometric series.

3.1 Some auxiliary functions

For all |q| 6= 1 and s ∈ N∗, we consider the functions:

Ys(q) :=
∑
k≥0

(−1)k
q2k+1

(1− q2k+1)s
· (3.3)

We will need the signless Stirling numbers of the first kind (see [14]), which
are integers denoted by c(s, j) (where s and j are two integers such that
1 ≤ j ≤ s) and that are defined by:

(x)s := x(x+ 1) . . . (x+ s− 1) =
s∑
j=1

c(s, j)xj .

The following result gives for s ≥ 2 the expansion of the functions Ys in terms
of values of βq at positive integers:

Lemma 3.1. For all |q| < 1 and any integer s ≥ 2:

Ys(q) =
1

(s− 1)!

s∑
j=2

c(s− 1, j − 1)βq(j). (3.4)

7



Proof. The definition (3.3) can be expanded as follows, for |q| < 1:

Ys(q) =
1

(s− 1)!

∑
k≥0

∑
`≥1

(−1)k(`)s−1q
(2k+1)` (3.5)

=
1

(s− 1)!

∑
k≥0

∑
`≥1

(−1)k
s∑
j=2

c(s− 1, j − 1)`j−1q(2k+1)`

=
1

(s− 1)!

s∑
j=2

c(s− 1, j − 1)
∑
`≥1

q`

1 + q2`
,

and we conclude by using the definition (1.1).

The following lemma gives for s ≥ 2 the expansion of the functions Ys in
terms of values of βq at even positive integers only:

Lemma 3.2. For all 0 < |q| < 1 and any integer s ≥ 2:

Ys(q) + Ys(1/q) =
2

(s− 1)!

s∑
j=2
jeven

c(s− 1, j − 1)βq(j). (3.6)

Proof. Set 0 < |q| < 1. Starting from the definition (3.3), we get:

Ys(1/q) = (−1)s
∑
k≥0

(−1)k
q(2k+1)(s−1)

(1− q2k+1)s

= (−1)s
∑
k≥0

∑
`≥1

(−1)kq(2k+1)(s−2) (`)s−1

(s− 1)!
q(2k+1)`

=
(−1)s

(s− 1)!

∑
k≥0

∑
`≥1

(−1)k(`− s+ 2)s−1q
(2k+1)`. (3.7)

Then we collect expressions (3.5) and (3.7), invert summations, and sum over
k:

Ys(q) + Ys(1/q) =
1

(s− 1)!

∑
`≥1

[(`)s−1 − (−`)s−1]
q`

1 + q2`

=
1

(s− 1)!

s∑
j=2

c(s− 1, j − 1)(1 + (−1)j)
∑
`≥1

`j−1 q`

1 + q2`
·

This shows (3.6) via the definition (1.1) of βq.
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3.2 Linear combination in the βq(2j), j ∈ N∗

Define:

Rn(T ; q) := T (A−2r)n/2+A/2−2q−A(n2−1)/2−((A−2r)n+A−2)/4

× (q)A−2r
n (q−rnT, qnT )rn

(T − q1/2)A(T − q1/2−1)A . . . (T − q1/2−n)A
· (3.8)

Then obviously we have:

Sn(q) =
∑
k≥1

(−1)k+1qk(1− q2k+n−1)Rn(qk; q).

Notice that when n is odd, Rn(T ; q) is a rational fraction in the variable
T with degree −n(A − 2r)/2 − A/2 − 2, which is less or equal to −3, as
A > 2r ≥ 2. Assume from now on that n is a fixed odd positive integer. The
partial fraction expansion of Rn(T ; q) can be written:

Rn(T ; q) =
A∑
s=1

n∑
j=0

cs,j,n(q)
(T − q1/2−j)s

=
A∑
s=1

n∑
j=0

ds,j,n(q)
(1− Tqj−1/2)s

,

where
ds,j,n(q) := (−1)sq(j−1/2)scs,j,n(q) (3.9)

and

cs,j,n(q) :=
1

(A− s)!

[
dA−s

dTA−s
Rn(T ; q)(T − q1/2−j)A

]
T=q1/2−j

(3.10)

=
q(1/2−j)s

(A− s)!

[
dA−s

duA−s
Rn(uq1/2−j ; q)(u− 1)A

]
u=1

. (3.11)

The definition (3.8) gives Rn(Tqn−1; 1/q) = −qn(r−2)+1Rn(T ; q), which yields
for all j ∈ {0, . . . , n} and s ∈ {1, . . . , A}:

ds,n−j,n(1/q) = −qn(r−2)+1ds,j,n(q), (3.12)

or equivalently

cs,n−j,n(1/q) = −qn(s+r−2)+1−scs,j,n(q). (3.13)

We can now prove the following lemma, which gives explicitely the ex-
pected linear combination in terms of the values of βq at even positive inte-
gers:

9



Lemma 3.3. For all 0 < |q| < 1, any odd positive integers n and A, and
r ∈ N∗ such that A > 2r:

Sn(q2) = P̂0,n(q2) +
A−1∑
j=2
j even

P̂j,n(q2)βq(j), (3.14)

where for j = 2, 4, . . . , A− 1,

P̂0,n(q) := P0,n(1, q) + q−n(r−1)P0,n(1, 1/q)− 1
2
P1,n(1, q), (3.15)

P̂j,n(q) :=
A∑
s=j

2c(s− 1, j − 1)
(s− 1)!

Ps,n(1, q), (3.16)

and

P0,n(z, q) :=
A∑
s=1

n∑
j=1

j∑
k=1

(−1)j+k
qk−j

(1− qk−1/2)s
ds,j,n(q)zj−k, (3.17)

Ps,n(z, q) :=
n∑
j=0

(−1)jq1/2−jds,j,n(q)zj . (3.18)

Proof. We fix an odd positive integer n and a complex number q such that
0 < |q| < 1. Define for complex z

Sn(z; q) :=
∑
k≥1

(−1)k+1qkRn(qk; q)z−k.

It is not difficult to see that Sn(z; q) converges if |z| > |q|(A−2r)n/2+A/2−1 and
Sn(1/z; 1/q) converges if |z| < |q|−(A−2r)n/2−A/2. Thus both series Sn(z; q)
and Sn(1/z; 1/q) converge if |q| < |z| ≤ 1. A direct calculation shows that:

Sn(1; q) + q−n(r−1)Sn(1; 1/q) = Sn(q). (3.19)

On the other hand, by using the partial fraction expansion of Rn(T ; q), we
get:

Sn(z; q) = P0,n(z, q) +
A∑
s=1

Ps,n(z, q)Ls(z; q), (3.20)

where P0,n(z, q) and Ps,n(z, q) are polynomials in the variable z defined by
(3.17) and (3.18), and

Ls(z; q) :=
∑
k≥1

(−1)k+1 qk−1/2

(1− qk−1/2)s
z−k. (3.21)
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Coming back to the definition (3.18), we see that (3.12) implies that for
s ≥ 1, Ps,n(1/z, 1/q) = z−nqn(r−1)Ps,n(z, q). This gives us the idea to study
the series:

S̃n(z; q) := Sn(z; q) + znq−n(r−1)Sn(1/z; 1/q), (3.22)

with the convergence condition |q| < |z| < 1. The expansion (3.20), and the
previous relation between Ps,n(1/z, 1/q) and Ps,n(z, q), give for |q| < |z| < 1:

S̃n(z; q) = P0,n(z, q) + q−n(r−1)znP0,n(1/z, 1/q)

+
A∑
s=1

Ps,n(z, q)(Ls(z; q) + Ls(1/z; 1/q)). (3.23)

Note that we can deduce directly from the definition (3.21):

L1(1/z; 1/q) = −
∑
k≥1

∑
`≥0

(−1)k+1q(k−1/2)`zk,

which yields L1(1/z; 1/q) = −L1(1/z; q)− z/(1 + z), and therefore:

lim
z→1

P1,n(z, q)(L1(z; q) + L1(1/z; 1/q)) = −1
2
P1,n(1, q). (3.24)

It remains to let z tend to 1 in (3.23) to get the lemma, via the defini-
tion (3.22), the relations (3.19), (3.6) and (3.24), together with the fact that
Ls(1; q2) = Ys(q) for s ≥ 2.

4 Arithmetical investigations

In this section, we find for any odd positive integer n a common denominator
Dn(q) to the coefficients P̂j,n(q2) ∈ Q(q). Let dn(x) ∈ Z[x] be the unitary
polynomial, with lowest degree, and common multiple of 1−x, 1−x2, . . . , 1−
xn. Recall some standard properties on cyclotomic polynomials. For t ∈ N,
the t-th cyclotomic polynomial is defined by φt(x) :=

∏
k∧t=1,k≤t(x− e2ikπ/t).

Then one can prove:
xn − 1 =

∏
d|n

φd(x), (4.1)

which yields:

dn(x) =
n∏
t=1

φt(x). (4.2)

Besides, we have φt(x) ∈ Z[x] and φt(x) is irreducible in Z[x].
We will also need the following polynomials:

∆n(x) :=
2n−1∏
t=1
t odd

φt(x), (4.3)

11



and
ϕn(x) := φ2(x)nφ4(x)bn/2c . . . φ2n(x), (4.4)

where bxc is the integer part of the real number x. In what follows, we denote
by Ωt(Q(x)) the greatest power of φt(x) dividing the polynomial Q(x). We
have the following useful arithmetical lemma:

Lemma 4.1. Let e be an odd positive integer and wn(x) :=
∏n
i=1

1−xe+2i

1−x2i .
Then

ϕn(x)wn(x) ∈ Z [x] .

Remark 4.2. We can see that ϕn(x) always divides
∏n
i=1(1 + xi)2, so we

could use this alternative polynomial later, instead of ϕn(x). This would give
simpler manipulations, but we would have worse asymptotic properties (see
Lemma 5.4).

Proof of Lemma 4.1. From (4.1), wn(x) is a quotient of products of cyclo-
tomic polynomials φt(x). It is enough to prove that Ωt(ϕn(x)wn(x)) ≥ 0 for
all t. Assume first that t is even. In view of (4.1), as e is odd, φt(x) can only
be a factor in the denominator of wn(x). Then we have:

Ωt(wn(x)) = −
n∑
i=1

Ωt(1− x2i) = −
n∑
i=1

∑
t|2i

1 = −
n∑
i=1

∑
t
2
|i

1 = −
⌊
n

t/2

⌋
.

By the definition (4.4) we have Ωt(ϕn(x)) =
⌊

2n
t

⌋
. Thus Ωt(ϕn(x)wn(x)) = 0.

Now if t is odd, we have Ωt(ϕn(x)wn(x)) = Ωt(wn(x)), which is equal to

bnt c−1∑
j=0

Ωt

 (j+1)t∏
i=jt+1

1− xe+2i

1− x2i

+ Ωt

 n∏
i=tbnt c+1

1− xe+2i

1− x2i

 .

Now the orders of divisibility in the sum over j are all equal to 1 − 1 = 0.
Indeed, as t is odd, there is exactly one integer i ∈ {jt + 1, . . . , (j + 1)t} for
which t divides e + 2i: i is of the form kt + (t − e)/2 and it is unique for if
jt+ 1 ≤ i1 ≤ i2 ≤ (j + 1)t and if t divides e+ 2i1 and e+ 2i2, then t divides
2(i1−i2) therefore divides i1−i2. Finally, as 0 ≤ i2−i1 < t, we have i1−i2 = 0.
In the same vein, there is exactly one integer i ∈ {jt + 1, . . . , (j + 1)t} for
which t divides 2i: it is i = (j + 1)t.

Moreover we now show that:

Ωt

 n∏
i=tbnt c+1

1− xe+2i

1− x2i

 = Ωt

 n∏
i=tbnt c+1

(1− xe+2i)

 ∈ {0; 1}.
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Indeed, the first equality is true as there is no multiple of t lying in {t
⌊
n
t

⌋
+

1, . . . , n}. Besides, as before, as there are at most t consecutive integers lying
in {t

⌊
n
t

⌋
+ 1, . . . , n}, there is at most one integer i ∈ {t

⌊
n
t

⌋
+ 1, . . . , n} such

that t divides e+ 2i.
This concludes the proof.

Throughout this section, we assume n and A to be odd positive integers,
and r to be a positive integer such that A− 2r > 0.

Lemma 4.3. For all s ∈ {1, . . . , A} and j ∈ {0, . . . , n}, we have:

ϕn(1/q)2r dn
(
1/q2

)A−s
cs,j,n(q2) ∈ Z

[
q;

1
q

]
.

Proof. Rewrite (3.10) as:

cs,j,n(q) =
1

(A− s)!

[
dA−s

dTA−s
Vn(T ; q)

]
T=q1/2−j

, (4.5)

with

Vn(T ; q) := Rn(T ; q)(T − q1/2−j)A

= (q)A−2r
n T (A−2r)n/2+A/2−2q−A(n2−1)/2−((A−2r)n+A−2)/4

× (q−rnT, qnT )rn(T − q1/2−j)A

(T − q1/2)A(T − q1/2−1)A . . . (T − q1/2−n)A
· (4.6)

We collect the terms of Vn(T ; q) as follows:

Vn(T ; q) = qan
2+bn+cTA/2−2−n/2F (T )A/2−r+1/2G(T )A/2−r−1/2

r∏
`=1

H`(T )I`(T ),

where a, b and c are integers (or half-integers) depending only on A and r,
and the functions F , G, H` and I` are defined below. First, F satisfies:

F (T ) := q−n(n+1)/2 (q)nTn(T − q1/2−j)
(T − q1/2)(T − q1/2−1) . . . (T − q1/2−n)

= (−1)n(1/q; 1/q)n +
n∑
i=0
i6=j

(−1)n−i+1q−i(i+1)/2

[
n

i

]
1/q

q1/2−j − q1/2−i

T − q1/2−i
· (4.7)

Then G satisfies:

G(T ) := q−n(n+1)/2 (q)n(T − q1/2−j)
(T − q1/2)(T − q1/2−1) . . . (T − q1/2−n)

=
n∑
i=0
i6=j

(−1)n−i+1q(i−1/2)n−i(i+1)/2

[
n

i

]
1/q

q1/2−j − q1/2−i

T − q1/2−i
· (4.8)
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For all ` ∈ {1, . . . , r}, the function H` satisfies:

H`(T ) := q−n(n+1)/2 (q−`nT )n(T − q1/2−j)
(T − q1/2)(T − q1/2−1) . . . (T − q1/2−n)

= (−1)nq−`n
2−n +

n∑
i=0
i 6=j

(−1)i+1q−(n−i)2/2−(2n+i)/2

[
n

i

]
1/q

× (q−(`−1)n−i−1/2; q−1)n
(q−1; q−1)n

q1/2−j − q1/2−i

T − q1/2−i
· (4.9)

Finally, I` satisfies:

I`(T ) := q−n(n+1)/2 (q`nT )n(T − q1/2−j)
(T − q1/2)(T − q1/2−1) . . . (T − q1/2−n)

= (−1)nq`n
2−n +

n∑
i=0
i6=j

(−1)n+i+1q`n
2−n−i(i+1)/2

[
n

i

]
1/q

× (q−(`+1)n−i−1/2; q−1)n
(q−1; q−1)n

q1/2−j − q1/2−i

T − q1/2−i
· (4.10)

We see that if q is replaced by q2 and if U denotes any of the functions F , G,
or U0 : T 7→ TA/2−2−n/2, then by using the partial fraction expansions (4.7)
and (4.8):

dn
(
1/q2

)µ
µ!

[
dµ

dTµ
U(T )

]
T=q1−2j

∈ Z
[
q;

1
q

]
for all µ ∈ N. (4.11)

Now if q is replaced by q2 and if U denotes any of the functions H` or I`, then
by using the partial fraction expansions (4.9), (4.10), and Lemma 4.1, we get
for all µ ∈ N:

ϕn(1/q)
dn
(
1/q2

)µ
µ!

[
dµ

dTµ
U(T )

]
T=q1−2j

∈ Z
[
q;

1
q

]
. (4.12)

If we note ∂µU := 1
µ!

[
dµ

dTµU(T )
]
T=q1−2j and apply Leibniz’s formula to the

function Vn(T ; q2), we obtain via the definition (4.5):

cs,j,n(q2) = q2(an2+bn+c)
∑

µ0+···+µA=A−s
(∂µ0U0)(∂µ1F ) · · · (∂µA/2−r+1/2F )

× (∂µA/2−r+3/2G) · · · (∂µA−2rG)(∂µA−2r+1H1) · · · (∂µA−rHr)
× (∂µA−r+1I1) · · · (∂µAIr).

Now we conclude the proof of the lemma by using (4.11) and (4.12).
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Lemma 4.4. Set α = −A/4 − r2. Then there exist real numbers β′ and γ′

depending only on A and r such that for all (s, j) ∈ {1, . . . , A}×{0, . . . , n}, the
limit of the function q 7→ qαn

2+β′n+γ′cs,j,n(q2) exists and is finite as q → +∞.

Proof. Recall the expression (4.5) from the previous proof, and let vn(T ; q) :=
d
dT Vn(T ; q)/Vn(T ; q) be the logarithmic derivative of Vn(T ; q), in the variable
T . As in [6] and [9], we use Faà di Bruno’s differentiation formula, which
gives for all µ ∈ N:

1
µ!

dµ

dTµ
Vn(T ; q) =

∑
k1+···+µkµ=µ

Vn(T ; q)
k1! . . . kµ!

µ∏
`=1

(
1
`!
d`−1

dT `−1
vn(T ; q)

)k`
. (4.13)

By (4.6) we get:

vn(T ; q) =
d

dT
(log Vn(T ; q))

=
(A− 2r)n/2 +A/2− 2

T
+

rn∑
i=1

1
T − qi

+
rn+n−1∑
i=n

1
T − q−i

−A
n∑
i=0
i 6=j

1
T − q1/2−i

,

thus for all ` ∈ N∗:

(−1)`−1

(`− 1)!
d`−1

dT `−1
vn(T ; q) =

(A− 2r)n/2 +A/2− 2
T `

+
rn∑
i=1

1
(T − qi)`

+
rn+n−1∑
i=n

1
(T − q−i)`

−A
n∑
i=0
i 6=j

1
(T − q1/2−i)`

·

We can rewrite this as follows:

(−1)`−1

(`− 1)!
d`−1

dT `−1
vn(T ; q) =

(A− 2r)n/2 +A/2− 2
T `

+
rn∑
i=1

(
q−i

Tq−i − 1

)`

+
rn+n−1∑
i=n

1
(T − q−i)`

−A
j−1∑
i=0

(
qi

Tqi − 1

)`
−A

n∑
i=j+1

1
(T − q−i)`

·

Therefore, for all j ∈ {0, . . . , n}, the limit of q 7→ q(1/2−j)`
[
d`−1

dT `−1
vn(T ; q)

]
T=q1/2−j

exists and is finite as q → +∞. We deduce that for k1 + · · ·+ µkµ = µ:

lim
q→+∞

q(1/2−j)µ

[
µ∏
`=1

(
1
`!
d`−1

dT `−1
vn(T ; q)

)k`]
T=q1/2−j

<∞. (4.14)
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Besides, Vn(q1/2−j ; q) defined by (4.6) satisfies:

lim
q→+∞

Vn(q1/2−j ; q)× q−j(An−A+3)/2+j2A/2−rn(rn−2)/2−A/2 = 1.

It remains to choose µ = A − s in (4.13). With the help of (4.5) and (4.14)
we then deduce that the limit of

q 7→ q(1/2−j)(A−s)−(j(An−A+3)/2−j2A/2+rn(rn−2)/2+A/2)cs,j,n(q)

exists and is finite as q → +∞. Replacing q by q2, we can easily conclude, for
we have that for all (s, j) ∈ {1, . . . , A} × {0, . . . , n}:

(1− 2j)(A− s)−
(
j(An−A+ 3)− j2A+ rn(rn− 2) +A

)
≥ αn2 +β′n+ γ′ ,

where α = −A/4 − r2, β′ = 2r − (A + 1)/2, γ′ = −1/2 − 1/(2A) (this lower
bound is obtained for s = 1 and j = (n+ 1)/2 + 1/(2A)).

Now we can prove the following lemma, which gives an expression for
Dn(q), a common denominator to P̂j,n(q2), for j ∈ {0, 2, 4, . . . , A− 1}:

Lemma 4.5. Let n and A be odd positive integers, and r ∈ N∗ such that
A− 2r > 0. For α = −A/4− r2, there exist β and γ real numbers depending
only on A and r such that for all j ∈ {2, 4, . . . , A− 1}:

(A− 1)! qbαn
2+βn+γcϕn(1/q)2r dn(1/q2)A−jP̂j,n(q2) ∈ Z

[
1
q

]
(4.15)

and

qbαn
2+βn+γcϕn(1/q)2r d2n(1/q)A−1 ∆n(1/q) P̂0,n(q2) ∈ Z

[
1
q

]
. (4.16)

Thus, by setting

Dn(q) := (A− 1)! qbαn
2+βn+γcϕn(1/q)2r d2n(1/q)A−1 ∆n(1/q), (4.17)

we get:

Dn(q)P̂j,n(q2) ∈ Z
[

1
q

]
for all j ∈ {0, 2, 4, . . . , A− 1}.

Proof. As limq→+∞ dn(1/q2) = dn(0) = ±1 and limq→+∞ φt(1/q) = φt(0) =
±1, the previous lemma implies that for all (s, j) ∈ {1, . . . , A} × {0, . . . , n},
the limit of the function

q 7→ qαn
2+β′n+γ′ϕn(1/q)2r dn(1/q2)A−scs,j,n(q2)
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exists and is finite as q → +∞. By using Lemma 4.3 we then obtain that for
α = −A/4− r2 there exist real numbers β′ and γ′ depending only on A and
r, such that for all (s, j) ∈ {1, . . . , A} × {0, . . . , n}:

qbαn
2+β′n+γ′cϕn(1/q)2r dn

(
1/q2

)A−s
cs,j,n(q2) ∈ Z

[
1
q

]
. (4.18)

From the expressions (3.9), (3.16) and (3.18), we deduce (4.15) (some easy
computations show that the values β = β′ − A + 1 and γ = γ′ + A − 2 are
convenient).

Besides, the definition (4.3) shows that ∆n(x) is nothing else but the
lowest common multiple (lcm) of 1 − x, 1 − x3,. . . ,1 − x2n−1. Recall that
dn(x) is the lcm of 1 − x, 1 − x2,. . . ,1 − xn. From the definition of lcm and
equation (4.1), we deduce first

dn(x2) =
n∏
t=1

φt(x)×
2n∏

t=n+1
t even

φt(x),

and then that d2n(x)A−1∆n(x) is the lcm of the polynomials ∆n(x)sdn(x2)A−s

when s runs along {1, . . . , A}. This yields (4.16), with the help of (4.18),
expressions (3.15), (3.17) and (3.18), and equation (3.13).

5 Asymptotic estimates

We now evaluate the asymptotics for Sn(q), the coefficients P̂j,n(q) from
(3.14), and finally Dn(q). Throughout this section, we fix an odd integer
A and r ∈ N∗ such that A− 2r > 0.

5.1 Asymptotic evaluation of Sn(q)

Lemma 5.1. For all 0 < |q| < 1, we have:

lim
n→+∞

1
n2

log |Sn(q)| = −1
2
r(A− 2r) log |1/q|.

Proof. Set ρk(q) := qk(1−q2k+n−1)Rn(qk; q), so that Sn(q) =
∑

k≥1 ρk(q). By
the definition (3.8) of Rn(T ; q), it is clear that ρk(q) = 0 ⇔ k ∈ {0, . . . , rn}.
Moreover we have for k ≥ rn+ 1:

ρk+1(q)
ρk(q)

= q(A−2r)n/2+A/2−1 1− q2k+n+1

1− q2k+n−1

1− qk

1− qk−rn

× 1− qk+n+rn

1− qk+n

(
1− qk−1/2

1− qk+n−1/2

)A+1

.
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Then, as A − 2r > 0, 0 < |q| < 1 and k ≥ rn + 1, we have for a sufficiently
large n the following upper bound, uniformly in k:∣∣∣∣ρk+1(q)

ρk(q)

∣∣∣∣ ≤ |q|(A−2r)n/2

(
1 + |q|
1− |q|

)A+3

<
1
3
,

which yields, as in [6] and [9], the following inequalities:

1
2
|ρrn+1(q)| ≤ |Sn(q)| ≤ 3

2
|ρrn+1(q)|.

Besides,

ρrn+1(q) = (−1)rn+2q(rn+1/2)((A−2r)n/2+A/2−1)

× (1− q2rn+n+1)(q)A−2r
n

(q, q(r+1)n+1)rn
(qrn+1/2)An+1

,

therefore we get:

lim
n→+∞

1
n2

log |Sn(q)| = lim
n→+∞

1
n2

log |ρrn+1(q)| = −1
2
r(A− 2r) log |1/q|.

5.2 Asymptotic evaluation of the coefficients P̂j,n(q) of (3.14)

Lemma 5.2. For all j ∈ {0, 2, 4, . . . , A− 1} and 0 < |q| < 1, we have:

lim sup
n→+∞
nodd

1
n2

log |P̂j,n(q)| ≤ 1
8

(A+ 4r2) log |1/q|.

Proof. We assume from now on that n is an odd positive integer. First note
that for any complex numbers ai,n (0 ≤ i ≤ n):(
∀i ∈ {0, . . . , n}, lim sup

n→+∞

1
n2

log |ai,n| ≤ c
)
⇒ lim sup

n→+∞

1
n2

log

∣∣∣∣∣
n∑
i=0

ai,n

∣∣∣∣∣ ≤ c.
This shows, via the definition of the coefficients P̂j,n(q) given by (3.15)-(3.18),
that it is enough to prove the inequality of the lemma for the coefficients
ds,j,n(q) = (−1)sq(j−1/2)scs,j,n(q), uniformly in j and s. We fix the integer
j ∈ {0, . . . , n} and η = (1 − |q|)/2 > 0. Cauchy’s formula applied to (3.10)
gives:

ds,j,n(q) = − 1
2iπ

∫
C
Rn(Tq1/2−j ; q)(1− T )s−1dT,
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where C is the circle of center 1 and radius η. Back to the expression (3.8),
we get:

Rn(Tq1/2−j ; q)(1− T )s−1 = q−j((A−2r)n/2+A/2−2)−An−1/2T (A−2r)n/2+A/2−2

× (q)A−2r
n (1− T )s−1 (q−rn−j+1/2T, qn−j+1/2T )rn

(Tq−j)An+1

·

After some elementary manipulations, we can deduce:

Rn(Tq1/2−j ; q)(1−T )s−1 = qAj
2/2−Anj/2+2j−(rn)2/2−An−1/2TA(n−2j)/2+A/2−2

× (−1)Aj+rn(q)A−2r
n (1− T )s−A−1 (qj+1/2/T, qn−j+1/2T )rn

(q/T )Aj (qT )An−j
·

In order to find an upper bound to this expression for T ∈ C, we use the
following inequalities from [9], valid for (a, b) ∈ N∗ × N, T ∈ C and η =
(1− |q|)/2:

0 < (|q|(1 + η); |q|)∞ ≤ |(qaT )b| ≤ (−(1 + η); |q|)∞,

0 < (|q|/(1− η); |q|)∞ ≤ |(qa/T )b| ≤ (−1/(1− η); |q|)∞,

|TA(n−2j)/2+A/2−2| ≤ (max(1 + η; 1/(1− η))An/2(1 + η)A/2−2,

|(q)n| ≤ (−|q|; |q|)∞ and |1− T |s−A−1 ≤ 1/ηA+1.

It remains to find a lower bound for the power of q in the previous expression
of Rn(Tq1/2−j ; q)(1 − T )s−1. This can be done by noting that the function
j 7→ Aj2/2−Anj/2 + 2j − (rn)2/2−An− 1/2 is minimal at j = n/2− 2/A,
and this minimal value is equal to −An2/8− r2n2/2 +λn+µ, where λ and µ
are real numbers depending only on A and r. All this yields to the following:

|ds,j,n(q)| ≤ c0 × |q|−(A+4r2)n2/8,

where c0 depends neither on j nor on s, and satisfies lim
n→+∞

c
1/n2

0 = 1, and we

can conclude.

5.3 Asymptotic evaluation of Dn(q) defined by (4.17)

We first recall Möbius function µ : N∗ → {−1, 0, 1}, which is defined for any
positive integer n by

µ(n) :=


1 if n = 1,
(−1)s if n is a product of s distinct primes,
0 otherwise.

We prove a preliminary result:
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Lemma 5.3. For any positive integer n, we have:∑
1≤d≤n
dodd

µ(d)
d2

=
8
π2

+ O(1/n), (5.1)

∑
1≤d≤n
d even

µ(d)
d2

= − 2
π2

+ O(1/n). (5.2)

Proof. Recall
6
π2

=
∑
d≥1

µ(d)
d2

=
∑
d≥1

µ(2d)
4d2

+
∑
d≥1

d odd

µ(d)
d2

.

Besides µ(2d) = −µ(d) if d is odd and µ(2d) = 0 if d is even, so we get:∑
d≥1

d odd

µ(d)
d2

=
8
π2
, (5.3)

and this implies ∑
d≥1
d even

µ(d)
d2

= − 2
π2
· (5.4)

Then we immediately deduce (5.1) (resp. (5.2)) from (5.3) (resp. (5.4)).

Now we can prove the following lemma:

Lemma 5.4. For all 0 < |q| < 1 we have:

lim
n→+∞

1
n2

log |∆n(1/q)| =
8
π2

log |1/q|, (5.5)

lim
n→+∞

1
n2

log |ϕn(1/q)| =
2
3

log |1/q|. (5.6)

Proof. Recall Möbius inversion formula: if f is an arithmetic function defined
on N∗, and if g(n) :=

∑
d|n f(d), then f(n) =

∑
d|n µ(n/d)g(d) for all n ∈ N∗.

Applying this formula to (4.1) yields for k ∈ N∗:

log |φk(x)| =
∑
d|k

µ(d) log |xk/d − 1|. (5.7)

First recall the definition (4.3):

∆n(x) =
2n−1∏
k=1
k odd

φk(x).
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Thus, by using (5.7), we can write for |x| > 1:

log |∆n(x)| =
2n∑
k=1
k odd

∑
d|k

µ(d) log |xk/d − 1| =
∑

1≤d≤2n

d odd

µ(d)
∑

1≤`≤2n/d

` odd

log |x` − 1|

=
∑

1≤d≤2n

d odd

µ(d)
∑

1≤`≤2n/d

` odd

(` log |x|+ log |1− x−`|)

= log |x|
∑

1≤d≤2n

d odd

µ(d)
∑

1≤`≤2n/d

` odd

`+ O

(
n

2n∑
`=1

1
`

)
.

Since
∑

1≤`≤2n/d

` odd

` =
n2

d2
+ O(1) and O

(
n

2n∑
`=1

1
`

)
= O(n log n), we get:

log |∆n(x)| = n2 log |x|
∑

1≤d≤2n

d odd

µ(d)
d2

+ O(n log n),

which yields (5.5), by setting x = 1/q and using (5.1).

To prove (5.6), recall the definition (4.4):

ϕn(x) = φ2(x)nφ4(x)bn/2c . . . φ2n(x).

We use again (5.7), assuming |x| > 1:

log |ϕn(x)| =
n∑
k=1

⌊n
k

⌋∑
d|2k

µ(d) log |x2k/d − 1|

=
∑
d,`≥1

d` even≤2n

µ(d)
⌊

2n
d`

⌋
log |x` − 1|

=
∑

1≤d≤2n
d even

µ(d)
∑

1≤`≤2n/d

⌊
2n
d`

⌋
log |x` − 1|

+
∑

1≤d≤2n

d odd

µ(d)
∑

1≤`≤2n/d
` even

⌊
2n
d`

⌋
log |x` − 1|.

Hence, by setting un(x) :=
∑n

`=1

⌊
n
`

⌋
log |x` − 1|, we have:

log |ϕn(x)| =
∑

1≤d≤2n
d even

µ(d)u2n/d(x) +
∑

1≤d≤2n

d odd

µ(d)un/d(x
2). (5.8)
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Assuming |x| > 1 we can write:

un(x) = log |x|
n∑
`=1

`
⌊n
`

⌋
+

n∑
`=1

⌊n
`

⌋
log |1− x−`|

= log |x|
n∑
`=1

`
∑

1≤k≤n/`

1 +
∑
`,k≥1
`k≤n

log |1− x−`|

=
log |x|

2

n∑
k=1

⌊n
k

⌋(⌊n
k

⌋
+ 1
)

+ O

∑
`,k≥1
`k≤n

1


=

log |x|
2

n∑
k=1

n2

k2
+ O (n log n)

= n2 log |x| × π2

12
+ O (n log n) .

Therefore, by using (5.8), (5.2) and (5.1), we deduce:

log |ϕn(x)| =
∑

1≤d≤2n
d even

µ(d)
(

4
n2

d2
log |x| × π2

12
+ O

(
2n
d

log
2n
d

))

+
∑

1≤d≤2n

d odd

µ(d)
(

2
n2

d2
log |x| × π2

12
+ O

(n
d

log
n

d

))

= n2 log |x| × π2

3
× −2
π2

+ n2 log |x| × π2

6
× 8
π2

+ O
(
n log2 n

)
=

2
3
n2 log |x|+ O

(
n log2 n

)
,

which, by setting x = 1/q, shows (5.6) as desired.

Now we are able to prove the following result:

Lemma 5.5. For all 0 < |q| < 1 we have:

lim
n→+∞

1
n2

log |Dn(q)| =
(
A

4
+ r2 +

12
π2

(A− 1) +
4r
3

+
8
π2

)
log |1/q|.

Proof. For 0 < |q| < 1 recall the estimate (see [2] and [15]):

lim
n→+∞

1
n2

log |dn(1/q)| = 3
π2

log |1/q|. (5.9)

Thus, with the help of the expressions of Dn(q) and α = −A/4− r2 given by
(4.17), and by using the previous lemma, we can easily conclude.
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6 Concluding remarks

6.1 Link with Dirichlet’s beta function

As mentioned in the introduction, we now justify the term q-analogues of the
values of Dirichlet’s beta function at positive integers. To this aim, recall the
Stirling numbers of the second kind (see [14]), which are integers denoted by
S(s, j) (where s and j are integers such that 1 ≤ j ≤ s) and defined by:

xs =
s∑
j=1

S(s, j)x(x− 1) . . . (x− j + 1).

By expanding the summand in the first expression of (1.1), we can write for
all s ≥ 2 and |q| < 1:

βq(s) =
∑
k≥1

ks−1
∑
m≥0

(−1)mq(2m+1)k

=
∑
k,m≥0

(k + 1)s−1(−1)mq(2m+1)(k+1)

=
∑
k,m≥0

s−1∑
j=1

q(2m+1)(k+1)(−1)m+s−1−jS(s− 1, j)j!
(
k + j

j

)

=
s−1∑
j=1

(−1)s−1−jS(s− 1, j)j!
∑
m≥0

(−1)m
q2m+1

(1− q2m+1)j+1

=
s−1∑
j=1

(−1)s−1−jS(s− 1, j)j!Yj+1(q). (6.1)

Note in passing that (6.1) is the inverse expansion of (3.4). Notice that our
auxiliary functions Ys(q) are clearly q-analogues of the function β at positive
integers, since for s ≥ 1:

lim
q→1

(1− q)sYs(q) = β(s).

This shows, by using (6.1) and (1.2), that for all s ≥ 1:

lim
q→1

(1− q)sβq(s) = (s− 1)!β(s). (6.2)

6.2 Special emphazis on βq(1) and βq(2)

For s = 1, we have in fact:
βq(1) = Y1(q),
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which, as mentioned in the introduction, is, up to constants, equal to πq whose
irrationality exponent was studied in [3, 4].
Now we inspect more carefully the link with Catalan’s constant, which is
defined by G :=

∑
k≥0(−1)k/(2k+ 1)2 = β(2). The q-analogue of G proposed

at the end of [4] corresponds to Y2(q). Although this is not really obvious
from the definition of βq(2), we have in fact via (6.1) the following identity,
which can also be deduced from (3.4):

βq(2) = Y2(q) =
∑
k≥0

(−1)k
q2k+1

(1− q2k+1)2
·

There are many similarities between the diophantine behaviour of the values of
Riemann’s zeta function at even positive integers and the values of Dirichlet’s
beta function at odd positive integers. However, no analogy to Apery’s famous
result [1] ζ(3) /∈ Q has been found for G yet. Indeed, the linear forms built
in [13] do not show that G is irrational. Moreover, even the denominators
conjecture formulated in [13] do not give the arithmetic nature of G. We
point out that this denominators conjecture was proved in [12] through Padé
approximants, and then in a simpler way by using transformation formulae
for hypergeometric series in [8].
Now recall the linear combination for G studied in [8]:

n!
∑
k≥1

(−1)k
(
k +

n− 1
2

)
(k − n)n(k + n)n

(k − 1/2)3n+1

= anG− bn, (6.3)

where the coefficients an and bn are explicitely given in [8], and we recall
(x)n := x(x+ 1) . . . (x+ n− 1). We want to point out that our linear combi-
nation (3.14) gives a q-analogue of (6.3). Indeed, for any odd positive integer
n, A = 3 and r = 1, (3.14) is:

(q)n
∑
k≥1

(−1)k+1q(2k−1)(n+1)/4(1− qk+(n−1)/2)
(qk−n, qk+n)n
(qk−1/2)3n+1

= An(q)β√q(2) +Bn(q), (6.4)

with

An(q) :=
n∑
j=0

(−1)jq1/2−j(2d2,j,n(q) + d3,j,n(q))
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and

Bn(q) :=
3∑
s=1

n∑
j=1

j∑
k=1

(−1)j+k
(
qk−jds,j,n(q)
(1− qk−1/2)s

+
q−k+jds,j,n(1/q)
(1− q−k+1/2)s

)

− 1
2

n∑
j=0

(−1)jq1/2−jd1,j,n(q).

Multiplying (6.4) by (1 − q1/2)2, then letting q tend to 1, we get by using
(6.2):

−1
2
n!
∑
k≥1

(−1)k
(
k +

n− 1
2

)
(k − n)n(k + n)n

(k − 1/2)3n+1

= αnG+ βn, (6.5)

where αn := limq→1An(q) and βn := limq→1(1 − q1/2)2Bn(q). If the hyper-
geometric series on the left-hand side of (6.5) is multiplied by −2, we obtain
the left-hand side of (6.3). Moreover, by using the definition (3.8) of Rn, the
identity (3.9), and (3.11), a direct calculation gives:

αn = −2
n∑
j=0

(n− 2j)
(
n

j

)3(n+ j − 1
2

n

)(
2n− j − 1

2

n

)

×
(

1
n− 2j

+ 3Hj +Hj− 1
2
−Hn+j− 1

2

)
,

where for any positive integer m, Hm :=
∑m

j=1
1
j is the m-th harmonic num-

ber, whose definition is extended to half-integers by Hm :=
∑bmc+1

j=1
1

m−j+1 ·
This shows that for any odd positive integer n, αn = −an/2 (see [8]). Thus
our linear combination (6.4) is indeed a q-analogue of the one in [8], as we
necessarily have βn = bn/2.

6.3 A q-denominators conjecture

As in [6], it seems possible to refine Lemma 4.5, by considering another com-
mon denominator to the P̂j,n(q2), having the form D̃n(q) = Dn(q)/∆n(1/q).
We formulate in this direction the following q-denominators conjecture:

Conjecture 6.1. Let n and A be odd positive integers, and set r ∈ N∗ such
that A − 2r > 0. For α = −A/4 − r2, there exist real numbers β and γ only
depending on A and r such that if we set:

D̃n(q) := (A− 1)! qbαn
2+βn+γcϕn(1/q)2r d2n(1/q)A−1,
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then we get:

D̃n(q)P̂j,n(q2) ∈ Z
[

1
q

]
∀j ∈ {0, 2, 4, . . . , A− 1}.

In our opinion, Conjecture 6.1 should be solved by using transformation
formulae for basic hypergeometric series, together with arithmetical tech-
niques similar to those used in [6]. Proving this conjecture would imply for
1/q ∈ Z \ {−1; 1} and any odd integer A ≥ 3:

dimQ (Q + Qβq(2) + · · ·+ Qβq(A− 1)) ≥ g(A),

where

g(A) = max
r∈N

1≤r<A/2

g(r;A) and g(r;A) :=
4rA+A− 4r2(

48
π2 + 2

)
A+ 8r2 − 48

π2 + 16r
3

·

Unfortunately, and unlike the case of ζq in [6], solving this conjecture would
not give a refinement of the quantitative version in Corollary 1.3. Indeed,
although g(A) > f(A) for all A, we have 1 > g(19) ' 0.988 > f(19) ' 0.973
and g(21) ' 1.042 > f(21) ' 1.028 > 1.
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CNRS, UMR 5208 Institut Camille Jordan,
Bâtiment du Doyen Jean Braconnier,
43, bd du 11 Novembre 1918, 69622 Villeurbanne Cedex, France
jouhet@math.univ-lyon1.fr

Elie Mosaki,
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