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A muggle’s approach to inequalities

To the memory of Mihai Onucu Drimbe (1952-2014)

A wonderful teacher, a passionated researcher, and a dear friend

A few years ago, my colleague Bodo Lass proposed me to give lectures at
the Club de Mathématiques Discretes, a twenty years old Lyon-based initiative
gathering passionated high school students for week-end or week-long sessions
of intensive mathematical training. (Bodo is Club’s linchpin.) Though the Club
sessions tend to look like training for Olympiads, Bodo gave me carte blanche,
so that I chose a path that can be loosely defined as “a problem-based muggle’s
introduction to analysis through inequalities”. In a way, it was a reaction to the
mania for constant recourse to magic, often consubstantial with such training
(this is what I like to call “the Holy Hand Grenade of Antioch syndrome”), and
to the excessive focus on problems that can be solved in a short space of time.

Along the years, I have accumulated too much material to be discussed in
one session, so I decided to gather it in a written text. Its purpose is twofold:
to provide an essentially self-contained source (including the solutions to all the
problems) to a junior reading group or to colleagues who want to teach classical
analysis to advanced high school students, and to complement my lectures at the
Club, allowing along the way motivated students to consolidate their knowledge
and work independently on the problems presented.

The August 2025 version of this text is only about inequalities. I plan to add
later extra chapters, dealing with topics as polynomials, systems, and some of the
problems that struck me when I was a high school student myself.

A few legal disclaimers. This is by no means a monograph on inequalities,
and I do not mention the most useful inequalities in advanced analysis, which
often involve integrals of functions. Nevertheless, in selecting the questions pro-
posed, their relevance and (necessarily subjective) aesthetic criteria played an im-
portant role. Speaking of aesthetics, I tried to avoid rhinestones and glitter. The
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text has almost no claim of originality, at least concerning most of the statements
and proofs. Occasionally, the proofs use standard undergraduate level analysis,
which is part of every bachelor level curriculum in mathematics, but I have tried
to limit the use of such tools. I provided the references whenever I was aware of
the original source, but I have certainly missed many of them.

An important source of inspiration for the text was the book (in Romanian)
“Inequalities. Ideas and methods” of my former teacher Mihai Onucu Drimbe,
a charismatic figure who passed on his passion for mathematics to me and to
whom I dedicate this text.

Finally, a warm recommandation to the young readers: try to solve the prob-
lems first, not to read the solutions right away.

Lyon, August 2025
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Chapter 1

Basic methods and inequalities

Overview. In this chapter, we present some must-know inequalities and a few of
the most significant basic methods used in proving inequalities.

1.1 Must-know inequalities

Definition 1.1. Let x, x5, ..., 2, > 0. The numbers
+ + 4z, T,L: T
A= A(‘Ihx% s 7]:71) = oL = & = Z] : ]7 (11)
n n
G =G(x1,T9,...,2,) = YT 109 T = azi/nx;/n'~-x,1/” = Ha:j, (1.2)
j=1
n
H=H(zy,...,z,) = i i T (1.3)
T To Tn

are respectively the arithmetic mean (AM), geometric mean (GM), and harmonic mean
(HM) of 1, x2, ..., zp.

We have the (AM-GM) and (GM-HM) inequalities

A=>G, (AM-GM)
G>H, (GM-HM)

with equality iff all the ;s are equal.

The following is obvious.

1
Problem 1.1. (GM-HM) for x4, x9, . . ., z,, is equivalent to (AM-GM) applied to ot
1
1 1

) )
X2 Tn



Basic methods and inequalities 1.1 Must-know inequalities

Definition 1.2. Two numbers 1 < p, ¢ < o are conjugate (or conjugate exponents) if
they satisfy one of the following equivalent conditions

— orPa=pta (1.4)
By extension, 1 and oo are also conjugate exponents.

When 1 < p, ¢ < ®, we have the Holder inequality (H)

n n Up sy 1/q
Z(ljbj < <Z‘Clj’p) <Z‘b]|q> , Val,...,an,bl,...,bneR. (H)
j=1

J=1 J=1

When p = 2 (and thus ¢ = 2), the Holder inequality takes the form of the
Cauchy-Schwarz inequality (CS)

n 2 n n
<Zajbj> gZa?Zbi,Val,...,an,bl,...,bneR. (CS)
=1 j=1

j=1

When 1 < p < o0, we have the Minkowski inequality (M)

n 1/p n 1/p n 1/p
<Z|aj+bj|P> ﬁ(ZIaﬂ”) +<ij|p> , o

j=1 j=1 J=1

Yay,...,a,,b1,...,b, € R.
The following is easily obtained by taking square on both sides of (M) with
p =2
Problem 1.2. The Minkowki inequality (M) with p = 2 is equivalent to the (CS)

inequality.

The next two must-know inequalities are rearrangement inequalities, involving
ordered lists of numbers, a; < ay < -+ < a,, by < by < --- < b,, and permutations
o € S,. We have the rearrangement inequality (R)

Db < D ajbey < D ajby, Vo€ Sy, (R)
j=1 j=1

7=1

and the Chebyshev inequality (C)

Zajbj = ZCLJ‘Z()J’. (C)
j=1 =1 j=1

SENS



Petru Mironescu Inequalities and other stories

The above inequalities are reversed if the lists are ordered a; < ay; < --- < a,,
by = by > - > b,

A common feature of these inequalities is that they are homogenous: for ex-
ample, proving (AM-GM) for x4, z,, ..., x, is equivalent to proving the same in-
equality for txy,txs, ..., tx, for somet > 0.

Problem 1.3. Use the homogeneity of the inequalities to reduce them to the fol-
lowing special cases:

(1) (AM-GM) when z12z5---x,, = 1l or when x; + x5 + - - - + 2, = n.
(2) (H)when 337, [a;P = 1and 357, b7 = 1.
(3) (CS)when > 1?2 = 1.

j=1"7

1.2 Induction

Problem 1.4. Prove (AM-GM) by Cauchy induction, that is, using the following
scheme:

(1) Prove (AM-GM) forn = 2,4,...,2% ...

(2) Given n and some integer k such that n < 2*, prove (AM-GM) for n starting
from (AM-GM) for 2*.

(3) On the way, prove that equality holds in (AM-GM) iff z; = - - = z,,.
Problem 1.5. Prove (AM-GM) by induction.
Problem 1.6. Prove (CS) by induction.

1.3 Convexity

Convexity provides a very fruitful insight to inequalities. Many of the must-
know inequalities, if interpreted correctly, are occurrences of the Jensen inequal-
ity that we recall below.

Definition 1.3. If / R is an interval, a function f : I — R is convex iff it satisfies
the Jensen inequality (J)

fl(A=tiz+ty) < (1—t)f(z) +tf(y), Ve,ye [, VO <t < 1. 1)

A convex function is strictly convex if equality in (J) for some 0 < ¢ < 1 implies
that x = y.



Basic methods and inequalities 1.3 Convexity

A function is concave if it satisfies the reverse inequality. Similarly for strictly
concave. In general, a function is neither convex, nor concave.

A straightforward induction leads to the following generalization of (J).

Problem 1.7. (1) If f : I — R is convex, then it satisfies the general(ized) Jensen
inequality (GJ)

f(Z ijj> < YN fla), Yn =2, Vay, .. zp el
j=1

\ (G)
VA1, ..., Ay €10, 1] such that Z)\j =1.
j=1
(2) If f is strictly convex and equality occurs in (GJ) for some 0 < Aq,..., A\, < 1,
thenz; =29 = = 2,

The inequality is reversed if f is concave.

Definition 1.4. A convex combination of x, ..., r, is a sum of the form 37, \;z;,
with Ay, ..., A, € [0,1] such that > .7 | A; = 1.

In order to effectively use (GJ), one needs examples of convex and concave
functions. They can be found in most of calculus books. A good executive sum-
mary can be found on Wikipedia [12]. For us to start, the following examples are
sufficient.

a) R >z — e” is strictly convex.

b) If 1 <p < », R >z — [z is strictly convex. In particular, if 1 < p < o
[0,0) 5 2 — 2P is strictly convex.

¢) (0,00) 3 x — Inz is strictly concave. Sois (—1,%0) 3 z — In(1 + z).
d) If n is an integer, (—o0, 0] 3 z — x?"*1 is strictly concave.

e) Affine functions R 3 z — az + b are both convex and concave. In particular,
linear functions R > x — ax are both convex and concave.

f) The functionsR 3z — (z —a)" and R 3 x — (x — a)~ are convex. Recall that

N x, ifx>0 N 0, ifxr>0
xt o= , and 2~ = _ .
0, ifz<0 —x, ifx <0

g) If f: I — R satisfies f” > 0, respectively f” > 0 possibly except at the end-
points, then f is convex, respectively strictly convex.

4



Petru Mironescu Inequalities and other stories

Problem 1.8. Prove (AM-GM), with the equality case, using the strict convexity
of R >z — e".

Problem 1.9. (1) Prove (H) using the strict convexity of R 3 z — |z[P (with 1 <
p < o). Hint: take, in (G]), A; == C|b;|%, for some appropriate constant C'.

(2) Prove that equality occurs in (H) iff
the vectors (a;)1<;<, and (sgn b;|b;|*")1<;<, are proportional. (1.5)
A few comments about (1.5).
a) By symmetry of (H) in p and ¢, equality occurs in (H) iff

the vectors (b;);<;<, and (sgna;|a;|’")i<;<, are proportional. (1.6)

b) In the special case where p = ¢ = 2, (1.5) reads as follows: equality occurs in
(CS) iff the vectors (a;)1<j<, and (b;)1<;<, are proportional.

The perspective of convexity allows to see the (AM-GM) and (GM-HM) in-
equalities as special cases of an infinite family of inequalities. First, a definition.

Definition 1.5. Let 21,25 ..., x, > 0. For r € R\{0}, we define the generalized mean

Zn - 1/r
Coox
AL:M@M%W@@:<J14> . (1.7)
n
Set also
My = My(x1, 29, ..., a,) = xi/n...x,l/”. (1.8)

This scale of means includes AM, GM, and HM:

A=M, G=M, H=M_.

no2
)
Another important mean is the quadratic mean M, = 217, .

These inequalities are related by the following noticeable means inequality:
if ry <ry, then M,, < M,,, (MI)

with equality iff 21 = 2o = - - - = z,,.



Basic methods and inequalities 1.3 Convexity

Problem 1.10. Prove (MI) via the following strategy.

(1) Reduce the study of (MI) to the case where 0 < r; < rs.
(2) When r; = 0 and ry > 0, reduce (MI) to the (AM-GM) inequality.

(3) If 0 < r; < 1y, reduce (MI) to (GJ) applied to the function (0,®) 3 z — 2,
where r = ry/r;.

Remark 1.1. One may consider, more generally, numbers 0 < A;,..., A\, < 1 such
that >)7_, A; = 1 and the more general means

((1.7) and (1.8) correspond to the choice \; = 1/n, V j.) Then (MI) still holds. This
is proved by repeating the argument in Problem 1.10.

The following general means inequality (corresponding to v, = 1 and r; = 0)
is frequently used.

ZAJQJJZHZE;\], VI]>O, /\]ZOSt Z)\le (GMI)
j=1 =1

j=1

It is less obvious to recognize (M) as an occurrence of (J). The starting point is
that, when 1 < p < o, the function

[0,0) 52— f(z) = (1 + 2?)"? (1.9)
is strictly convex. This fact can be proved in calculus, and we take it for granted.

Problem 1.11. (1) Prove by induction that, if (M) holds for n = 2, then it holds
for every n.

(2) When n = 2, use homogeneity to reduce (M) to the special case where |a;| +
|b1] = 1.

(3) In the above special case, use (J) for the function f defined in (1.9) to derive
M).
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1.4 Majorization

The Jensen inequalities (J) and (GJ) lead to more general inequalities, involving
more points. To give a flavor of this, let us prove that, for f : [0,3] — R, f convex,
we have

f(1) + f(2) < f(0) + f(3). (1.10)
Indeed, we have
2 1 1 2
1:§x0+§x3and2=§x0+§x3. (1.11)

Applying twice (J), we find that
f(1)+ f(2) =f<§ ><O—|—% ><3> +f(% ><O+§><3)
2 1 1 2
SZF(0) + 55(3) + 51(0) + 2 (3) = F(0) + 1(3),
whence (1.10).

Here is an easy generalization of the above. (Deeper results, soon after.)

Problem 1.12. Let f : I = [«, 5] — R be convex.

(1) Assume thata,b,c,del,a <c<b,anda+0b = c+d. Prove that f(c)+ f(d) <
f(a) + f(b). If in addition, f is strictly convex, characterize the equality cases.

(2) Assume that f is strictly convex. Given S € R:
(a) Prove that the couple (z,y) achieves
max{f(z) + f(y); x,y € I, v +y = S}
iff either x or y is an endpoint of I.

(b) Prove that the couple (, y) achieves the min in the above iff x = y = S/2.

In this section, we characterize the inequalities of the type (1.10) that are valid
for all convex functions. Some intuition is provided by (1.11), which can be rewrit-
ten, using vectors and a matrix, as

1\ (2/3 1/3) (0
2) = \1/3 2/3)\3)"
The properties of the above matrix are captured in the following definition.

7



Basic methods and inequalities 1.4 Majorization

Definition 1.6 (Doubly stochastic matrix). A matrix A = (a;x)1<jr<n is doubly
stochastic (DS) iff

ajr =0, ¥ j, k, (1.12)
Dlag=1,Yj (1.13)
k=1
Dlag =1, Vk. (1.14)
j=1

The next definition, less intuitive, will be crucial in the first main result of this
section, Theorem 1.1 below.

Definition 1.7 (Majorization). Let z1, ..., %, 41, . . ., y, € R. By definition, (z1, ..., z,)
majorizes (yi, ..., Yy) iff

T1 <Xy < - < T, U< Y2 < -+ < Yn, (1.15)
wléyla (116)
T1 + 22 < Y1+ Yo, (1.17)
T+ Tot A Xy YL+ Y2+ Yoo, (1.18)
TitTot o+ Ty =Yty t+ ot Yne (1.19)

Theorem 1.1. Let [ be an interval and let 1, ..., 2,,v1,...,y, in I satisfy (1.15).
Then the following are equivalent:

(1) For every convex function f : I — R, we have

J

(EDIIC] (1.20)

1

(2) (z1,...,x,) majorizes (yi,...,Yn).

(3) There exists a doubly stochastic matrix A = (a;i)1<jr<n such that
yj = Z ajrTr, V7. (1.21)
k=1

Moreover, the condition (1.15) can be relaxed to

Y1 <Yo < < Yn (1.22)
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Remark 1.2. In the implication “(3) = (1)”, the assumptions 21 < 23 < --- < z,,
and y; < y2 < --- <y, are not used. Therefore, the valid inequalities of the form
(1.20) are characterized by doubly stochastic matrices, which are magic squares
with sum 1. It is thus interesting to know how to build magic squares. There
actually exists a “recipe” to cook all magic squares. See Theorem 3.1.

Remark 1.3. The implication “(2) = (1)” is known as the Karamata theorem [9].

In the proof of Theorem 1.1, two of the implications are easy.

Problem 1.13. Prove the implications “(1) = (2)” and “(3) = (1)”. Hint for the
first implication: use linear functions and functions of the form z — (z —a)~.

Problem 1.14. Prove that, indeed, in Theorem 1.1, the assumption (1.15) can be
replaced with the weaker assumption (1.22).

The remaining implication required to complete the proof of the theorem,
“(2) = (3)”, is more difficult to obtain. We present below a rather natural proof.

Proofof “(2) = (3)”. The proof is by induction on n > 2, the case n = 2 being essentially
already settled in Problem 1.12.

Step 0. Proof when n = 2. Since
2y1 <1+ Y2 = 11 + 12 < 200,

we have y; < x2. By assumption, we also have 21 < y;, and thus z; < y; < x2. Therefore,
there exists some A € [0, 1] such that y; = (1 — A\)z1 + Aza. Since

Yo =1+ 22 —y1 =21 + 22 — [(1 = AN)z1 + Az2] = Azg + (1 — N)aa,

we find that (1.21) holds for the DS matrix A := <1 ; A 1 i )\>.

Next, assume that n > 3 and that “(2) = (3)” holds for n — 1.

We prove in four steps that “(2) = (3)” holds for n. Step 1 is a preliminary reduction
to the special case y,, = 0. We appeal to the induction assumption in Step 2; to be able to
do so, we rely on the assumption y,, = 0. The key step is Step 3: it consists of constructing
the first (n — 1) lines of the DS matrix that we want to find; this is the heart of the proof,
and the assumption y,, = 0 will again be used. In Step 4, we complete the DS matrix.

Step 1. We may assume that y,, = 0. Indeed, if 1, ..., 2y,,y1,...,y, satisfy (1.15)—(1.19),
thensodox; —¢,...,zn —c,y1 — ¢,...,yn — ¢, Vc € R, and it clearly suffices to prove
item (3) for these new numbers. Choosing ¢ = y,, we may thus assume that y,, = 0.
Subtracting (1.18) from (1.19), we find that z,, > y,, = 0.

Step 2. Use of the induction assumption. The systems of numbers 1, ..., 2,—2, Tp—1 + Ty,
respectively y1, . . ., Yn—2, Yn—1, satisfy the assumptions (1.15)—(1.19) (with n replaced with

9



Basic methods and inequalities 1.4 Majorization

n — 1). Indeed, the condition x,,_» < z,,_1 + =, holds since z,,_» < x,,_1 and z,, > 0, and
all the other conditions are clearly satisfied. By the induction assumption, there exists a
DS matrix B = (bjx)1<jk<n—1 such that

n—1

Yi = D, bkt + bjgn1ymn, V1< j<n—1. (1.23)
k=1

In a matrix form, (1.23) reads

Y1 b1 biz ... by b1(n—1) x1
y.2 = b?I b?Q o 52(771) b2(7?71) 33.2 . (1.24)
Yn—1 b(n—l)l b(n—1)2 e b(n—l)(n—l) b(n—l)(n—l) Tn

Let us denote by C' = (¢jk)1<j<n—1,1<k<n the matrix in (1.24). Unfortunately, C' does
not look like the first part of a DS matrix, since the sum of the entries on the line j is
1+ bj(n—1), and in general this sum is > 1. Now comes the key argument: it is possible
to replace, in (1.24), C' with a matrix with smaller coefficients, such that the sum of the
entries on each line is exactly 1. This is the done in the next step.

Step 3. There exist numbers a;;, 1 < j <n —1,1 <k < n, such that

0< ik < Cjk, Vi, Vk,, (1.25)

Ylaje =1, Y5, (1.26)

k=1

yj = ) kxk, V. (1.27)
k=1

Here is the heuristics. There are two obvious ways to replace the entries c;, with
smaller entries with the sum on each line equal to 1. A first one consists of replacing the
last entry on each line, bj(,_1), with 0. The second one consists of dividing the entries
of the line j with 1 + bj;(;,,_1), which is the sum of the entries of that line. While both
procedures lead to entries satisfying (1.25) and (1.26), there is no reason that any of them
will lead to entries satisfying (1.27). However, an appropriate combination of them will do it.

We now proceed to the rigorous argument. Set, for1 < j<n-—land1 <k <mn,

e
ek = HZIZnI) (1.29)
8 = Zn: dikTr = Yj — bj(n—1)Tn, (1.30)
k=1
Z ejkTE = ! — ;. (1.31)

1+b(n 1)

10
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Using (1.28) and (1.29), we see that the following hold for1 < j <n—1land1 <k <n:

0< djk,ejk < Cjk, Vi, VEk, (1.32)
Dl =D djr=1,Vj. (1.33)
k=1 k=1

Now comes the key argument, valid thanks to our special choice y,, = 0. Since y; < 0
(recall that y; <y, = 0) and z,, > 0, (1.30) and (1.31) imply that

sj <yj <tj, V. (1.34)

Therefore, there exists some \; € [0, 1] satisfying y; = (1 — A;)s; + A;t;. We then set

aji = (1-— )\j)djk + Ajejk, Vi, k. (1.35)

Using (1.32)—(1.35), it is straightforward to see that (1.25)—(1.27) hold.

Step 4. Completion of the matrix (a;i)1<j<n—1,1<k<n to @ DS matrix. Set ap; = 1 —
n—1 n—1
Z aji, ¥V k. In view of (1.25), of the definition of a,;, and of the fact that Z bjp =1
j=1 J=1
(since B is doubly stochastic), we have a,; > 0, YV k. Using (1.25)-(1.27) and (1.19), we
find that A == (a;1)1<jk<n is doubly stochastic and that (1.21) holds. QED

Now comes the final bouquet of this section, and one of the most useful re-
sults in this chapter. We will find necessary and sufficient conditions for the va-
lidity of the following natural generalization of (1.20): given an interval /, points

T1yevos Tny Y1, .-, Ym € I and constants ay,...,a,, B1,..., 58, > 0, we want the
inequality
Z Bif(y;) < Z g f () (1.36)
j=1 k=1

to hold for each convex function f : [ — R.

Without loss of generality, we may assume that

BN < T < < T,y S Yo < -0 < Y. (1.37)

Les us first note that, by taking f = 1 and f = —1, we find the necessary
condition for the validity of (1.36):

S= > ar=> 5 (1.38)
k=1 j=1

We consider, on [0, S|, two auxiliary functions that, as we will see below, “en-
code” the analogues of (1.16)—(1.19).

11



Basic methods and inequalities 1.4 Majorization

We associate, with z1,...,2,,a1,...,a,, the (only) function ¢ : [0,S] — R
with the following properties: (i) g(0) = 0; (ii) on [0, a1], ¢ is affine, with slope
xq; (iii) on [aq, a1 + az], g is affine with slope x5; etc. (Thus, on the last interval,
1 + -+ + a1, 5], g is affine with slope x,,.) Equivalently: (j) on [0, a1 ], ¢ varies
with constant slope from 0 to a;z1; (jj) on [, as], g varies with constant slope
from o1 to apry + asxy; ete.

We associate, using the same recipe, with y1, ..., ym, 51, ..., Bm, a function h :
[O, S] — R+.

The next problem will provide us some insight about the role of g and h.

Problem 1.15. Note that, in the setting of (1.20), we have m =n, 0y = --- = o, =
Bi=-=B.=15=n
Prove that

[(1.16) — (1.19)] < [g(t) < h(t), ¥t € [0, 5], and ¢(S) = h(S)].

We have the following far-reaching generalization of Theorem 1.1.

Theorem 1.2. Let [ be an interval and let z1,...,2,,y1,...,yn € I satisfy (1.37).
Letay, ..., o, B1, ..., Bm > 0 satisty (1.38). Then the following are equivalent:

(1) For every convex function f : I — R, (1.36) holds.
(2) We have

g(t) < h(t), ¥t e [0, 5], and g(S) = h(S). (1.39)

S SN 28 AN S

aje =0, ¥j, Yk, (1.40)

Dl =1, (1.41)

k=1

> Biaje = ax, Yk, (1.42)

j=1

yi = > aae, V. (1.43)
k=1

Remark 1.4. The equivalence “(1) < (2)” in Theorem 1.2 appears implicitly in
Karamata [9].

The following is obvious.

12
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Problem 1.16. In the setting of Theorem 1.2, we have “(3) = (1)”, even without
assuming (1.37).

Remark 1.5. In practice, the implication “(3) = (1)” is the most useful one. In
order to prove (1.36), it suffices to “cook” the matrix A.

In both Theorems 1.1 and 1.2, the most difficult part is “(2) = (3)”. Though
conceptually important, this implication has little applications in basic problems.

In a special case (already very useful!), we are now in position to give a full
proof of Theorem 1.2.

Problem 1.17. Prove Theorem 1.2 when the scalars a, ..., ay, B1, . . ., 3,, are ratio-
nal. Hint: reduce first the problem to the case of integer scalars. Next prove that
this can be seen as a special case of Theorem 1.1.

We now turn to the general case. The proof of Theorem 1.2 is based on the
following simple scheme:

Theorem 1.1=(Problem 1.17) Theorem 1.2 for rational scalars o, ..., 53,
=(by approximation) Theorem 1.2 for real scalars oy, ..., 3.

The second part of the proof is slightly long, and we do not give all details.
However, an advanced reader should be able to fill in the blanks.

Sketch of proof of Theorem 1.2 using Problems 1.16 and 1.17. Step 1. Testing (1.36) on particular func-
tions. First, by letting, in (1.36), f(z) = x and f(x) = —z, we find that

m n
T = Z ATl = Z 5;‘24;’- (144)
k=1 j=1

Note that this is the same as

9(S) = h(S). (1.45)

Next, let, for z € R, f(x) = (z — z)~. Testing (1.36) for this f, we find that

u(z) = Z ag(xp —2)” = v(z) = Z Bi(y; —=z)~, YzeR. (1.46)
pa] =1

It turns out that u can be explicitly calculated:

0, if z <y
o1z — a1T, ifrg <z<x9
U(Z) = < (Oq + 042)2 — (051.%'1 + 042.%2), ifzg <2< x3 (1.47)
kSz: =T, if z > x,
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Basic methods and inequalities 1.4 Majorization

where the last line relies on (1.38) and (1.44). A similar formula holds for v.

Step 2. “(1) = (2)” We prove here that (1.46), (1.47), and the analogue of (1.47) for v,
imply item (2). Here it will seem that we use some magic, but the idea comes from
more advanced mathematics (the use of the Legendre transform). Let ¢ € [0, S]. Since
u(z) > v(z),Vz e R, we have

tz —u(z) <tz —wv(z), VzeR,
and thus

max{tz — u(z); z € R} < max{tz —v(z); ze R}, VO <t < S. (1.48)

We will see that the left-hand side, respectively right-hand side, of (1.48) equals ¢(t),
respectively h(t). (This will complete Step 2.) Indeed, using (1.47) we find that

-

tz, if z <2y
(t—a1)2~|—041$1, ifx) <z<uwo

tz —u(z) = { (t = (1 +a2))z + (uz1 + agxa), ifry <z <z3, (1.49)
(t—9S)z+T, if 2 > x,

and thus max(tz — u(z)) is achieved: (i) when z = z1, if 0 < t < ay; (ii) when z = z9,
if a1 <t < a1 + o, etc. Calculating the value of this maximum, one sees that, indeed,
(1.48) is the same as ¢g(t) < h(t), VO <t < S.

Step 3. From real scalars a1, ..., 3y, to rational scalars. This is the part of the proof that
we do not rigorously prove or state; however, the argument we present may be easily
made rigorous. First, by multiplying all the scalars with the same positive constant, we
may assume that S is rational. We now note that (1.39) asserts that the graphs of g and
h, which are piecewise affine functions, touch at the end points, and are one below the
other. By “slightly” decreasing =1 and “slightly” increasing x,, (make a picture!), we may
assume that the two graphs do not to touch in (0,.5). We may now “slightly” change
the scalars such that the graphs still do not touch except at the endpoints, and the new
scalars are rational.

To summarize, given ¢ > 0, there are new points 7y, y;, and new rational scalars ay,

B, all depending on ¢, such that |z, — x| < ¢, V k, etc., and the corresponding functions
g and h satisfy (1.39).

Step 4. Use of Problem 1.17 to prove “(2) = (3)”. Consider a matrix (depending on ¢)
A = (@jk)1<j<m, 1<k<n satisfying the analogues of (1.40)~(1.43) for Z1, ..., Yy, @1, - - -, By
By (1.40) and (1.41), all the coefficients of the matrix are between 0 and 1. Recalling that
a bounded sequence of real numbers contains a convergent subsequence, we obtain that,
when ¢ — 0 and possibly up to passing to a subsequence, we have a;;, — a;i, and the
matrix A == (a;i)1<j<m, 1<k<n has all the required properties.

Finally, “(3) = (1)” is the content of Problem 1.16. QED

14
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Problem 1.18. Prove, without using Theorem 1.2, that

(1.36) = x1 <y and x,, = Yp,.

1.5 Rearrangement

In this section, whose presentation is inspired by the expository text (on statis-
tics!) of Block et al. [2], we prove the rearrangement inequalities (R) and (C). By
broadening the perspective, we will see them as special cases of more general
inequalities. The main result here is the following.

Theorem 1.3. Let 0, 7 € S,,. Then the following are equivalent:

(1) For each ordered listsa; < as <--- <a,and by < by < --- < b,, we have

SU = Z ajbg(j) < ST = 2 ajb‘r(j)' (150)

j=1 j=1
(2) Foreach 2 < k,¢ < n, we have

Card{j > k; 0(j) > ¢} < Card{j = k; 7(j) = (}. (1.51)

When the lists are ordered a; < ay < -+ < a, and by > by > --- > b, the
validity of (1.50) is equivalent to

Card{j = k; 0(j) = ¢} = Card {j = k; 7(j) = ¢}, V2 < k,l < n. (1.52)

Problem 1.19. Prove Theorem 1.3 by expressing (1.50) in terms of the quantities
T;=a; —aj—1 and Yy = bj — bj—l/ 2 S] <n.

Problem 1.20. Prove that (R) is a special case of Theorem 1.3.
Next, a definition.
Definition 1.8. The lists a,, ..., a, and by, ..., b, are identically ordered if
(aj —ax)(bj —by) =0, Vj,k, (1.53)
respectively oppositely ordered if

(CLj — ak)(bj — bk) < O, V], k?

It turns out that, up to a permutation, identically ordered lists are ordered
lists.

15
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Problem 1.21. Assume thatay,...,a,and by,...,b, are identically ordered. Prove
that there exists a permutation o € S, such that a,1) < as2) < -+ < ap(n) and
bo(1) < bo(z) < -+ < Do)

Similar result if the lists are oppositely ordered.

Problem 1.22. Prove the following generalization of (C): if the lists a4, . .., a, and
bi,...,b, are identically ordered, then we have the general(ized) Chebyshev in-
equality (GC)

; ; b;. (GQ)

TM:
3|*—‘

If the lists are oppositely ordered, then the inequality is reversed.

Hint: find n permutations o+, ..., 0, € S, such that

HM:

Finally, a worked beautiful inequality, whose solution combines rearrange-
ment and convexity. Its starting point is the following natural would-be inequal-
ity: givenn > 3 and x4, ..., z, > 0, is it true that

Nt

(with the convention x,,,1 = 1, Tp42 = 72)?

(1.54)

l\'>|§

Tjt1 + 37]+2

We will discuss special cases of this inequality in Problem 2.19. This inequality
holds true for n = 3,...,13, but is wrong when n > 24. (For the full picture
concerning its validity and the methods used in proving or disproving it, see the
expository text of Clausing [4].) The next result, due to Drinfeld [6], shows that
(1.54) is “not far from being true” for every n.

Problem 1.23. Let f : R — R be a convex function such that

2 1
Then
N> (), V0 =3, Va2, > 0. (1.56)
i=1 Tjt1 + Tjy2 2

16
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Proof. In all the proof, we use the convetions z,,+1 = Z1, Ynt+2 = Y2, etc.

Step 1. Change of unknowns. This step ressembles arguing by homogeneity. Sety; = °

that

n n
1
Tjt1 + Tjt2 Z Tj11/T) + H?g+2/xg a ]; yi (L +yj41)

<
&M:

NS
I
—_

<
Il
—_

Step 2. Use of (R). The numbers y1, .. ., y, need not be ordered. Consider a permutation o € S,
such that y,(1) = - -+ = yy(n). Then

1 1 1 1
<. < and ——— <...<—— (1.57)

< . <
Yo(1) Yo(n) L+ yo(1) L+ Yo(n)

Set zj = Yy(j), V j. From (1.57) and the first inequality in (R), we find that

n n 1
; Tj+1 + Lj+2 Zjl ya(g 1 + ycr(nJrlfj)) - ]; Zj(l —‘)'

Therefore, it suffices to prove the following

n n
1
>0 [m=1]=) = f(0)
i=1 =1

1.58
Zj(1+ znt1-5) (159

SE

(The fact that z; < - -+ < z, will not be used in the proof of (1.58).)

Step 3. Use of calculus. Consider the sum

1 1

S, = + .
J Zj(l + Zn+1_j) Zn+1_j(1 + Zj)

Sett; = zjzn+1—j, so that 1_[}1:1 t; = 1. When t; is fixed, the sum S}, considered as a
. " . . 2
function of z;: (i) is constant 1 when ¢; = 1; (ii) has a maximum equal to ———— when t; < 1;
tj + \/tj

1
(iii) has an infimum equal to o when t; > 1. We find that, in any case, we have
J
= 1 = 1 = 2 1
z - 1.59
PE R PR P et a9

Step4. Use of (G]). Write t; = e, sothat }}7_, u; = 0. Then (1.59) reads

" 1 1 & 2 1 1 &
PIErirrrn e P 1“<ew+ww>22j§f<“j>’ (160

Zn+1 ] 2
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where the last inequality uses (1.55). Combining (1.60) with (GJ) (here, we need the convexity of
), we find that

Remark 1.6. It is not clear why (1.56) implies that (1.54) is “not far from being

true”. It turns out that one may construct f satisfying (1.55) such that f(0) =
0.989133. .. Thus, although (1.54) is wrong, we have

n 1 ” N n

Lj+1 +$3+2 -1

y»oH >0.989133g,vn22, Vi, ... .z, >0

o i + Tj+2

1.6 Quadratic trinomials and forms

This section is more about tricks than methods, in the sense that the applications,
though spectacular, are limited. The common theme is that we consider quadratic
trinomials or quadratic forms, i.e., expressions of the form

n
Q(xy,...,x,) = Z Qj Tk

J,k=1

A first direction consists of considering the discriminant of a quadratic trino-
mial. The flagship of this approach is the following.

Problem 1.24. Prove the (CS) formula, including the equality case, by considering
the sign of the quadratic trinomial

i  VzeR. (1.61)

Here is an even more spectacular result. To motivate it, we start from (CS),
in which we have equality iff the vectors (a;)1<;<, and (b;)1<;<, are proportional.
Intuitively, one expects that, if these vectors are “almost proportional”, and in
particular “almost equal”, then we have “almost equality” in (CS). This is quan-
tified by the following inequality, due to Pélya and Szego. (This is not the famous
Pélya-Szego inequality.) If o > 1, then

1
{al,...,an,bl,.. b, > 0, —<
« b]

i ? 40[2 i 2 Z 2
= aibj | = ——-5 ) a? ) b
j=1 (a2 + 1)2 j=1 ’ j=1 ’

18
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Petru Mironescu Inequalities and other stories

40 o
Note that, when o = 1, we have ———— = 1, and we recover the equality in

(a2 +1)
(CS).

Problem 1.25. Letay,...,a,,bq,...b, and a be as in (1.62). Consider

= (a§t2 — 2a;b;t + %bﬁ), VieR.
o (a2 +1)

Derive (1.62) by determining the sign of f < fi 1) .
(]

We next informally discuss the Gauss method from the limited perspective of
deciding whether a quadratic form is non-negative. Here is a worked example.
Consider the inequality

ab+bc+ca<a®+b+c2 Ya,b,ceR. (1.63)

Proof of (1.63) via the Gauss method. We will form squares of linear forms as follows
(a2 + 02+ 02) — (ab + bc + ca) =(a2 —ab —ac) + (b2 +c2 - be)
2
= a—lb—lc b2 32 §bc
2 2 4 2 QED

1. 1\* 3 )
—<a—2b—20> +§(b—c) > 0.

As a side remark, (1.63) can be obtained by other means.

Problem 1.26. Prove (1.63) using (CS) or (R).

The interest of the Gauss method lies mainly in its generality, and in the fact
that it can also decide whether a quadratic form is not always > 0. Here is an
example.

Problem 1.27. Consider, for n > 3, the inequality
n Y @i(Tje1 + Tye) < <Z ) Vo, ... 2, =0 (1.64)
-1 1

(with the convention x,, .1 = x1, T,,.2 = x3). Prove that (1.64) holds iff n < 6.
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1.7 Calculus

One can get useful information by studying the variations of a function. Two
basic examples: (i) if f is non-decreasing on [a, b], then f(a) < f(x) < f(b),Vx €
[a,b]; (ii) if f is convex on [a,b], then f(x) < max(f(a), f(D)), V& € [a,b]; (iii)
similarly, if f is strictly convex on [a,b] and f(a) = f(b), then f(z) < f(a), Vz €
(a,b).

A textbook example is the following.

Problem 1.28. Let 1 < p,q < o be conjugated exponents. Prove the Young in-
equality (Y)

a? bl
ab< —+ —, Va,b>0, (Y)
p q
by studying the function
a? bl

[0,oo)9a'—>—+g—ab.

(Another textbook proof of (Y) relies on (J).)

We now present a more involved worked example, generalizing the Pélya-
Szego inequality (1.62) and quantifying the “almost equality” case in the Holder
inequality (H).

Problem 1.29. Let 1 < p, ¢ < o be conjugate exponents. Let a > 1. Define

_ ppa2pf2<a2p72 . 1)p—1(a2 . 1)

C=0C,,: 1.65
P ey e
Then
1 aj
ag, 7an7b17 7bn>07_§ﬁ£a7vj
@b
. » . . o1 (1.66)
= (2 ajbj> > C’Z a? (Z bj)
j=1 Jj=1 J=1
. 402
Noting that, when p = 2, we have ¢ = 2and C,» = W, we see that,
o +

indeed, (1.66) generalizes (1.62).
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Proof. Stepl. Reduction toaminimization problem. By homogeneity, we mayassumethat >)"_; b =

j=1"J
L. Let \; = bf and a; := %, Vj. Since a;jb; = A\jzjand a = \;z¥, (1.66) amounts to
J
Ao Ay >0 Zn:)\ 1 cn<ay <Z?:1ijj>p > C (1.67)
1, y An > U, =L—-—=sZsoV]|l= —<n > p =L .
j=1 ! a” pIIRPIL
Step 2. A calculus part. Set
N P
(Z]’:l /\jwj)
Fl@r,nnag) = S ) (1.68)

Z?=1 Aj x?
We study the variations of f in the variable x;, the other ones being fixed. With no loss of

generality, we take j = 1, andlet S == 3%y N\jz;, T == 2222 Ajaf, so that

Az + S)p

f(xlw"?xn): )\1£U€+T :

The derivative of f with respect to z; is

p—1 p—1 1
g(:L“lj...,azn):z;D)\Ll2 <)\1+S> 1], — <z <.
()\1%11) + T) «

We deduce that the following can happen: (i) if A} + § > 1,theng > 0, f increases with x1,
o

1
and its minimum is achieved when 1 = —; (i) if \; + @S < 1, then g < 0, f decreases with

o
x1, and its minimum is achieved when x1 = «; (iii) in the remaining case, g has exactly one zero
xo € (1/a, @), f increases on [1/a, x|, decreases on [z, ], and achieves its minimum when
either x1 = 1/c, or z1 = «. Inall cases, f is minimal when either 1 = 1/, orz; = a.

Iterating the above argument, we see that, foreverylist (x1 . .., x,,), thereexistsalist (y1,...,yn) €
{1/a, a}" such that f(z1,...,2,) = f(y1,- .., Yn). We have thus reduced the initial problem to
the following:

fyry o yyn) = C, Yyr,...,yn € {1/, }. (1.69)

Step 3. A second calculus part. Let, for (y1,...,yn) € {1/a,a}", a = Zyj:a Aj, so that

(aa+ (1 —a)/a)” _[(a®—1)a+1]"
aaP + (1 —a)/aP (a2 —1)a+1 °

T, un) =

In view of (1.68), (1.69) amounts to

[(a2 — 1)& + 1]p

ha) = = a1

> C, Yae|0,1]. (1.70)
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By studying the variation of h, one finds that 4 has a minimum at

(@ ~1) ~p(a? - 1)

(p— (e —1)(a® - 1)’

ag =
and we have h(ag) = C. QED

We have just met, in Step 3, a “proof by intimidation” or “tedious proof”,
relying on a bunch of long calculations that, most likely, you will not check. To
inspire you second thoughts: complex calculations may lead to new ideas and,
more importantly, the mastery of analysis requires the one of calculations.

Another worked example. The idea of this inequality is due to Panaitopol. Its
proof relies on a classical textbook inequality, the Bernoulli inequality

l+2)*=214ax, Va=1,Voe>-1. (B)

Problem 1.30. Let o > 1 and n > 1. Prove that

[l<z; <o, V1<j<n] (Z 36J> (Z —) < notl (1.71)

=t

Proof. The casen = 1isclear,soletn > 2.

Step 1. Reduction to the comparison of two values. We study the variation of the left-hand side of
(1.71) as a function of, say, x,,, with x1, ..., z,—1 fixed. In order to simplify the calculations, we
write z instead of z,,, and denote

A= Zx],B _nzl , flx) = (A+x)<B+i>a7

=1t

so that our inequality becomes f(z) < n®*!,¥1 <z < a. Now
1\ « 1\
"@)=(B+>) — 2 B+~
@ =(B41) - Gasa) (B )

1 1 a—1 )
_x2<B+x> (Bz —(a—l)w—aAZ.
Q(x)

(1.72)

Let us note that Q(1) < 0 (since B < n, while A > n). Since @) is a quadratic trinomial, we
find that one the two happens: (i) f decreases on [1, a]; (ii) there exists some 1 < xy < « such
that f decreaseson [1, z¢] and increases on [z, «]. In both cases, f achieves its maximum either
atx = 1,oratx = a.

Step 2. We have f(1) > f(«). This amounts to

B+1\Y A+a
<B+1/a> > AL (1.73)
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To prove (1.73), we rely on (B), which implies

B+1 \* 1_1_1—1/04 a>1+ a—1 >1+a—1_A+oz
B+1/a) B+1/a) = B+1/a A+1  A+1

where the last inequality uses the fact that B < n < A.

Step 3. Conclusion. The above analysis shows that f(z) < f(1), Vo > 1. By symmetry of the
expression we investigate, we find that

85 (55

with equality iffz; = 1,V 5. QED

Finally, a more involved worked example. Its starting point is the following
standard calculus fact. If @ € R and |z| < 1, then we have the power series
expansion

-1 —1la—-2
(1+x)“=1+%x+a(a2' )x2+a(a 3‘)a a4 (1.74)

Problem 1.31. Let 1 < p < 2. Prove that

I+zf+(Q—z)P <2+ (2X-2)2°,V-1<z<1. (1.75)

Proof. (1.75) holds with equality when x = +1 or when p € {1,2}. We may therefore assume
that |x| < 1and 1 < p < 2. Using (1.74), we find that

1+z)P+(1—a)P

() (- 1DE-p)-k—1-p) (1.76)
pp! $2+pr p prk‘

=2ty 2k)!

k>2

Now comes the key observation. Under the assumption 1 < p < 2, the coefficient in front of
x2¥ is positive, V k. Fix some integer K > 2. Then (by positivity of the coefficients when k > K)

p(p—1) S plp—1)(2—p)-- 2k —1—p)
T ;2 2k)! a"

(1.77)
p _ p
- I+2)!+(1—-2) Y
2
Letting x " 1in (1.77), we find that
plp—1)  pp-DQ2-p)-Qk—1-p) ., B
=t ’;2 2] <2 1,VK > 2. (1.78)
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From (1.76) and (1.78), we find that

1+z)P+(1—a)P

lim 2[1+p(p—1)x2+ip(p—1)(2—19)"-(%—1—29)90%]

K—w 2' 2 (2]{})'
o plp—1)(2—p)-(2k—1—p) -
. p(p—1) p(p — —-p)---(2k—=1—-p) ,
Sf}li%f[H o v +k222 (2k)! .

<2+ (20 —2)2%

We will see in more depth, in Section 3.3, how textbook calculus methods can
be successfully used to prove rather difficult inequalities.

1.8 Optimization

A more adapted title of this section would be “constrained optimization”. I will
be very informal on the calculus part, which can be found in elementary calcu-
lus courses, and will not precisely define important notions as compact sets or
continuous or differentiable functions.

To start with, we explain this approach on the familiar (AM-GM) inequality

T+ -+ Ty
Vay g < —————, Vo, ..., 2, >0,
n

which, in view of its homogeneity, can be restated as
flzy, . xn) = Yoy a2, < 1, Vay,...,2, >0s.to 2y + - + 2, = n. (1.79)

In turn, proving (1.79) amounts to finding max f under the constraints

Tlyee s Ty >0, 29+ + 2, =N

Treating such problems relies on two calculus results: (i) existence of a point
of constrained maximum/minimum; (ii) an equation (“Fritz John conditions”)
satisfied at such points, for which the Wikipedia executive summary [14] is suffi-
cient as a first reading.

To start with, let us consider the existence of a constrained maximum of f. For
this purpose, it is more convenient to replace (1.79) with the seemingly stronger
result

flzy, . xn) <L, Vay,. .. ,x, 208t 21+ - + 2, = n. (1.80)
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The advantage of this formulation is that max f under the constraints in (1.80)
is attained. This comes from the calculus fact that “a continuous function on a
compact set has a maximum point and a minimum point”. As a user’s guide, a
set of the form

K={xeR" fi(z)=0,0=1,...,m}

is compact provided: (i) each f; is continuous; (ii) there exists some constant M
such that

r=(x1,...,0,) € K=[lz;| <M,j=1,...,n]. (1.81)

(In our case, (1.81) holds with M = n.)

For further use, let us note that, for our specific f, a maximum point z =
(21, ...,x,) necessarily satisfies x; > 0, V j.

Let us now broaden the perspective and consider a constrained optimization
problem in its general form

maximizef(z), withz = (zy,...,,), under the constraints (1.82)
G (1) =0, gu(2) = 0, ma(x) =0, .., (1) = 0. |
Assume that = solves (1.82) and that, at z, we have
hi(z) =0,...,hy(x) =0, while hy1(x) > 0,..., hy(z) > 0. (1.83)

(In the optimization jargon, the constraints hy, ... h, are active, while the con-
straints hy.1, ... h, are inactive.)

Let us define the gradient of a function f of z = (z4,...,2,) as

of
5y (@)

7 ()

Vi) = | o

af:

oxy,

()

(aka “nabla f”), where g—f(x) stands for the derivative of f with respect to z;,
Ly

the other variables being fixed. For example, if f(z,y) = zy?, then Vf(z,y) =

y?
2zy )
We have the following important result.
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Theorem 1.4 (Fritz John conditions). Assume that x solves (1.82) and that (1.83)
holds. Then there exist scalars A;,j7 = 0,...,¢, and px, k = 1,...,p, not all zero,
such that

J4 p
NV () = D AVe;(@) + 3 iV h(w). (1.84)

k=1

In many practical cases, one may prove that A\, # 0 and then, by homogeneity,
we may assume that \g = 1.

With this important tool in our pocket, let us come back to the proof of (1.80).
Since at a maximum point x we have z; > 0, ¥ j, (1.84) reads that there exist Ay, A,
not both zero, such that

J

|
LW AC) N
n

We find first that Ay # 0 (since otherwise A\; = 0), and next that all the z,’s are
equal. Finally, the constraint z; + - - - 4+ x, = n implies that z = (1,...,1), and we
find that the maximum is indeed 1.

Let us now work a more involved example, taken, as many problems in this
text, from the Kvant magazine [16].

Problem 1.32. We have

2 n
(214 -+ + ) s(n—l)(x?+--~+xi)+“m’ (1.85)

Vxl,...,a:n>0.

Proof. By homogeneity, (1.85) amounts to proving that m > 1, where

m = min f(z), f(z) = (n—1)(a% + - +27) +nm,

under the constraints x1,...,2, >0, x1 + -+ -+, = 1.

Ifx = (x1,...,2,) achieves m, then: either (i) there exists some j such that ; = 0; or
xj > 0,V j. If (i) occurs, we may assume that z,, = 0, and then (1.85) amounts to

(144 2p_1)* < (n— 1)(93% +--- +x%71),
which is a special case of (CS).

More interesting is (ii). In this case, Theorem 1.4 asserts that there exist Ag, A1, not both zero,

such that, with P == ¢/z1--- x,, we have
2

P
J
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We cannot have \g = 0, and thus we may assume \y = 1. Then (1.86) implies that

(n— 1):UJ2 — Az + P?=0,Y;.

Since the equation (n — 1) X? — \; X + P? = 0 has at most two distinct roots, we find that
the coordinates of x can take at most two distinct values: say ¢ of them equal a, and n — ¢ equal
b. We are thus led to the following simpler problem, involving two coordinates instead of n: prove
that, for each integer 0 < ¢ < n, we have

(ta + (n — 0)b)? < (n — 1)(£a2 + (n — E)bQ) + na®mp?=0" v a b > 0. (1.87)
This inequality is clear when ¢ = 0 or ¢ = n. Assuming that1 < ¢ < n — 1, (1.87) reads

ln—t—1) 5 (n=-0O-1), . otiny2(n—t)/n
ab < 20(n = 0) a” + 20(n —0) b +2£(n_€)a b ,Va,b>0. (1.88)

In turn, (1.88) amounts to a convexity inequality. Indeed, by homogeneity we may assume
that @ = 1 and then, with k(z) = b, (1.88) reads

ln—L0—1) (n—0)(—1) n 20/, [ 2(n—10)
MO = =i YO+ - "t M T )
which is a special case of (GJ) for the convex function k. QED
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Chapter 2

Worked inequalities

Overview. Unlike in real life, the problems in this chapter come with a hint. A
tirst hint is provided by the name of the section.

2.1 Induction

Problem 2.1. Prove by induction the general Chebyshev inequality (GC).

2.2 Convexity. Majorization

Problem 2.2. Letp > 1 and a > b > 0. Prove that

(a” — (a® = ")P)P > a— (a—b)t, VO <t < 1. 2.1)
Hint: if f : [, B] — Risconvexand f(«) = f(3),then f(t) < f(a),Va <t <b.

Definition 2.1. A norm on R is a function N : R"” — [0, c0) such that

N(tz) = |t|N(x), Ve e R", Yt e R, (2.2)
N@) =0=z =0, (2.3)
N(z+y) < N(z)+ N(y), V,y e R". (2.4)

Similar definition when R" is replaced by a real or complex vector space.

Problem 2.3. Let ¢ : R — (0, 0) be a convex even function such that

t t
(0,0) 5t — # is non-increasing and tlim # ={> 0. (2.5)
—00
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(1) Prove that ¢ is non-decreasing on [0, o).
(2) Set, for every (u,v) € R?,

IUI> :

v — |, ifv#0

outuory - {177 (7 .

llul, ifv=0

Prove that ®, is a norm on R2.

(3) Letn > 3. Let N : R" ! — [0,0) be a norm. Hint: a convex function on R is
continuous. Set

D, (z1,...,2,) = Po(N(21,...,2p1),%n), VZ1,..., 7, ER.
Prove that ®,, is a norm on R".
(4) Derive (again) the Minkowski inequality (M).
Problem 2.4.
(1) Leta,a,...,a; € R. Prove the equivalence between:

(a) There exist

k
AL, Mg suchthat A € [0,1], V4, Y A =1, (2.6)
j=1
k
< Z Ajz®, Vo> 0. (2.7)
j=1
(b) We have, for the above \,’s,
k
a = Z )\jaj. (28)
j=1
(2) Givenz = (1,...,z,) € (0,0)"and a = (a!,...,a") € R", set
= 1‘11 "
Let a, a4, ..., o € R™. Prove the equivalence between:

(a) There exist

k
At Mg suchthat A; € [0,1], Vj, YA =1, (2.9)
j=1
k
2 < ) Na®, Ve (0,00)" (2.10)
j=1
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(b) We have, for the above \,’s,
k
a= > Naj. (2.11)
j=1

Hints: (i) the function a — z® is convex (what this could mean)?; (ii) find a
minimum point for = — Z?Zl Az — 2@,

Problem 2.5. Let I ¢ R be an interval, f : I — R be a convex function, and
a,b,c € I be such that a < b < c. Prove that

(c—=0b)f(a)+ (a—c)f(b) + (b—a)f(c) = 0. (2.12)
Problem 2.6. Let I/ ¢ R be an interval, f : I — R be a convex function, and
ri,...,x, € I besuchthatx; <2y <--- < x,. Set z,,,1 == 1. Prove that

Daif(ri) = Y @i fl)). (2.13)

j=1 j=1

Hint: induction.

Problem 2.7. Let f : [0,00) — (0,%0) be a convex, continuous, non-decreasing
function such that f(z) > 0, Vx > 0. Find the best lower bound of the form

1 1
— >Cy, Voui,...,2, > 0. (2.14)

- 1
Z; f(xj)

Jj=

= 1
];f(xfrl)

Same question if we only assume f non-decreasing and such that f(z) > 0,
Va > 0.

Hints: (i) the Karamata theorem; (ii) the Chebyshev inequality.

Next, a very popular inequality.

Problem 2.8. Let A,..., A, € [0,1], py,...,p1n € [0,1] be such that 37 | \; =
Y1 i = land (Ay,..., \,) majorizes (ui1, . . ., fin)-

Given n numbers z1,...,x, and o € S, set
n n
Yo = D, Aoy 2o = D HiTa(i).
j:l j:l

If f: I — Risconvexand zy,...,z, € I, prove the Muirhead inequality

D) < D) flys). (2.15)

o€Sn o€Snh

Hints: start with the case where the y;’s are permutations of the \;’s. Then
use the Birkhoff-von Neumann Theorem 3.1.
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Problem 2.9. Let n > 3. Find

max{Z x?;xje [0,1], ij 20}. (2.16)
j=1 J=1

(Take for granted the fact that max is achieved in (2.16).) Hints: (i) the function
x — 3 is strictly convex on [0, ®0), strictly concave on (—c0, 0]; (ii) Problem 1.12.

Problem 2.10. If 0 < a; < --- < a, and 0 € S, prove that
(a1 + a1)(ag + az) - - (a, + ay,)
< (a1 + aa(l)) (CLQ + ag(g)) v (an + ag(n)) (217)
< (a1 + ay)(ag + ap—1) -+ (an + ay).

Hint: broaden the perspective and try to prove a (much more) general result. Life
will be easier!
Problem 2.11. Broaden the perspective in order to prove the inequality
1 1 1 9 4 4 4
— -+ -+ > + + . Va,bc>0. (2.18)
a b ¢ a+b+c a+b b+c c+a

Problem 2.12. Broaden the perspective in order to prove and improve the follow-
ing inequality due to Drimbe.

J=1 J=1

if a; > 0, Cc; > O, a;c; > b?, VJ

The following inequality is due to Drimbe. The idea of the proof is from [5].
Problem 2.13. If f : [ — R is such that f and f’ are convex, then

f(a>+f(b>+f(c)+3f(%b+c)

Zj(Qa;—b) +f<2b;a) +f(2a3—|—c) +f(20:)—)|—a> (2.20)

2 2
+f( b;C) +f( C;b), Va,b,cel.

Hints. Assume that a < b < c. Use the convexity of f to prove that

a+b+c 2a + b 2a + ¢
f(a)+f(T)zf( 3 )+f( 3 ) (2.21)

Then use the convexity of [’ to complete (2.21) to (2.20).

Problem 2.14. Broaden the perspective in order to prove the following result.
If b1 > bg > e = bn > O,CLl > bl,alaz > ble,...,a1-~~an > bl"'bn, then

21 a; =20 by

32



Petru Mironescu Inequalities and other stories

2.3 Rearrangement

Problem 2.15. Formulate and prove the analogues of (R) for identically ordered,
respectively oppositely ordered lists.

The following beautiful problem is taken from Drimbe [5].

Problem 2.16. Prove the (AM-GM) inequality using rearrangement inequalities.
Hint: consider appropriate oppositely ordered lists a;,...,a, and b, ..., b, such
that Cijj = G, Vj

2.4 Quadratic trinomials and forms

Problem 2.17. Assume that a? > a3 + - - - a2. Prove the Aczél inequality

(arby — agby — -+ - — anbn)2 > (a% —a2— - ai)(b% —b2— = bi), (2.22)
Vby,...,b, €R,
and find the equality case.
Problem 2.18. Let0 <a < Aand 0 < b < B. Assume that
a<a; <A b<b;<B V1<j<n. (2.23)

(1) Prove the Pélya-Szego inequality

2
- 4abAB

Jj=1

4abAB
(2) Prove that the constant m is optimal.
ab +

Problem 2.19. Let 3 < n < 6. Prove the inequality

n

N> v, >0, (2.25)
) xj+1 + .Z‘j+2 2
with the convention z,,.; = 1 and x,,,2 = 5. Hints: (i) Problem 1.27; (ii) (CS).

(The case n = 3 is known as the Nesbitt inequality. The case n = 6 and the method
of proof suggested above are due to Mordell.)

Problem 2.20. Prove that
3
a2+b2+62+ab+bc+ca+a+b+cz—g,Va,b,ceR, (2.26)

and find the equality case.
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2.5 Calculus

Problem 2.21. Prove that

1 1 1 1
- - + + - < —.,Va,b, 0, 2.27
a3+ +abc B+ +abe S+ ad+abe T abe 0, ¢ = ( )

and characterize the equality case. Hints: (i) reduce, by homogeneity, (2.27) to the
special case where ab = 1 and ¢ > 1; (ii) study the sum of the last two-terms on
the left-hand side under the constraint ab = 1; (iii) using exponentials may help.

Bonus: a tricky solution.

Problem 2.22. Prove that
(a+b+c+d)?®>8ac+bd), Va<b<c<d. (2.28)

Problem 2.23. For n > 2, find

n xn72 n
m = min ZJ—'O<m<1 an_lzl .
1_371171’ J ) J
j=1 7 j=1

Problem 2.24.

(1) Let 0 < = < 1. Prove that

(0,0) 51 [1) =+

is decreasing. Hint: take for granted the inequality ¢/ > 1 +y, Vy # 0.

(2) Let 1 < p < 2 and let ¢ be the conjugate of p. Use the previous item to prove
that

p(p _ 1) p—1 (2k—1)g—2k , P — 1 2kq—2k
- k>1 1. 2.2
%2k —p) 2k—p T Y >0,Vk>1,V0<z <1 (229)

(3) Let1 < p < 2 and let ¢ be the conjugate of p. Prove the Clarkson inequality

1+z)P+(1—z)P=21+29" Vo<z <1 (2.30)

Hints: (i) formula (1.74); (ii) the previous item.
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Problem 2.25. This problem echoes Problem 1.29, dealing with the “almost equal-
ity” case in (H). Let 1 < p,q < o be conjugate exponents. By symmetry, we
assume that p > 2. Letay,...,a,,b1...,b, > 0, @ > 1, and assume that

Q5

;—g LY. (2.31)

QI'—

If o = 1, then (1.4) and (2.31) yield

n

—Za+ Zw > asb;. (2.32)

j=1

On the other hand, (Y) shows that we always have “>" in (2.32). We quantify
below how much we deviate from (2.32) under the assumption (2.31). Let

f(a) = 1(lap+ é), Va>0.

a

(1) When p = 2, prove that

1/a<a<a 2

max f(a) = L <oz + é) (2.33)

(2) Derive the Diaz-Metcalf inequality

Za§+2bj2£(a+a)Zajbjifal,...,bn>0anda Y.

j=1

o~|§
/\
<

(3) When p > 2, write a = ¢” and set g(x) = f(a) = f(e”), Vx € R. Prove that
g(x) > g(—z), V2 > 0. Hint:

1 < 1 < 1/1 1\ &
—Zai’—i——Zbgg—(—ozp—i——)Zajbj
(2.34)
1 A
ifp>2 ay,...,b, >0,and—£a—11£a,Vj
@ b;’.

(5) Equality cases in (2.34)?

35



Worked inequalities

2.6 Optimisation

2.6 Optimisation

Problem 2.26.
(1) Let0 <z < land 1/2 < a < 1. Prove that
A+z)*+(1—2)*> A +2)+(1—-2)

Hint: formula (1.74).

(2) Let1 < p < 2. Prove that

(a+D)P < aP + W + (20 —2)(ab)?”?,Va,b > 0.

Hint: consider a constrained minimization problem.

(3) Prove that (2.36) improves both the following special case of (J)

b\ 1 1
(a;_ ) Saap+§bp,Va,b>O,

and, for z sufficiently close to 0, the Clarkson inequality (2.30).
Hint: use the calculus inequality

I+x)*<l4ar, VO<a<l,Vzr>-1

Problem 2.27. Solve the system

27 4 2V = 3
24+t =1
Problem 2.28. Let n > 3. Prove that

1 1 n (n—1)/2
HCL]ZCL—SW<ZGJQ> ,Val,...,an>0.

j=1
1\
Hint: we have (1 + E) <e=271828...,.Vk > 1.

Problem 2.29. Broaden the perspective of (2.40). Rewrite (2.40) as

My <M My ' Vay,...,a, >0

(2.35)

(2.36)

(2.37)

(2.38)

(2.39)

(2.40)

(2.41)

(with notation as in (1.7)—(1.8)). “Embed” (2.41) into a family of inequalities in-

volving My, M_,, and M, with r, s > 0.
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Problem 2.30. To motivate this problem, we start from the inequality

A/ Q109 + \/blbg < \/(al + ag)(bl + bg), Val, ao, bl, bQ > 0, (242)
which can be easily proved by taking squares and using (AM-GM).

Given 0 < p < o and an integer n > 2, consider the following potential
generalization of (2.42).

n 1/p n 1/p n 1/p
(o) (1) = ({1 o) oo

Val,...,an,bl...,bn > 0,
which, after setting a; = 2%, b; = yJ, is equivalent to

n

(ij+1_[y]) H x +yj Vay, ..., y1 ..., Yn > 0. (2.44)
j=1 j=1

7j=1

Prove that (2.44) (and thus (2.43)) holds iff p < n. Hint: take for granted
the existence of a minimizer of a constrained minimization problem naturally
associated with (2.44).

When p = n, (2.43) is known as the Huygens inequality.

2.7 Conditional inequalities

The common theme here is the study of inequalities valid for numbers satisfying
typical conditions such as being ordered, being side lengths of a triangle, etc. A
basic question will be: how to translate such assumptions into more tractable
ones?

Problem 2.31. Let I < R be an interval, f : I — [0, o) be a monotonic function,
and a, b, c € I. Prove the Schur inequality

(a—b)(a—c)f(a)+ (b—c)(b—a)f(b) + (¢c—a)(c—0b)f(c) = 0. (2.45)

The following is a must-know property.

Problem 2.32. Let @, b, c > 0. Prove that a, b, c are the side lengths of a triangle iff
there exist numbers u, v, w > 0 such that

a=u+v,b=v+w,c=w+u. (2.46)
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Problem 2.33. If a, b, c are the side lengths of a triangle, then

a® + 0%+ =alb—c)’ +blc—a)’ + c(a—b)* + 3abe. (2.47)
Hint: Problems 2.32 and 2.4.

Though inequality (2.49) below looks quite simple, I do not know any “obvi-
ous” proof of it. The proof below is from Drimbe [5].

Problem 2.34. (1) If a, b, c are the side lengths of an acute triangle, prove that
(a®+0* =) (P*+—a®) <(a+b— ¢)’(b+c—a)’. (2.48)
(2) If a,b,c > 0, prove that
(a*> + 0> =) (0> + & — a®) (¢ + a* — 1)

9 5 5 (2.49)
<(a+b—c)(b+c—a)(c+a—D0).

The following was already noticed in the proof of Theorem 1.3; see the solu-
tion of Problem 1.19.

Problem 2.35. A (finite or infinite) sequence a4, as, as, ..., is non-decreasing iff
there exist non-negative numbers s, ..., such that ay = a1 + 23,03 = a1 + 23 +
I3, ...

Problem 2.36. By definition, a (finite or infinite) sequence a1, as, as, . . . , is convex

. aj—1 + aj . . .. .
iff a; < —I=1 %1 for each j > 2 for which this inequality makes sense.

Reformulate the convexity property in terms of non-negative numbers.

Problem 2.37. Prove the following analogue of Theorem 1.3.

Letn > 3 and 0,7 € S,.. Then the following are equivalent:

(1) For each convex lists aq,...,a, and by,...,b,, we have
S = D aibo(y < Sr = D ajbey). (2.50)
j=1 j=1

(2) Wehaveo(1) = 7(1), 07 4(1) = 77(1), and, for each 3 < k,/ < n,

Card{j > k; 0(j) = ¢} < Card{j = k; 7(j) = (}. (2.51)
Problem 2.38. (1) Prove that
1 1 1

> Va,b> 0. 2.52
(1+a)2+(1+b)2 Tvab V77 (2:52)

Case of equality?
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1
(2) If ab > 7 improve the above inequality to

1 N 1 - 2
(I+a)? (1402 (1++Vab)?

Case of equality?

(2.53)

Hint: work with S := a + b and P = ab, and use the fact that these quantities
are not independent.

Problem 2.39. Prove that
a® +b* + ¢ —ab—be — ca < a*b + b?c + 2a — 3abe, Ya,b,c > 1. (2.54)
Problem 2.40. If a, b, ¢, d are the side lengths of a quadrilateral, prove that

(a+b+c—d)(—a+b+c+d)(a—b+c+d)(a+b—c+d)

< (a+b)(b+c)(c+d)(d+a). (2.55)

Problem 2.41. If a,b,c,d > 0 are such that 2a > b, 2b > ¢, 2¢ > d, and 2d > aq,
prove that

(2a — b)(2b — ¢)(2¢ — d)(2d — a) < abed. (2.56)
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Chapter 3

More on inequalities

3.1 Magic squares

Definition 3.1. A square matrix P = (pji)1<jr<n iS a permutation matrix iff on each
line and column, exactly one entry is 1, the other ones being 0.

1, ifk=0(y
Equivalently, there exists a permutation o € S, such thatp;, = < 1 0(‘7,) .
0, ifk+#o(y)

The matrix is then denoted P,.
Theorem 3.1 (Birkhoff-von Neumann theorem). A matrix A is doubly stochastic
iff: there exist A, € [0,1], Vo € S, suchthat >, ¢ A\, =1land A =}, Ao Py

Moreover, when n > 4 we may choose the coefficients A\, such that at most
n? + 1 of them are non-zero.

oESH

In other words, when n > 4, the magic squares of sum 1 are precisely the
(convex) combinations of at most n? + 1 permutation matrices.

Remark 3.1. Despite what its name suggests, this result was first obtained by
Konig [10].

Problems 3.1-3.4, leading to the constructive proof of the first part of Theorem
3.1 we propose below, are inspired by Hurlbert [8].

Problem 3.1. Prove that a matrix as in Theorem 3.1 is doubly stochastic.
Problem 3.2. (1) A DS matrix has at least n non-zero entries.

(2) A DS matrix with exactly n non-zero entries is a permutation matrix.
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Problem 3.3. Let A be a DS matrix. A cycle (of length 2/) in A is a sequence of
mutually distinct entries a;,k,, @jikys Qjokas Cjskss - - - » Gjky, all different of 0 and 1.
(Thus: the first two entries are on the same line, the second and the third on the
same column, the third and the fourth on the same line,..., the last one and the
first one on the same column.)

Prove that, if A is a DS matrix which is not a permutation matrix, then it
contains a cycle.

Problem 3.4. (1) Let A be a DS matrix which is not a permutation matrix, and
consider a cycle aj,k,, @ik, Qjskys Wjokss - - - > Qj,ky, @S above. By replacing the
cycle with a5, — @, @)k, + @, Gk, — @, Qjos + ..., a5, + @, Tespectively
iy + B, Gk — By Qjoky + B, Qjorg — B, ..., a5k, — B, for appropriate o, 8 > 0,
write A = (1 —t)B + tC, where 0 < t < 1, where B, C are DS, and have more
zero entries than A.

(2) Prove Theorem 3.1 by backward induction on the number of zero entries of
A.

At this stage, we know that Theorem 3.1 holds, but in principle we need as
many scalars )\, as permutation matrices, i.e., n!l. To reduce this number, we use
the following result.

Theorem 3.2 (Steinitz lemma). Let V' be a vector space of dimension k. Let m >
k+1and z4,...,z, € V. If z is a convex combination of z1, ..., z,,, then there
exist zj,,...,z;,, such that z is a convex combination of z;,, ..., z;,.,.

For example, a convex combination of ten points in the plane is a convex com-
bination of three of them.

Problem 3.5. Prove that the Steinitz lemma implies the second part of Theorem
3.1.

We next present a proof of the Steinitz lemma, relying only on the following
textbook fact. Given m > k + 1 vectors in a vector space of dimension %, one of
them is a linear combination of the others.

Proof of Theorem 3.2. We prove that, if m > k + 1, one may select at most (m — 1)
points among 1, . . ., 2., such that x still is a convex combination of the remaining
points.

By subtracting x; from all the z;’s and from z, we may assume that x; = 0.
By the fact recalled above, one of the vectors x5, . . ., z,, is a linear combination of
the remaining ones. With no loss of generality, we may assume that there exist
scalars f; such that

m—1
j=2
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On the other hand, by assumption we may write

T = Z Ajzj, where \; > 0, Vj, and Z Aj =1 (3.2)

j=1 j=1

We may assume that A\; > 0, V j, for otherwise we may remove z; from the
convex combination.

For every t € R, we have (using (3.1), (3.2), and the assumption z; = 0)

m—1 m—1
x = ()\1 - Z to, + t) x1 + Z (Aj +tpj)xy + (A — t)zp,. (3.3)

j=2 Jj=2

We note that the coefficients were chosen such that their sum is 1.

Now comes the key argument. For small ¢ > 0, all the coefficients in (3.3) are
positive (since each \; is > 0). On the other hand, for ¢ > \,, the last coefficient is
negative. Therefore, the set

M = {t > 0; all the coefficients in (3.3) are positive}

is non-empty and bounded. If we take ¢t := sup A4, it is routine that all the co-
efficients in (3.3) are > 0, and for at least one j the coefficient in front of z;

vanishes. Thus, for this ¢t and j, (3.3) represents = as a convex combination of

Tlyeoe sy Tj—1, L5415+, T QED

Finally, we propose an improvement of the second part of Theorem 3.1.

Problem 3.6. Prove that a DS matrix A can be writtenas A = | __ s, Ao s, where
Ao € [0,1], Yo € Sy, 2peg, Ao = 1, and at most (n — 1)* + 1 of the coefficients ),
are non-zero. Hint: identify the set of DS matrices with a part of a vector space of
dimension (n — 1)°.

3.2 [Equal variables method

The method we explain in this section was devised by Cirtoaje [3]. Since it leads
to a very large number of possible statements, we rather focus on the method and
the heuristics, and present only one statement and one application. Many others
can be found in [3] and the references therein.
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A typical problem to which the method applies is

n

maximize Z f(x;), under the constraints
7=1

(3.4)

n n

a<xz;<b Vjy, Zg(%‘)zsa Zh(xj):T'

j=1 J=1

Here, n > 3,and f, g, h : (a,b) — R are smooth functions. In order to simplify
the presentation, we consider the special case where i = id, but the method can
be adapted to the case of a general h. From now, we thus consider the following
special case of (3.4)

n
maximize Z f(x;), under the constraints
=1

(3.5)

n

a<xzj<b, Vi, zg(xj)zs, ij:T.
j=1

7j=1

Assume that X = (z1,...,z,) solves (3.5), and thus in particular that the set of
competitors in (3.5) is non-empty. With no loss of generality, we may assume that
1 < Ty < --- < z,,. The equal variables method consists of finding conditions on
f and ¢ such that, at a maximum point in (3.5), we must have

TG X Tg =+ = Ty. (36)

(As a variant, we may want to have z; = --- = z,_; < x,.) When the method
can be successfully implemented, it thus reduces the study of an inequality for n
variables, z1, ..., z,, to the study of one for two variables, z; and 5.

The approach is by contradiction: we assume that (3.6) does not hold, and
obtain that X does not solve (3.5). Since (3.6) does not hold, there exists some j
such that Tj < Tjp1 < Tjgo. Set

Y= (25,2501, Tj42), S = g(x;) + 9(xj51) + 9(xj42), T = x5 + Tj41 + Tjpa.

Since X solves (3.5), we find that Y solves

maximize (f(x) + f(y) + f(2)), under the constraints

— _ 3.7
a<z,y,2<b g(@)+gy)+g9(z)=S, v+y+z=T. 3.7
Consider now the system
9(x) +9(2) = = g(y) (3.8)
r+z2=T-— Y ' '
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When y = 44, the system has the solution (z, z) = (z;, zj42), withz < y < z.
We will now impose a condition ensuring that, for y “close” to z;,1, the system
has a solution (z, z) “close” to (x;,z,+2). This relies on an advanced calculus
theorem (the inverse function theorem), about which the Wikipedia executive
summary [15] provides some insight. More specifically, we have the following
consequence of the inverse function theorem. Consider the system

where all the functions are smooth. If: (i) for y = ¥, the system has a solution
(Z,Z); (ii) the determinant

oG _ . 0G _ _

_(‘I7Z> (JI,Z)

ox 0z oG,_ _. o0H, . o0G,_ _.  0H, _
= (.Z',Z) X (:C?Z> - (QC,Z) X (ZIZ’,Z)

oH __ oH ox 0z 0z ox

%(fa Z) E(ZE? Z)

(known as “Jacobian determinant”) is different from 0, then: for y close to 7, the
system has a smooth solution (z(y), z(y)) such that z(y) = 7 and 2(y) = Z.

In the case of (3.8), the Jacobian determinant at is

and thus a natural condition on g in order to apply the above is to assume that
¢’ is strictly monotonic. Since the discussion below depends on the monotonicity
of ¢’ and we want just to consider a single illustration of the method, we assume,
e.g., that

g’ is (strictly) decreasing (3.9)

(which, in particular, implies that g is strictly concave). Under this assumption,
the inverse function theorem applies (with § = 2,1, k(z) = 5 — g(z), and {(z) =
T — z), and thus z(y) and z(y) as above exist.

Consider, for y close to z .1, the quantity

F(y) = f(z(y)) + f(y) + f(z(y)),

whose maximum is achieved when y = ;. (since Y solves (3.7) and (x(y), v, 2(y))
is a competitor in (3.7)).

In order to contradict this fact (and thus achieve the implementation of the
method), we will calculate F”(y) and impose conditions ensuring that F' does not
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have a maximum at y = x;;;. For this purpose, we start from the system (3.8),
which yields

{aaw>+m4@>=§—g@>
a(y) +2(y) =T —=

and therefore we have

9'(x(y)='(y) + 9'(2(y)2'(y) = —9'(y) (3.10)
o'(y) + 2 (y) = —1
When y is sufficiently close to .1, we have y < z(y) and z(y) < z(y) (since
Tijp1 < Z(l‘j+1) = Tjy2 and $(Ij+1> =7; < Z(Ij+1) = l‘j+2). Thanks to (39), for
such y we thus have ¢'(z(y)) > ¢'(2(y)). Using this information, we may solve
(3.10) and find that

, 9 —d(=(y))
e a1
z@%}_gxwﬁ—ﬂw

9'(x(y)) — g'(2(y))

Therefore, we have (writing, for simplicity, z = z(y), z = 2(y))

F'(y) =f'(@)a'(y) + ['(y) + f'(2)2"(y)
iy W =G e J@) =g ) (3.12)
Using the above and (3.9), we find that F'(y) and K(z(y),v, 2(y)) have the
same sign, where

K(o.y.2) = f(y)— LW Z9C) oy 9@ =9W) oy (3.13)

In turn, the expression of K has the flavor of the Jensen inequality. In order
to make this more obvious, we express K differently. By assumption (3.9), ¢ :
(a,b) — ¢'((a,b)) is invertible. Set k == (¢') ' and r == f'o k. Leta < z,y < z < b.
Then, with a == ¢'(z), 5 = ¢'(v),7 = ¢'(z), we have «, § > v and

B—n _a—f

K(x,y,z) :T(B) - o — ,Yr(a) o — 771(7)
(a4 520 - e - 2= 0)
a—y a— a—y a—y
so that
F’(y)zr(i:voz—ka:ﬁv) —B:Vr(oz)—a:ﬁr(y). (3.14)
vooa=v') a-q a—1
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(In (3.14), we have a = a(y) = ¢'(z(y)), 8 = B(y) = 9'(v), v = 7(y) = ¢'(2(y)), and
a, > 7.)

This suggests the following statement [3].

Theorem 3.3 (Equal variables theorem). Consider the maximization problem (3.5).
Assume that: (i) ¢ is strictly decreasing; (ii) f' o ((¢’)~!) is strictly concave.

Letn > 3. If X = (21,...,2,), withz; < 29 < -+ < x,, solves (3.5), then
1< Xg =+ = Ty,

Proof. We use the same notation as above. If v; < xj11, then a(zj41) > B(xj41) > v(Tj41)-
Therefore, (3.14), the assumption (ii), and (J) imply that F”(x;,1) > 0, and this contradicts the
fact that F" achieves its maximum aty = ;.

Consider now the case where z; = 2,1, and thus z(zj11) = zj11 and a(zj 1) = B(zj41)-
By the first equation in (3.11), we have 2’ (z;11) < 0, and thus, for y > x4 close to z;, we have
z(y) < (yj+1) = zj4+1 < y and therefore a(y) > B(y). For such y, we have, arguing as above,
F’(y) > 0. This is again a contradiction. QED

Problem 3.7. Prove the following version of the equal variable theorem. Assume
that: (i) ¢’ is strictly monotonic; (ii) f* o ((¢')™") is strictly concave.

Letn > 3. If X = (21,...,2,), withz; < 2o < --- < 1z, solves (3.5), then
1 < Xg =+ = Ty

A very quick worked application.
Problem 3.8. Let n = 3 or 4. Prove that

; <(n—-1)"" T +n n—1)"" n:r;-,
@ ) Z (== ) 615
Vaoi,...,z, > 0.

Bonus. Prove that (3.15) still holds for n = 5,6, . ..

Proof. Step1. Use of the equal variables method. Sety; = 27, g(z) = Inz, and f(z) = zi/m,

Then (3.15) amounts to

[yj >0, Y, Zg(y]) =5, Zyj =T

* "~ o (3.16)
= 321 fly;) < ((n — l)nflT + n(n"‘l —(n— 1)”*1)65/71) 1/n_

Clearly, the assumptions of Theorem 3.3 are satisfied. Moreover, using the “a continuous
function on a compact set has a maximum point” argument, we see that, if the set of competi-
tors in (3.16) is non-empty, then the maximum of 37, f(y;) is achieved. We find that, if Y’ =
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(Y1, -+, yn), withy; < yo < -+ <y, maximizes Z?=1 f(y;)in (3.16), thenwe have y; < yo =
-++ = yp,. Therefore, it suffices to check the validity of (3.16) wheny; < yo = - -+ = y,. Going
back to (3.15), we find that it suffices to check its validity when 1 < 9 = - -+ = z,,. Moreover,

with no loss of generality, we may assume, by a homogeneity argument, that x,, = 1.

Step 2. Proof of (3.15). We have reduced (3.15) to proving that

(=1 +z)"<(n—-1)"4@n-1)"""z"+ n(nrh1 —(n— 1)"71)95,

Vo< x <1.

(3.17)

When n = 3, (3.17) amounts to 2(z — 1)> > 0. On the other hand, when n = 4, (3.17)
amounts to z(13z + 20)(z — 1)* = 0.

Step 3. Hint for the bonus. By (J), we have

. 1 .
2l < ? 2 jx,Vlngn.
n—1 n—1
Therefore, we have
n n S n n—j j_l n 7’L—j
(n—1)+z)"<(n-1) +j§<j>(n—1) [n_lx + - (3.18)

To conclude, it suffices to check (using basing combinatorics) that the right-hand sides of
(3.17) and (3.18) coincide. QED

3.3 Refined means inequalities

The general theme of this section is the following: given r_; < ry < r;, “refine”
the (MI) inequality M,, < M,, to an “optimal” inequality involving also M, ,. To
make this more concrete, we start with a very simple example.

Problem 3.9. (1) If z,y > 0, prove that their means satisfy

1

G<-A+ §H. (3.19)

1
2
(2) Prove that (3.19) is “optimal”, in the sense that, if
G<0A+(1-0)H Yx,y>D0, (3.20)
then 6 > % and (3.20) is a consequence of (3.19).
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Before proceeding further, let us note that, since

1 1 1 1
—A+-H<-A+ -
2 +2 2 +2G’

(3.19) is indeed stronger than G < A.

Compared to the general theme stated at the beginning of the section, in Prob-

lem 3.9 we haver_; = —1, 1y = 0,7, = 1, and the refinement of M, < M, is (3.19),
1 1
which reads M, < §M_1 + §M1'

We already have at our disposal another result in the same vein, Problem 3.8,
since (3.15) can be rewritten as

1 n—1
M < OM™ + (1 —O)MP N ar,... 2, >0, with@:(”n ) . (3.21)

Yet another example is provided by Problem 1.32: (1.85) can be rewritten as

n—1

M <OM;+ (1—-0)M3, Vay,... 2, >0, withd = (3.22)

n

The next problem addresses the matter of the optimality of the two above
estimates.

Problem 3.10. Prove that (3.21) is optimal, in the sense that, if (3.21) holds for

n—1
some 6, then 6 > (n; 1) )

Same question for (3.22).

We next consider similar inequalities, and use calculus, as well as the equal
variables method from the previous section, to tackle them. As we will see, the
answers depend not only on the form of the inequality we are looking for, but
also on the relation between the r;’, n, and possibly another parameter, q. As a
warning: these are some of the very few instances where the optimal answer is
known. (Some others can be found in [11].) However, in general, the answer is
widely open. While one can usually prove the existence of an optimal ¢, and even
to characterize the optimal 6 as the maximal value of a numeric function (see the
solution to Problem 3.18), its precise value can be difficult to find.

In Problems 3.11-3.17, we let n = 2. In this case, we denote x = 1, y = xs.
The case n > 3, which is more difficult, is more superficially tackled in Problems
3.18-3.22. To start with, a simple inequality.

Problem 3.11. If 0 < r,¢ < 0 and z,y > 0, prove the inequality
1 1
M < M7+ -M?
0 = 2 T + 2 —r
and establish its optimality.

(3.23)
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Next, a more involved example.
Problem 3.12. If » > 0 and =,y > 0, prove the inequality

1
M" + r Milz M:—F(l_

M < ;
r+1 r+1 r+1

M 24

r+ 1) - (3.24)
and establish its optimality. Hints: (i) take x = ¢', with ¢t > 0, and y = 1/z; (ii) for
this choice, prove that the right-hand side of (3.24) increases with ¢; (iii) it may be
useful to use the textbook power series expansions

. st 83 s

81nhs=ﬂ+§+a+“~,VseR, (3.25)
9 52 st

coshfs:a—i—a—kﬁﬁ—---,v(sel& (3.26)

Problem 3.13. Let 0 < r < 1, ¢ > 0, and z,y > 0. Prove the inequality

r

1
Mg < —— M7+

< M+ M (3.27)

and establish its optimality. A possible strategy is the following. (1) Reduce the
problem to the case where x > 1 and y = 1/x. (2) Reduce the problem to a case
where ¢ = 0, and use calculus.

Bonus. Prove that the above result does not hold when r > 1.

Here is a similar result.
Problem 3.14. Let1 <r <2,¢ > 1,and z,y > 0. Prove the inequality

1 T
M < ——M? M1 3.28
L | r+7"+1 - ( )

and establish its optimality. Hints: (i) reduce the problem to the case where z =
e > 1,y =e" and q = 1; (ii) prove that sinh(rt) > rsinh(¢) whenr > 1 and t > 0;
(iii) use the identity cosh(2s) = 2 cosh® s — 1, combined with the fact that r < 2.

Bonus. Prove that (3.28) does not hold for p = 3 and ¢ = 1. Hint: lety = 1/z and
1

express (3.28) in terms of z == z + —.
x

Next, a more tricky inequality.
Problem 3.15. Let 1 < r < 2 and z,y > 0. Prove the inequality

R L s R R 1.,
< M+ T My = o M (1 - —>M0, (3.29)

M{ 27"—1 2r—1

and establish its optimality.
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Proof. Step 1. Initial reductions. Whenr = 1orr = 2, (3.29) becomes an identity. We may
therefore assume that 1 < r < 2. By homogeneity and symmetry, we may assume that x > y
andx +y = 2. Writingx = 1 +1¢,1 = 1 —t, we have to prove that f(¢) > 2",V0 < ¢t < 1, where

Ft) =1+ +(1—t) +aP(t), a=2" -2, P(t) = (1—12)"

Step 2. Heuristics. Since f(0) = f(1) = 2", f cannot be monotonic. In order to conclude, one
option is to prove that f is strictly concave. (This, combined with the fact that f(0) = f(1), would
imply that f(¢t) > f(0), V0 < ¢t < 1, and allow us to conclude.) We will take a different route,
that we now explain. Since “a continuous function on a compact set has a maximum point and a
minimum point”, f achieves its minimum at some point ¢ in [0, 1]. If ¢ = O or¢ = 1, then we are
done. We will prove by contradiction that ¢ cannot be in (0, 1). For, otherwise, we have f'(¢) = 0
andm = f(t) < f(0) =27, i.e.,

. -t _ L Pt
rd+t)" "t —r@ -t = artz——= (3.30)
(1+t)r+(1_t)r :m—OzP(t)

1—¢2

Multiplying by the first equality in (3.30) and treating the two equalities as a system

with the unknowns (1 + ¢)" and (1 — ¢)", we successively find

Q-1+ —1+6)1—-t)" =atP(t)
Q+t)"+(1-2t)" =m—aP(t)’

m(1l+1t) —aP(t)

(1+1¢)" = 5

m(l —t)—aP(t)
2

1+t —1—8)"=mt <2t

(-1 =

In order to obtain a contradiction, it suffices to prove that g(¢) > 0, V0 < ¢t < 1, where
gty =1+t —(1—1t)" —2"t.
Step 3. Conclusion. Since 1 < r < 2, we have
§"(t) = r(r — 1)[(1 (1 t)’“‘z] <0,V0<t<l,

and thus g is strictly concave. Since g(0) = g(1) = 0, we find that g(¢) > 0,V0 < ¢t < 1.
Step 4. Optimality. Let 6 be such that

M7 <OM] +(1—-0)Mj, Vx,y>0. (3.31)
Testing (3.31) withx = 2,y = 0, we find that § > 1/2" 1, QED
The above approach can be also successfully used when r > 2.
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Problem 3.16. Let r > 2 and z,y > 0. Prove the inequality

1 —1 1 1
Mr<=M7+1—=Mr =M+ (1 - —> M, (3.32)
r T T

o
and establish its optimality.

An easy consequence of (3.29).

Problem 3.17. Let 1 <r < 2,0 < ¢ <r,and z,y > 0. Prove the inequality

1 1
q a S K
M} < g MY+ (1 = /T>M0, (3.33)
and establish its optimality. Hint: Problem 2.2.

Remark 3.2. One may apply the method in Problem 3.17 to the case where r >
2 (relying on Problem 3.16 instead of Problem 3.15), and obtain the following
counterpart of (3.33) withr > 2and 0 < ¢ < r:

1 1
M} < —— M+ (1 - —>Mg. (3.34)

7“‘1/ TQ/T

However, in general, (3.34), though true, is not optimal. For example, when
q = 1, one has the (optimal) inequality [11]

1 1
Ml < WME + (1 — W) M. (3.35)

Since 2'~/" > r¥" when r > 2 (this amounts to 2" —2r > 0 for r > 2, which can
be easily proved by calculus), (3.35) is an improvement of (3.34). The optimality
of (3.35) can be proved as in Problem 3.17.

We next briefly illustrate the case where n > 3. Here, the equal variables
method explained in the previous section will play an important role.

Problem 3.18. Let n = 3. Prove that the optimal constant ¢ in the inequality

My < OM; + (1 —0)M_, (3.36)
is given by
2
0= 3 max L +2) (3.37)

2 2>0 (22 +241)%

(Numerically, we have 6 = 0.5260499 .. .)
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Proof. Step1. Use of the equal variables method. Let g(x) := 1/z, f(x) := Inx. Then (3.36) reads

3 3
[$1,$2,1’3>07 Zg(x]):‘s’ Z.’E]:T]
7=1 j=1

3

- Z f(z;) <3In [0T+ (1— 0);].

=1

(3.38)

By Problem 3.7, (3.38) holds provided it holds when z; < x5 = x3. Turning back to (3.36),
we find that it holds iff it holds when z1 < x5 = z3.

Step 2. Reduction to the study of a real function. Since, by homogeneity, we may further assume
that My = 1 (and then, with z :== x5, we have 71 = 1/2% and 25 = 23 = ), we find that (3.36)
holds ift

1/2%2 +2
L _glE 2

1<6M;+(1—-0)M

+(1-90) Vx> 0. (3.39)

z? +2/x

Since (3.39) clearly holds when z = 1, we may assume that x # 1, and then (3.39) is equiva-
lent to

1— M4 327 (23 — 3z + 2)
0> - Yz >0,z %1,
M — M., R+ DE+ad) o T TTT

Using the fact that, for x > 0, z # 1, we have (by intimidation and after simplification with
(z—1)%

3z2(2% — 3z + 2) 3 (x4 2)

(203 + 1)(2+2%) — 923 222 + 2+ 1)%

we find that the smallest 0 satisfying (3.36) is indeed given by (3.37). Numerically, one finds that
equality in (3.36) is obtained for zp = 1.3614687 ..., with § = 0.5260499. ..

Note that there exists an explicit formula for 6. Indeed, setting

z2(z +2)

f(z) = m,

the equation f’(xz) = 0 amounts to a fourth order equation that it it possible to solve explicitly.
This gives first the value of ¢, then the optimal 6. QED

Now comes the final bouquet of this section: a result that encompasses Prob-
lem 3.8 and Problem 1.32. We consider here only the case where n > 3. However,
since the case where n = 2 was treated in Problem 3.15, the result below still
holds when n = 2.
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Problem 3.19. Letn > 3and 1 < r < n. Prove the inequality

1 r—1
M? < OM" + (1 — 0)M, with § = (” . ) , (3.40)

and establish its optimality.

Proof. Step1. Use of the equal variables method. Arguing as in Step 1in Problem 3.8 (with, this
time, y; = a7, g(t) = Int, and f(z) = 2/, we see that it suffices to prove (3.40) when
T < @Tg =0 =Ty,

Step 2. Further reductions. By homogeneity, we may assume that »; 2; = n, and then, by Step 1,
it suffices to prove that (3.40) holds when

rp=1—-(n—-Dz,z0=-=x,=1+z, with0 <z < (3.41)

n—1

Step 3. Strategy of the proof. Let us denote M;(z) the value of M; for x; as in (3.41). We have to
prove that

F(z) = OM(z) + (1 — )M (2) > 1, V0 <z <

(3.42)

1
N (for this special §), it suffices to

Since (3.42) holds when x = 0 (for any #) and when x = p—

prove that (3.42) holds when 0 < z <

T Assume by contradiction that this is not the case.
n J—
Since “a continuous function on a compact set has a maximum point and a minimum point”,

i . such that F(z) < 1and F'(z) = 0. We will obtain a

there exists thus some 0 < z <

contradiction by proving that

{O <z < ! T F'(z) = 0] = [m = F(z) > 1] (3.43)

n—
(which is stronger than needed for a contradiction, since m > 1 would suffice for that purpose).
Step 4. A convenient formula for F’(x). We have, slightly by intimidation,

(M) () =r"—

1 [(1 +2)" ' = (1= (n—1)z)" ]
n_1(1_(n—1)x)(1+:c)” (
—(

B 14+ 2)(1—(n—1)x)"
UF (=T
n—l{ (l+a2) —(1—-(n-1z)" nM? (z) }
n 1+:U —(n—1)x) 1+2z)(1—(n—1)x)
LGt e NP V1 t)

n ( )(1 —(n—1x)
54
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On the other hand, we have

n—1

[MEY (@) =r= =1+ 2)" "V (1 = (n = )"

P gy D (1))
n—1 1 1
—r —MT _
i O(x){l—i-:r 1—(n—1)x
=—r(n—1x M (2)

1+z)(1—(n—1)z)

Substituting these formulas into the expression of F’ () we find that, ata point where F'(x) =
0, we have

9%[(1 +2) —(1—=(n—-1x)"]=0xM(x) + (1 —0)zMj(x) = mz.
(with m = F'(x)). This is equivalent to

(14+2)" —(1—(n—-1z)" =nbzM](x) +n(l—0)xM;(x)

nm n’

= r = —____7Mx.

0 (n - 1)r71

Since we want to prove that m > 1, it suffices to prove that

Step 5. Proof of (3.44) when 1 < r < 2. We have (using the facts thatn — 1 > landr — 2 < 0)

Glz) = (1+2) — (1= (n—1)a) — 250,70 <2< ﬁ (3.44)

G (z) = r(r — 1)[(1 )2 (n— 1)2(1— (n — 1)3;)’”*2] <0,¥0<z<

n—1’
and thus G is strictly concave. Since G(0) = G(1/(n — 1)) = 0, we find that (3.44) holds.
Step 6. Proof of (3.44) when 2 < r < n. We have

G”’(IL‘) =r(r—1)(r—2) [(1 + 1’)7“—3 + (n— 1)3(1 —(n— 1)33')7"—3] > 0,

1
Vo< < ——.
n—1

Since, on the other hand, G”(0) < 0 (here, we use n > 3)and G”(1/(n — 1)) > 0, we find

that there exists some 0 < a <

such that
n—1

G"(z) <0if0 <z <aand G"(z) > 0ifa <z <

— (3.45)

Now comes the key point: since r < n (assumption that was not used up to now), we have

G(1)(n—1)) = r(n n 1)H - (”)1 (- n)(n " 1>H 0. (346)

n—1

55



More on inequalities 3.3 Refined means inequalities

From (3.45) and (3.46), we find that G is (strictly) decreasing on [a, 1/(n — 1)]. Since (by our
choice of ) G(1/(n — 1)) = 0, we find that G(z) > 0,Va < x < 1/(n — 1). Finally, since: (i)
G is strictly concave on [0, a]; (i) G(0) = 0; (iii) G(a) > 0, we obtain, from (J), that G(z) > 0,
Vo< z<a.

Step 7. The optimality of 6 is obtained by takingz; = ¢ > 0,29 = -+ = x,, = 1 and letting
e — 0. QED

Problem 3.20. Prove that (3.40) does not hold when r > n. Hint: test (3.40) with
1 —>0and 2y = - =z, = 1.

Problem 3.21. Letn > 3,1 <r <n,and 0 < ¢ < r. Prove the inequality

1 q—q/r 1 q—q/r
Mi< (2 Meg[1- (2 MY, (3.47)
1 n r n 0

and establish its optimality. Hint: Problem 3.17.

We end this section with an application of some of the above inequalities. The
following function

N(z) =zlnz, Vo >0,
is used in information theory and is known as the (negative) Shannon entropy.

For an executive summary concerning the entropy —N, see Wikipedia [13]. It is
easy to see that NV is convex. Therefore, (G]) with A\; = 1/n, V j, yields

;xj Inz; > ;xj In (kzl xk/n) = ;xj (ln (2 xk> — lnn) , (3.48)

k=1
Voi,...,z, > 0.

We have the following improvement of (3.48).

Problem 3.22. Prove that

Zn: rjlnz; > Zn: x; (111 <Zn: xk> — lnn)
j=1 j=1 k=1

n

(3.49)

+n(M1—M0)ln< 1),Va:1,...,xn>0.

Hints: (i) start from (3.33) or (3.47) with ¢ = 1; (ii) what happens when r = 1?
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3.4 The Farkas lemma

Assume that z, y € R satisfy

r+y<0 (3.50)
20 —3y<0 '

What inferences can one derive starting from (3.50)? For example, that
dr —y =2z +y)+ (22 —3y) <0,

or any other inequality obtained as a linear combination with non-negative coef-
ticients of the two lines in (3.50). Anything else? The answer is negative, for (3.50)
and for any general system of the form (3.50). This is the content of the Farkas
lemma [7].

Theorem 3.4 (Farkas lemma). Let n > 1 and m > 1. Consider m + 1 linear
inequalities, ;(z) < 0,5 = 1,...,m, {(z) < 0, where = (z1,...,2,) € R" and,
witha’ = (a},...,d)),a = (ay,...,a,) € R"\{0},

li(z)=a x = Zaixk, lz)=a -z = Zakxk, VeeR", V1<j<m.
k=1 k=1

If
VeeR" [(j(z)<0,V1I<j<m|={(z)<0, (3.51)
then there exist non-negative scalars A4, ..., A, such that
a= > \a. (3.52)
j=1

(Equivalently, £ = > | \;j(;.)
The proof below is due to Bartl [1].

Proof. The proof is by induction on m.

Step 1. Proof when m = 1. Write a« = Aa! + &, with A € Rand ¢ 1 o!. Testing (3.51) with
x = & we find that £ - € < 0, and thus £ = 0. Testing next (3.51) with x := —¢&, we find that
Al >o0.

Step 2. The induction process. Assume that the result holds for m — 1. Then one of the two holds:
(i) the implication

VeeR" [{j(z) <0,VI<j<m—1]={(z) <0 (3.53)
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holds true. In this case, by the induction assumption, there exist \; > 0,1 < j < m — 1, such
thata = Z;”:_ll Ajad =37 Njal, where we have set \,,, = 0. In this case, we are done. (ii) The
implication (3.53) does not hold, and thus

JzeR"suchthat{;(2) <0,Vj=1,...,m—1, {(z) > 0. (3.54)

By assumption (3.51), in this case we also have

ly(2) > 0. (3.55)

1
By replacing z with mz, we may assume that /,,,(z) = 1.

Step 3. The reduction step. Let
oY) =y —Lln(y)z, Yy e R", (3.56)
sothat ¢, o ¢ = 0. From this and (3.51) (with 2 := ¢(y)), it follows that

VyeR", [{jop(y) <0,j=1,...,m—1]

3.57
o) <0, 5= L....m] = Lo p(y) <0 457

From (3.57) and the induction assumption, there exist A1, ..., Aj,—1 > 0 such that
6080:)\1(1090+"‘+)\m,1€m,10g0. (358)

Inserting (3.56) in (3.58), and using (3.54), we find that A = Z;nzl Njlj,where Ay, ..., A1 >
0 are as in (3.58) and

)\m = E(Z) — )\151(2) — e = )\m_lﬂ_l(z) > 0. QED
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Chapter 4

Problems on inequalities

Overview. A selected list of inequalities that I find funny or relevant. Many of
them are taken from the book of Drimbe [5], but the perspective is often different.
Some are very easy. Like in real life, no hint this time.

Problem 4.1. Let n > 3. Then

g X2 Tn

<n-—1, 4.1)

+ ot
T+ 2Ty To+ T3 Tn + X1
and the constant n — 1 is optimal.

Problem 4.2. Prove the (AM-GM) inequality, including the equality case, by es-
tablishing the inequality
a+---+a, 2
LT T e an > Z (@_@)2’

n n?(n —1) 1<j<k<n (4.2)

Vn>2 Vay,...,a, >0.

Problem 4.3. If 0 < ay,...,a, <Tand a; + --- + a, = S, then

ZT“J' > (4.3)

=T —aq nl — S

Problem 4.4. If 0 < ¢ < aand 0 < ¢ < b, prove that
Ve(a—e) ++/clb—¢) < Vab. (4.4)

Problem 4.5. We have
(07 bOé (0% b
L 2218 Yabe>0, Va2 (4.5)
b ¢ g c a b

Problem 4.6. Given r,s > 0and 0 < o < §3, find

max {a’ " + b + ¢ —adb — b’ — T’ o < a,b,c < B} (4.6)
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Problem 4.7. Prove that

1 1 1

+ +
(4 +v)°  (y+2)° (dz+2)
1 1 1

= 5 T+ 5 T
2r+2y+2)° (Qu+22+2)° (22+21+y)

5, Va,y,z > 0.

Problem 4.8. Prove that

a® N b3 N I >a+b+c
a2+ab+b% b2+bc+c2 2+ca+a? 3

Problem 4.9. If r > 0, a,b > 0, and a # b, prove that
(a2r+1 + er-‘rl) > arbr(a + b)
Problem 4.10. Improve the conclusion of Problem 2.33 to

a® + 0%+ = alb—c)® +blc—a)’ + c(a —b)* + 3abe, Ya,b,c> 0.

The next problem is from Kvant.
Problem 4.11. Prove that
a' +b* + ¢t + d* + 2abed
> a’b® + a’c® + a’d® + b’ + b*d* + Ad®, Ya,b,c,d = 0.
Problem 4.12. Prove that

a N b N c
1+bc 1+ca 1+ab

<2,V0<a,bc<l.

Problem 4.13. Prove that

(o) (o) (o)
ap+—|Jlax+—)--{ap+ —
5) as ai
1 1 1
é<a1+—><a2+—>---(an+—),Val,...,an>0.
aq a9 Qp,

Problem 4.14. Prove that, forn > 2,and 0 < ay,as,...,a, < 1, we have
(1—ajag---a,)" = (1—al)(1—al) - (1—al).
Problem 4.15. Let o > 1. Find

max{(a +b)(b+c)(c+a)

1
abc e

Sa,b,cSQ}.
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Problem 4.16. Let £ > 1,n > 3 be integers. Prove that

n—1
Tj— Tj+1
k k—1__ R1
S e i (4.15)
1 — T
> - Vo, >a9>-->2, >0

— )
af + 2w, + o aah 4 2k
(with the convention z,, 1 = x1).

Problem 4.17. Let k > 1,n > 3 be integers. Prove that

n—1 k+1
3
zk k=1, . k=1 k
R xﬁl + X+ T (4.16)
1 n
2 T,V T1,%2,...,2y, >0
(with the convention z,, ;1 = 7).
Problem 4.18. If a > 1, prove that
1 1 1
@4 b+ 200 — 2 +l)0‘+0a+2oz—2+ca+a0‘+204—2
“4 (4.17)

1 /1 1 1
S%(—‘i‘g —) Vabc>0

Problem 4.19. If a, 2a22~-2an20,b120,bl+6220,...,b1+~-+bn20,
prove that ;61 + - - - + a,,b, > 0.

61






Chapter 5

Solutions

5.1 Basic methods and inequalities

Problem 1.2. Taking squares of the both sides of (M) (with p = 2), we see that (M) is
equivalent to

n n 1/2 n 1/2
Dlab; < ( a§> (Z b§> , (5.1)
j=1 j=1 j=1

which follows from (CS). Conversely, if (5.1) holds, replacing, in (5.1), b; with —b;, V j,
we obtain

n n 12 / 1/2
— > ajb; < (2 a§> (Z b§> : (5.2)
j=1 j=1 j=1

We obtain (CS) from (5.1) and (5.2). QED

Problem 1.3. We prove, e.g., item (2), the other ones being similar. Set S := Z;‘:l [
respectively T := 3%, |b;|?. If S = 0, then a; = 0,V j, and (H) is clear. Similarly if 7" = 0.

We may therefore assume that S > 0 and 7' > 0. Set @/, = % and ¥, == —2_. Then
J Sl/p J T1/q
P q

2y |aj =land 37 b}| = 1. By assumption, we have

n

1/

Z a;b;| <1,

j=1
which implies (H). QED

Problem 1.4. When n = 2, we have to prove that z; + 2 > 2,/2122, which amounts to
(v/Z1 — /22)? = 0. Thus (AM-GM) holds when n = 2, with equality iff z; = .
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Solutions 5.1 Basic methods and inequalities

Assuming (AM-GM) for n = 2%, the case n = 2F*! (including the equality case)
follows from

ok+1 9k+1 9k+1 9k+1

ij ij+ Z Tj = 2’“Hmu2 + 2k H x 22k+11_[:1:;/2k+1,
j=1

j=2k4+1 j=2k+1 J=1

where the last inequality relies on the case n = 2.

Finally, let n and k be integers such that 2¥ > n. Applying (AM-GM) to the 2* num-
berszi,...,z,,G,G,...,G(wWithG = G(z1,...,z,)), we find that (with A = A(x1,...,z,))
—_—

2k _—n
nA+ (28 —n)G = 2kGn/2" @ M2 _ 9kq,

with equality iff x; = --- = x, = G. This yields (AM-GM) for n, including the equality
case. QED

Problem 1.5. The case n = 2 is treated as above. Assume that the inequality holds for n.
By homogeneity, we may assume that z1 - - - z,2,41 = 1. By the induction assumption,
we have

1 +2x2++Tp_1+TpTpy1 =N,
and thus

1 +To+ -+ Tp1+Tp +Tpt1l =N — TpTpyl + Ty + Tnta-

Therefore, it suffices to prove that
N — TpTpyl + Tp + Ty =0+ 1,

which amounts to (1—z,,)(1—z,+1) < 0. Now comes the key argument. Since z1 - - - Z,,xp41 =
1, there exist i # j such that ; < 1 and x; > 1. By symmetry of (AM-GM), we may as-
sume that i = n and j = n + 1, and then we are done. QED

Problem 1.6. When n = 2, we have to prove that
(a1by + agbe)? < (af + a3)(b] + b3),
which amounts to (a1by — azb1)? = 0.

Assume that (CS) holds for n, and write it in the condensed form U? < ST. We have
to prove that

(U + ans1bps1)” < (S + a0 ) (T + ),
which is equivalent to

V= ST + Sa2, , +Tb2,., — U? —2Uap 1bny1 = 0. (5.3)
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By the induction assumption, we have
Uans1bnr1 < |Ullans1llbos1] < VST |ans1|[bnsal,
and therefore the quantity V' defined in (5.3) satisfies
V =8T + Sa2  + Tb2 1 — U? — 2VST|an 1| |bny1]
ST~ U + (VSlann| - \/Tybnﬂ\)Q S ST—U? >0,
where we have used again the induction assumption U? < ST. QED

Problem 1.7. (1) The case n = 2 is (J) with ¢ := A;. Assume that (G]) holds for some

n > 2 and consider 1, ..., Zn41, A1, ..., Apt1 that satisfy the conditions of the statement.
If \; = 0 for some j, then we are back the case n and we are done. Otherwise, set
= Ap + Ant1, and
A A
T =g, + Lﬂxnﬂ el.
I
By (J), we have
A A
f@) < Z2flan) + jj1f<xn+1» (5.4)

Using first (G]) for x1,...,zp—1,x and A1, ..., A\y—1, p, then (5.4), we find that
n+1 — _
f<2)\j:vj>= (Z x]+/mc) Z fzj) + p f()
j=1
n+1

(5.5)
n—1
sZ&ﬂwHuCﬁ@»ﬂjl%ﬂ> DRI

(2) The proof is again by induction. The case n = 2 follows from the definition of the strict
convexity. Assume that the conclusion holds for n. Equality in (GJ) amounts to equality
between the first and the last term in (5.5), so that, in (5.5), the inequalities are equalities.
This requires (by the induction assumption and the casen = 2) thatz; = ... = 2,1 ==
and x, = x,,1 = z, whence the conclusion. QED

Problem 1.8. Write z; = e¥%, with y; € R. Let f(z) := e*. Then (AM-GM) can be rewrit-
ten as

522t < 53 1) 56
j=1 j=1

which is a special case of (G]) for the convex function f. In addition, f being strictly
convex, equality in (5.6) (and thus in (AM-GM)) occurs iff y; = --- = y,, and thus iff
By ==, QED
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Problem 1.9. (1) If b; = 0, V j, then (H) holds, with equality. On the other hand, if only
one b; is non-zero, then (H) holds, with equality iff a; = 0 if i # j.

We now investigate the remaining cases. We may assume, with no loss of generality,
that there exists some 1 < m < nsuchthatb; # 0if j < m, whileb; =0if m +1 < j <n.
Let, as in the solution of Problem 1.3,

n
T =) |b|* =
Jj=1 J

m
;1.
1

b4
Set, for1 < j < m, \j = |;J, sothat 0 < A\; < land 37", \; = 1. Set f(z) =

|z|P. Raising (H) to the power p and using the identity p/¢ = p — 1, we find that (H) is
equivalent to

f(Z ajbj> <771 flay). (5.7)
j=1 j=1

Given our choice of )\;, and in order to write (5.7) as a special case of (G]), we let

Ta;b;
AR

V1<j<m, (5.8)

so that ajb; = \jz; and (5.7) becomes

f(Z ijj> <TP' Y fla) + TP YT flag). (5.9)
j=1 j=1

j=m+1

Using the identity pg = p + g, we see that the specific f we consider satisfies, for
1<j<m,

TP f(aj) = X f(xy),
and thus (5.9) is equivalent to

f( )\jl’j) < Z )\jf(l'j) ~|—Tp_1 Z f(aj). (5.10)
j=1 j=1

j=m+1

By (G]J), the strict convexity of f, and the fact that f(z) > 0 with equality iff z = 0,
we find that (5.10) (and thus (H)) holds. Moreover, in this case we have equality iff
x1 = =2xymand a; =0if j > m.

(2) Assume first that (1.5) holds. This is equivalent to one the two following: (i) b; = 0,
V j, or (ii) there exists some constant ¢ € R such that a; = ¢sgn b;|b; |q’1, V j. Clearly, if (i)
holds, then we have equality in (H). If (ii) holds, then (H) becomes

n 1/p n 1/q
< (Z |t|p|bj|p<“>> <2 |bj|q) : (5.11)
j=1 J=1
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Using the identities p(¢ — 1) = ¢ and 1/p + 1/q = 1, we find that (5.11) holds with
equality. In conclusion, if (1.5) holds, then equality holds in (H).

Conversely, by the analysis of item (1), equality occurs iff: (i) b; = 0, V¥ j; or (ii) there
exists one j such that b; # 0 and, for i # j, a; = 0 and b; = 0; or (iii) up to a permutation
of indices, there exists 1 < m < n such that z; = --- = x,, (with z; as in (6.8)), a; = 0,
and b; = 0 if j > m. Clearly, (1.5) holds in cases (i) and (ii). Assume next that (iii) holds.
Set C' = z1. Thenz; = C, V1 < j < m, which is equivalent to

Clb|*  C 1 ,
ajoibjjzfsgnbﬂbﬂq ,Vi<j<m. (5.12)
Since, clearly, (5.12) still holds when j > m, we find that (1.5) is valid. QED

Problem 1.10. (1) Since

1
M_ (21,29, .., @) = : 5.13
D VA Y N G139

if (MI) holds for every non-negative r; and r2, then it holds for any r; and r». To see this,
take, for example, r; < 0 and ry > 0. By (MI) and (5.13), M,, < My < M,,, with equality
iff 1 = 22 = - -+ = z,,. The other cases are treated similarly.

(2) In this case, (MI) raised to the ry power is nothing but (AM-GM) applied to the

numbers z7?, 52, ..., z72. Equality holds iff 2| = zi* = --. = 272, which amounts to

T1=Tg ="'+ = Tp.
(3) In this case, (MI) raised to the r, power reads, with r := ry/r; and f(z) == 2", V& > 0,
0 1 . o 1 T 5.14
X szlnf(xj), (5.14)

j= j=

which is a special case of (GJ). By strict convexity of f, equality holds in (5.14) iff 2}? =
T = =2, le, ) =xy = = Tp. QED

Problem 1.11. (1) Assuming that (M) holds for n, we have

il 1/p n 1/p n 1/p]P Lp
(Z laj + bjp> < (Z |Clj|p> + <Z !bj|p> + |ans1 4 bpyr [’
j=1 j=1 J=1
n+1 1/p n+1 /p
< (Z |aj|p> + (Z |bj|p> ;
i j=1

where the last line uses the case n = 2.

(2) If a1 = 0 and b; = 0, (M) is clear. Assume that a; # 0 or by # 0. Let ¢t # 0. Then (M)
holds for ay, ..., by iff it holds for a;/t, ..., by/t. Letting ¢t :== |a1| + |b1|, we have reduced
the problem to the study of the case where |a;| + |b1| = 1.
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a b
(3) Let \1 = |a1|, A2 = |b1|, 21 = :aﬂ,m = :bj: By (J), we have
(Jarl? + laz )P + (|1 + [baf?) /P =A1 f (1) + Ao f (2)

5.15
>f(Aix1 + Aax2) = (1 + (|ag| + ’bﬂ)p)l/p. (5.15)

We complete the proof by noting that

1+ (laz] + [b2])? = (Jar| + |b1))F + (laz] + [b2])? = |a1 + b1|? + |az + bo|P. QED

Problem 1.12. (1) Since a < ¢ < b, there exists some A € [0, 1] such that ¢ = (1 — A)a + \b.
On the other hand, we have

d=a+b—c=a+b—[(1—MNa+ o] =Xa+ (1—-N)b.

Using the above and (J) (twice), we find that

fle)+ f(d) =f((1 = XNa+ Ab) + f(Aa + (1 = A\)b)

(5.16)
<(L=AN)f(a) + Af(0) + Af(a) + (1= A)f(b) = f(a) + f(b).
Assume next that f is strictly convex and that equality holds in (5.16). If A\ = 0, then
a = cand b = d (and this is clearly an equality case). Similarly, if A\ = 1, we obtain the
equality case a = dand b = c. If 0 < A < 1, equality in (5.16) implies that a = b, and then
a = b = ¢ = d. To summarize, we have equality iff the sets {a, b} and {c, d} coincide.

(2) This existence of x, y € I such that z+y = Sisequivalentto S € J := [2¢, 2(3]. Assume
that this condition is satisfied. Let v := (a + /3)/2 be the midpoint of I.

The case where 2cc < S < 2. Leta := wand b := 25 — a. If the couple (z, y) is a competitor
in the maximization problem, then, clearly ,y > a. Since, on the other hand, z+y = a+¥b,
we have z,y < b. By item (1), we have f(x) + f(y) < f(a) + f(b) and, by the analysis of
the equality case in item (1), the unique solution (up to a permutation of points) is = ¢,
y=25—a.

The case where 2y < S < 2. By a similar argument, the unique solution (up to a permu-
tation of points)isz = 25 — 3,y = 3.

The converse is clear since, when 2a < S < 27, respectively 2y < S < 24, the
endpoint has to be «, respectively 3. When S = «a + 3, z and y have to be the two
endpoints. All these possibilities are consistent with the solutions found above.

(3) Assume again that S € J. Then, for every competing couple (z,y), we have

15) = £( 3+ 3v) = 31 + 570,

with equality iff z = y. The unique solution is therefore z = y = S/2. QED
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Problem 1.13. “(3) = (1)” By and (1.21), (1.13), and Jensen’s inequality, we have

)
NIHEDY f(Z ajk:»’%) <> Z ajef(zr) = ). Z ajef (k) = ), flaw),
j=1 j=1 \k=1 j=1k=1 k=1j=1 k=1
where the last equality uses (1.14).
“(1) = (2)” Applying (1.14) to f(z) = x and to f(x) = —x, we find that (1.19) holds.

We now prove (1.16)—(1.18). Let 1 < k < n — 1 and set f(z) = (z — xx4+1)” . Noting
that 2= > —z,Vz € R, we have

k n k k
D) =D (@ra — ) = Y flyy) = Z = (—y; + The),
=1 =1 =1 =1 =1
andthusZ 175 £Z§:1yj,V1gk$n—1. QED

Problem 1.14. Assume that (1.22) and (1.16)—(1.19) hold. Let o € S, be such that z,(;) <
To(o) < -0 < Tg(n)- Then x,(qy is the smallest xj, and thus, in particular, z,;) < 21 < y1.
Similarly, z,(;) and z,(2) are the two smallest z;’s, and in particular z,(;) + T,(2) < 71 +
ry < y1 + y2. Bte. Finally, 251, . .- To(n), Y1, - - -, Yn satisty (1.15)—(1.19). By “(1)=(2)” in
Theorem 1.1, for each convex f we have

D) < D) Flwagy) = ) fla)),
j=1 j=1

so that, as claimed, “(1)=(2)"” holds under the assumptions (1.22) and (1.16)—(1.19).

Finally, as already noticed in Remark 1.2, the order of the z;’s and y;’s plays no role
in “(3)=(1)". QED

Problem 1.15. (1.16) is equivalent to g(n) = h(n). On the other hand, the functions g and
h being affine on each of the intervals [0, 1], [1,2],...,[n — 1,n], we have

0,1
[g(t) < h(t), Vte [0,n]] = [g(k) < h(k), Yk =0,1,...,n]. (5.17)

Since g(0) = h(0) = 0 and g(n) = h(n), (5.17) becomes

k k
t) < h(t), Vte[0,n]] yi, Vk=1,....n—1
[9(t) < h(t), ; ; i -

< [(1.17) — (1.19)].
Problem 1.17. By multiplying the scalars aq,..., oy, 51, .., Bm with the same suitable

integer, we may assume that they are all integers. Let S == >}_, a, = 37, ;. Consider
the ordered lists (X1, ..., Xg), (Y1,...,Ys) defined as follows:

(X1, ., Xg) = (T1,. -, X1y ey Ty e ooy Ty,
—_—— —_——
a1 times ., times
(Yla"'7YS) = (y17"'7y17"'7yﬂ17"'7ym>'
—_— —_—
31 times B times
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Then, clearly, X; < Xo < - < Xg, Y1 <YYo <--- <Yy, X;€1,Y;€l,Vj and
inequality (1.36) is equivalent to

S S
DY) < D F(X). (5.18)
j=1 j=1

Let G and H be the auxiliary functions associated with the inequality (5.18) (as ex-
plained before the statement of Theorem 1.2). Theorem 1.1 and Problem 1.15 yield the
equivalence of (5.18) with each of the following properties:

G(t) < H(t), Yt €[0,S5], and G(S) = H(S), (5.19)
S
there exists a DS matrix B = (bjx)1<jr<s such that Y; = Z bk Xk, Vj. (5.20)
k=1

In order to complete the proof of Theorem 1.2 in this case, it suffices to prove that
“(1.39) < (5.19)”, “(5.20) = (1.40) — (1.43)”, and “(1.40) — (1.43) = (1.36)".

“(1.40) — (1.43) = (1.36)” We have

m

> Bif () Z (2 ajk37k> <> B Z ajrf (k)
=1 k=1 =1 k=
Z /Bja’]kf l'k Z

I
I M: )

“(5.20) = (1.40) — (1.43)” The first 8; equalities in (5.20) read

T

Z beox1 + 2 bepxs + - > beon, V1 < s < 3. (5.21)
l=a1+1 l=0q1+~+al

n—1

Thus y; is the average of the first 8; equalities in (5.20). Similarly for the lines involv-
ing y2,...,Ym. In view of the above, we set (with the conventions oy = 0 and §y = 0)

1 Bi+-+B; i+t

) > bsp. (5.22)

B e 5By 1 1 tmart T 141
Property (1.43) is obvious. Property (1.41) follows from the fact that B is DS and the
identity

Pit-+B; S

" 1
I;lajkzﬁj Z stg.

s=p1+Pj_1+1 £=1

Finally, property (1.42) follows from the fact that B is DS and the identity

ap+-tay

> Biaje = > Z 0
=1

l=ay+~+aj_1+1 s=
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“(1.39) < (5.19)” simply because g = Gand h = H. QED

Problem 1.18. Testing (1.36) with f(z) = (v — 1), we find that (y; — 1)~ = 0, and thus
y1 > x1. Similarly, testing (1.36) with f(z) = (x — z,)*, we obtain (y,, — z,)" = 0, and
thus y,, < x,. QED

Problem 1.19. We consider the case where the lists are ordered a1 < a3 < -+ < a, and
by < by < --- < by, the other case being similar.

Clearly, (1.50) holds for ay,...,an,b1,...,b, iff it holds for a; — C,...a, — C,b; —
D, ..., b, — D. We may therefore assume that a; > 0 and b; > 0.

Ifaj1 <a;,V2<j<n,thenzj =a; —aj_1 >0,Y2 < j <n.Conversely, if z; > 0,
Y j, then

a1 <a1t+r9=a2< a1 +xr2+r3=0a3 < < Qp.

Set, for notational convenience, x1 = ai, and y; = by, so that a; = Zizl xy, and
similarly for b;. From the above discussion, (1.50) is equivalent to
nJj a(4) n o j 7(5)
Z Z T Z Yo < Z Z g3 Z y€7vx17"‘ yTny Yl ooy Yn = 0. (523)
j=1k=1  ¢=1 j=1k=1 (=1

By counting the number of times a product =y, appears in (5.23), we find that (5.23)is
equivalent to

)

NgE

xpye Card S(k, ¢) Z Z zpye Card T'(k, 0),

k=1/=1 (5.24)
v.fCl,... 7 Tns Y1y -3 Yn = 07
where
Sk, l)={j=>k;o(j) =ttand T'(k,0) = {j > k; 7(j) > ¢}.
Next, clearly,
Card S(k,1) = CardT'(k,1) =n—k+1,
Card S(1,¢) = CardT(1,4) =n—£{+1,
and thus (5.24) amounts to
Z Z xrye Card S(k, £) Z Z xrye Card T'(k, 0),
=5 =5 (5.25)

Vo, ..., TnyY2,.--,Yn = 0.

We are now in position to prove that (1.50)<(1.51) (which is the content of the the-
orem). Indeed, in view of (5.25), (1.51)=(1.50). On the other hand, if (1.50) holds,
then, given 2 < m,p < n, the choice x = Opm, ye = sy shows that Card S(m,p) <
Card T'(m, p), and thus (1.51) holds. QED
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Problem 1.20. Set Ay := {j; j = k}and By == {j; 0(j) > ¢}. Then: (i) Card A, = n—k+1;
(ii) Card By = ny + 1; (iii) S(k,¢) = Ax n By.

We first note that

Card S(k,¢) < min (Card Ay, Card By) = min(n —k + 1,n — £+ 1).
This inequality becomes equality for o = id. In view of Theorem 1.3, this implies the
second inequality in (R).
We next note that, when k + ¢ < n + 1, we have
Card S(k,¢) = Card Ay, + Card By — Card(Ay U By)
>n—k+1)+(n—0+1)—n=n—(k+4{)+2,
while, when k + ¢ > n + 1, Card S(k,¢) > 0.

2
-1
this implies the first inequality in (R). QED

These inequalities become equalities when o = <7lz n Tll) . By Theorem 1.3,

Problem 1.21. We define o(j) by induction on j. We explain how to define o(1) and o(2).
The remaining part of the proof is routine.

Step 1. Choice and properties of o(1). Let ¢; == min;<j<, aj. Consider the non-empty set
Ay = {k; ar = c1}. Let dy = minge 4, bx. Consider the non-empty set By := {{ € A;y; by =
di}. To summarize, if £ € By, thenay = ¢; < a;,Vj,and by < by, Vk € A;.

We fix some ¢ € By. We claim that b, < bj, V j. Indeed, by definition of Bj, this is true
if je Ay. If j ¢ Ay, then ay < aj, and then (1.53) implies that b, < b;. Since, on the other
hand, a; < aj, ¥ j (since £ € A;), we find that, with (1) := ¢, we have a,(1) < a;, ¥ j, and
ba(l) <bj, Vj.

Step 2. Choice and properties of (2). Let ca == min; 1) a;, A2 = {k # o(1); ax = ca},
dg = mingea, by, B2 = {f € Ag; by = dQ}-

Let ¢ € By and set 0(2) = £. By repeating the argument in Step 1, we have a,(2) < a;,
Vj# o(1),and bya) < bj, Vj # o(1). QED
Problem 1.22. We consider only the case of identically ordered lists; the case of oppo-
sitely ordered lists is treated similarly.

Step 1. Reduction to the case of ordered lists. Using Problem 1.21 and the facts that

2005 = 2 G0(ybaiys 2505 = 25 Gei)s 23bi = 2 bai) ¥ € S,
j=1 j=1 j=1 j=1 J J=1

j=1

we may assume thata; <ap <--- <apandb; <by <--- < by,
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Step 2. Decomposition of the product of sums. Let

—id — 1 2 ... n—1 n (1 2 ... n—1n
== 9 -1 )% 23 0 o0 1)
. 1 2 ... n—1 n i 1 2 ... n—1 n
=34 .. 01 2) T w1 =2 n-1)"
Then, for each 1 < j < n, the list 01(j), ..., 0,(j) is a permutation of the list 1, ..., n.
We find that
n n n n n n n
aj bj = Z Z ajbk = Z Z ajb(,k(j) = Z Z ajbak(j). (526)
j=1 j=1 j=1k=1 j=1k=1 k=1j=1

Z ajbak(j) < Z ajbj. (5.27)
j=1 j=1
We obtain (C) (and thus (GC)) from (5.26) and (5.27). QED

Problem 1.24. Clearly, the quadratic trinomial in (1.61) satisfies f(z) > 0, V2 € R, and
thus its discriminant A is < 0. Now,

T(z) = (i a?)xQ—Z

and thus

n 2 n n
% = (Z bj> - <Z a§> ( b§> <0. (5.28)
j=1 j=1 j=1

We have just obtained (CS). By (5.28), equality in (CS) amounts to A = 0, which
in turn amounts to the existence of some = € R such that f(z) = 0. Finally, f(z) = 0is
equivalent to a;jx = b;, V j, i.e., to the proportionality of (a1, ...,a,)and (b1,...,b,). QED

n n n
Zaijjx—l—Zb?,
=1 j=1 j=1

=

Problem 1.25. We have

2ce "
I <a2 n 1) = 2, bjolei), (5.29)

i=1

where
40 9 4o 402
T) = T — T+ , 5.30
9(@) (a2 +1)° a?+17 " (a2 +1)? 530
1 a;

- <zxj= é < a. (5.31)

The roots of g are 1/« and «, and therefore (5.30) and (5.31) imply that g(z;) < 0, Vj.
Inserting this into (5.29), we find that f (2a / (on + 1)) < 0. It follows that the discriminant
of f is > 0, which amounts to (1.62). QED
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Problem 1.26. (1) By (CS), we have
(ab + be + ca)? < (a2 +b% +c?) (b2 +c® +a?),
whence (1.63).

(2) With no loss of generality, we may assume thata < b < c. Seta; = by == a,a2 = by == b,

43 — by = c. Then (R) with o @ :2)) ?) yields

ab+ bc + ca = albg(l) + agbg(g) + a3bo-(3) < aiby + asby + asbs = a® + b* + . QED

Problem 1.27. Step 1. (1.64) holds when 3 < n < 6. Denoting I,, the inequality we want
to prove, we find that
I3 @2(951 + $2 + x3 — XXy — T1XT3 — xgxg) >0
((l)l — 1’2)2 + (.TQ — .CC3)2 + ($3 — $1) >0,
Iy @2(901 + x2 + ch + :):4 — 2x371 — 2x4x2) >0

@2[(@ - :L‘3) + (g — :L‘4)2] >0,

5
I5©2ZJZ]2~— Z IjkaO
j=1

1<j<k<b

1
<3 Z (xj — :ck)z >0,

1<j<k<b
6
2
IG(E)QZ:Ej—Q Z le'k+4 Z $j$j+320
j=1 1<j<k<6,1<|j—k|<2 1<j<3
2
= 2 — Zj41 + Tjp3 — Tjpa)” = 0.
1<5<3

When n > 7, one could provide directly a counterexample (see Step 4), but it is more
instructive to get first insight from the Gauss method.

Step 2. (1.64) does not hold when n > 9. Indeed, I,, is equivalent to

n—2
222 — (n —4) Z xlm]+42x1xj+22x
j=2,3,n—1n j=4 j=2 (5.32)

—(n —4)z4z5 + R > 0,

where the reminder R contains none of the products z;z; that precede it in (5.32). Using
the Gauss method, we complete the first part of the expression in (5.32) to a square, and
tind that I, is equivalent to

2

n—4
2|z — T Z zj + Z zj| —nrgxes +T =0, (5.33)
.7:273’77’_17” =
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where T does not contain x1, 2425, a:?l or :Ug Therefore, the validity of I,, implies that

2(x1 + x4 + :1:5)2 —nxgxs >0, Vi, 14, x5 > 0. (5.34)

However, (5.34) is wrong when 21 = 0, x4 = 25 = 1.

Step 3. (1.64) does not hold when n = 8. The argument is similar to the one in the previous
step. Instead of (5.32), we start from the form (recall that n = 8)

227 -4 > mw;+4 Z 2125 + 2 Z i (5.35)

7=2,3,7,8
—4(zgx5 + T4T6 + T5T6) + R >0,

where the reminder R contains none of the products z;z; that precede it in (5.35). We
next rewrite (5.35) as

2|z — 2 xj+ Z xj 8(x4x5 + 2476 + T526) + T = 0, (5.36)
j=2,3,7.8

where T does not contain 1, 2425, 476, T5%6, 25, T2 or x2. Thus the validity of Ig implies
that

2(x1 4+ x4 + x5 + :1:6)2 — 8(z4ws + x426 + T526) = 0,V 21, 24, 25, 26 = 0, (5.37)
but this is wrong when z; = 0,24 = 25 = 26 = 1.

Step 4. (1.64) does not hold when n > 7. Inspired by Step 3, let us take z1 = 3 = z3 = 1
and z; = 0,V4 < j < 7. Then (1.64) for these values becomes 3n < 18, and this does not
holds forn > 7. QED

Problem 1.28. Set

X
fl@) =%+ —ab, Ya=0.
p q

Then f’(a) = a?~! — b, and thus f has a minimum at ag == b'/"~1). Finally,

/(p—1) q
f(ao):bpp +Z—bp/(p1)=bq<;+;—l>=0. QED

5.2 Worked inequalities

Problem 2.1. We consider, e.g., the case of identically ordered lists. The Vahdlty of (GC)
when n=1is obvious. Assume that (GC) holds for n — 1. Let C' = 37~ Lajbj, A =

Z] 1 aj, B = 30T ! b;j. We want to prove that

n(C + apby) — (A+an)(B+b,) >0
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knowing that
(n—1)C > AB. (5.38)

Using (5.38), we obtain

n(C + anby) — (A + an)(B + b,) >C + napb, + AB — (A+a,)(B + by)
=C+ (n — 1)apb, — a, B — Ab,

Z (a;bj + anby, — anbj — ajby,) QED

3 Q
|
— >—\

(an — a;)(b, —b;) > 0.

j=1
Problem 2.2. (2.1) is equivalent to

f@) = (@ =" +[a—(a—bt]F <aP, VO<t <1 (5.39)

Finally, (5.39) holds since f(0) = f(1) = a” and f is convex. QED

Problem 2.3. (1)If0 <y < z,lett € [0, 1] be such thaty = (1 —¢)(—=x) + tz. By (J),
e(y) = e((L = t)(—x) + tx) < (1 — t)p(—=z) + tp(x) = o(z).
(2) Properties (2.2) and (2.3) of the norm are straightforward. We now prove that
Dy(u + u,v 4+ v) < Po(u,v) + Po(u,v), Yu,u,v,v € R. (5.40)
Using: (i) the textbook fact that a convex function on an open interval is continuous;
(ii) item (1), we find that
R 5 v — ®y(u,v) is continuous, Vu € R, (5.41)

[0,00) 3 u — Py(u,v) is non-decreasing, Vv € R. (5.42)

In view of (5.41), it suffices to prove (5.40) when v, v, v 4+ v # 0. In this case, we have
(using (5.42), (2.5), and the convexity of ¢):
Po(u + U, v +70) = Pofu+ 1, [v+7]) < Pao(|ul + [ul, [v+7])
< o(|ul + [ul, [v] + [0])

=(|v|+v|)s&< ol _Jul 7] '“') (5.43)

ol + o] [o]  Jof + [v] [0]

< \v]go(|| |) + (7] @ (|| D = O (u,v) + $2(u, V).
(3) Repeat the argument in (5.43), using

N(xl + Y,y Tp—1 +yn—1) < N(ml,...,xn_l) —l—N(yl,...,yn_l),

Vﬂj‘l,...,xnfl,yl,...,ynfl e R.
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(4) Set

n 1/p

Nn(xlv"'amn) = (Z |$]|p> ) V$17---7mn€R7
j=1

o(t) = (1+ )P VieR.

Note that ¢ is convex, since ¢’ is increasing (see (1.9) and Problem 1.11), even, satisfies
(2.5)with £ =1, and that N, = &, Vn > 2.

Using the above and items (2) and (3), we find that ®,, is a norm; this implies the
Minkowski inequality (M). QED

Problem 2.4. We note that item (1) is a special case of item (2). We therefore proceed
directly to the proof of item (2).

“[(2.9) and (2.10)] =(2.11)” Set

k
flx) = 2 Njx® —a% Vae (0,00)".
j=1

If (2.9) and (2.10) hold, then 2° := (1,1,..., 1) is a point of minimum of £, and thus

of

0
— 1
aW(:lc) 0,V1</{<n,

which amounts to (2.11).

“[(2.9) and (2.11)]=(2.10) ” Fix z > 0 and set

g:R" >R, g(8) =", vBeR"

Then ¢ is clearly convex, in the sense that it satisfies (J), and thus also (GJ). Under the
assumption (2.11), we have

k
gla) =y (Z AjaJ') :
j=1
and thus, if (2.9) holds, (2.10) amounts to the Jensen inequality (G]J). QED

Problem 2.5. We may assume that a < c. Then

c—b b—a c—b b—a
10 = 7 (S o+ P2 0e) < S50 + Do),
c—a c—a c—a c—a
and this inequality is equivalent to the one in the statement. QED
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Problem 2.6. Proof by induction on n, the case n = 2 being clear. Let S, (z1,...,zy),
respectively T, (z1, . .., z,), denote the left-hand side, respectively the right-hand side, of
(2.13). Assume that (2.13) holds for n — 1. Noting that

Sp(x1, .. yxy) = Sp_1(21, -y 1) — Tn-1f(21) + Tpe1 f(xn) + zn f(21),
To(z1, .o oyxn) = Tho1(21, ..oy Xn—1) — 21f (Tn-1) + Tnf(Tn-1) + 21 f(20),

in view of the induction hypothesis it suffices to prove that
—Tp—1 f(@1) + Tp1 f(@0) + 20 f(21) = =21 f(Tn—1) + 20 f(201) + 21 f(20),

which is equivalent to
(T — xn—1)f(21) + (21 — 20) f(Tn—1) + (Tp—1 — 1) f(TH) = 0. (5.44)

In turn, (5.44) follows from Problem 2.5. QED

Problem 2.7. Testing the inequality withz; = --- = x,, = 0, we find that C,, <

f(1) = £(0)

We will actually prove that is the optimal constant, which amounts to

1 SRS (00t () VIR (5.45)

1 n

n 1 n
LA 2w

In turn, (5.45) is equivalent to

n

1 1
flz;+1) ) fz5)

j=1

(5.46)

U flag 1)~ flay) _ f() - F(0) &
Z o, 0fw) >

~~
=]

j=1

Now, f being convex we have, by Problem 1.12,
FO) + fzj +1) = f(1) + f(z),
and thus
flzj+1) = f(z;) = f(1) = f(0) = 0,

since f is non-decreasing.

We find that

n 1 HOEFIORS R TR
I=[f(1) _f(O)]g flzj + 1) f(x;) = n jzlf(ivj-l-l);lf(xj)’

the latter inequality following from the Chebyshev inequality (C) (using again the fact
that f is non-decreasing).
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Under the assumptions f non-decreasing and f(z) > 0, V& > 0, we find, with essen-
tially the same proof, that

Cp = %inf{f(a; +1) = f(@): 2= 0. QED

Problem 2.8. Let 7 € S, and assume that ;1; = A ) V3. Given o € S,,, we have

(i

Fo = Z HjTo(s) = Z Ar()To(j) = Z Ao (r=1(k)) = Ygr—1-
j=1 j=1 k=1

A1 H1
Equivalently, set A == | : [and M = ¢ |- f M = P.A, where P; is the permuta-

An Hn
tion matrix associated with 7 (see Theorem 3.1), then we have just proved that z, = y,,-1,

Yoes,.

Consider now the general case. By “(2)=(3)” in Theorem 1.1, and by Theorem 3.1,

there exist ¢, € [0, 1], 7 € S, such that Z c;=1land A = Z c P M. (5.47)

TESK TESK
By linearity and the first part of the proof, we have

Zo = Z Crlgr—1 = Z Cr—15Yr- (5.48)

TESH TESH
Set now by r == c,-1,. Then (5.48) reads

%o = Y. boryr, VO € Sy (5.49)

TESRK

Using (5.47), it is straightforward that the matrix (of size n!) (bs 7)o res, is DS. Com-
bining this fact with (5.49) and the implication “(3)=(1)"” in Theorem 1.1, we find that

(2.15) holds. QED
Problem 2.9. Let z1,...,x, achieve the maximum in (2.16). With no loss of generality,
we may assume that, for some 1 < ¢ <n, wehave -1 < z1,...,2, <0, while0 < z,4; <
o<z, < 1.
We next note that, by the optimality of z1, ..., z,, for each i # j we have
[z,y€[-1,1], x+y=xi+xj]:>x3+y2£:1:§+x?. (5.50)

Using (5.50), Problem (1.12), and the strict concavity of z — 3 on [—1,0], we find
that z1 = ... = 2, < 0. Using (5.50), Problem 1.12, and the strict convexity of x — z3 on
[0,1], we find that x4, 2 = ... = z,, = 1. For further use, we note that no z; can be 0.
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Now comes the main step of the proof. We claim that z; = 1. Indeed, we argue by
contradiction and assume that 0 < xy < 1. Two possibilities are to be considered.

Possibility 1. x1 + x, < 0. In this case, one may check z3 + z} < (z1 + x¢)3, with equality
iff x1 + 2y = 0. By optimality, this implies that 1 + z; = 0, and then the numbers
0,22,...,2,0,1,...,1 are still optimal. This contradicts the first part of the analysis (no
x; can be 0).

Possibility 2. 1 + x, > 0. In particular, we have 21 > —1 and 2% < z7 . Consider the
function

2 f(2) = (11 — 2)> + (we + 2)° = 23 + 2} + 32(xF — 23) + 322 (20 + 21).
Then f(z) > f(0),Vz > 0 and, for small z, we have —1 < z; — z < z; + z < 1. This
contradicts the optimality of x1, ..., zp.

To summarize, we know that there exists 1 < ¢ < n such that

n—4¥
Y4

X = =xp=— and zy 1 = =x, = 1.

Since 0 > 21 > —1, we have ¢ > n/2. We find that the maximum in (2.16) is exactly

_ )3
M = max (n—E)—(n 9 ;E<€<n . (5.51)
2 2
Let now
(1—a)°
glz) =1—2— e , Va >0,

so that, with z := ¢/n,

(n— 0~ " = ng(a).

The function g increases on (0, 2/3] and decreases on [2/3, c0). We find that the max-
imum M is achieved by one of the ¢’s for which the corresponding = is closest to 2/3.
Several possibilities occur.

Case 1. n = 3k, with k integer. Then the optimal choice is ¢ = 2k, leading to = = 2/3. We

find that M = %

Case 2. n = 3k + 1, with k integer. In this case, we have two candidates: / = 2k and
¢ = 2k+1. After calculating g(2k/(3k+1)) and ¢g((2k+1)/(3k+1)), we find that ¢ = 2k +1
k(k+1)(3k +1)

(2k +1)°

Case 3. n = 3k + 2, with k integer. Again, the candidates are / = 2k and ¢ = 2k + 1. The

E(k+1)(3k +2)
2k +1)*

yields the maximum, which is M =

maximum corresponds to ¢ = 2k + 1, and its value is M =

QED
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Problem 2.10. We have to prove that
Z In(a; + a;) < Z In (a; + ay(;)) < Z In(aj + an—j+1)-
j=1 j=1 Jj=1

The function In being concave, it seems natural to try to prove the following general-
ization of (2.17): if f : I = (a,b) — Ris convex and a;,b; € I,V j, satisfy a1 < ap < --- <
Gn, b1 < by < --- < by, then

D flaj+b) = > flaj+beiy) = D, Flaj + boji). (5.52)
j=1 j=1 J=1

Step 1. Proof of (5.52) in the special case where f is strictly convex, a1 < az < -+ < ay,
and by < by < --- < by,. We prove for example the first inequality; the proof of the second
one is similar. Consider a permutation o € S,, that achieves the maximum of the middle
term in (5.52). We will prove, by contradiction, that o = id. For, otherwise, there exist
1 <k < ¢ < nsuchthato(k) > o(f). Then

ap + bg(g) < ay + bg(g), ar + bg(k) < ay+ ba(k), (5.53)

(ak + bg(g)) + (ag + bo(k)) = (ak + ba(k)) + (az + bg(g))- (5.54)

By (5.53)—(5.54) and the proof of the case n = 2 in Theorem 1.1, we see that there exists
6 € (0,1) such that

ag +bsy) _ (1-0 0 ay, + by 0
(az + bo—(g)> B ( 0 1—60) \ar+byuy) (5.55)
Using (5.55) and the strict convexity of f, we find that

Flak +boy) + flae+ o)) < flar + boge) + f(ae+ bow))-

o(j), ifj#k!
Therefore, the permutation 7 € S,,, defined by 7(j) = { o(¢), ifj =k ,satisfies
o(k), ifj=1¢

D Faj + b)) > X Flag + bog)
= =1

contradicting the maximality of o.

Step 2. Proof in the general case. With ¢ > 0 being sufficiently small, set a5 = a + je,
b; = b; + je,Vj,and f(z) = f(z) + ex?,V z. Then a3, b5, and f* satisfy the assumptions
of Step 1. We conclude by letting ¢ — 0 and using the textbook fact that a convex function

on an open interval is continuous.
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Bonus (left without proof). Prove that, for every o € S,,, there exist DS matrices A, B such
that

ai + bg(1) ai + by ay + by ar + by(1)

az + b, az +b ag + bp— az + b,

? ) ®) =A 2_ ? and ? ) ! =B . ® . QED
ap + ba(n) an + by, an + b an + ba(n)

Problem 2.11. The proof will be conceptually very simple, but part by intimidation.

1
With f(z) = —, x € I := (0, 00), we want to prove that
T

@)+ 10)+ 1)+ 31 ()
a+b b+c c+a (5:56)
22f< 5 >+2f( > >+2f< 5 >,Va,b,ce].

Since f is convex, let us try to apply Theorem 1.2 in the case where the scalars are
rational. (In this approach, the fact that a, b, c > 0 is irrelevant.) As we saw in the proof
of the theorem, this case reduces to Theorem 1.1. In order to check the conditions (1.16)—

(1.19), we have to check the condition (1.15). With no loss of generality, we may assume
a+b a—l—c<b+c a+b+c

thata < b < ¢, and then < 5 = . However, we do not know how
compares to b. Therefore, we consider two cases.

a+b+c ) . . .
Case 1. ———— < b, or, equivalently a — 2b + ¢ < 0. We then consider, in the setting of

Theorem 1.1, n = 6 and

a+b+c
TI= QT =Ty =Ty = , x5 = b, 26 = c,
B _a—l—b __a+c B _b+c
Y1 =Y = 9 y Y3 = Y4 = B yUs = Y6 = 5

Then (1.15) is satisfied, and clearly so is (1.19). It remains to check that
k k
Dlay< Yy, V1<k <5, (5.57)
j=1 j=1

This is the part by intimidation. It turns out that (5.57) indeed holds, and the proof
for various values of kuses a < b,orb < c,ora—2b+c¢ <0.

at+b+c . ..
Case 2. —5 > b, thatis, a — 2b + ¢ > 0. The argument is similar. We let
at+b+c
1 = a,x2 :b7x3 =T4 = T5 = Taxﬁ =G,
a+b a+c b+c
Y1 =Y = y Yz = Y4 = yYs = Y6 =

2 2 2
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and check the analogue of (5.57).

(5.56) is known as the Popoviciu inequality. QED

Problem 2.12. (2.19) looks like (GJ]) applied to a concave function f. An educated guess

is f(z) = /1 — 22, |z| < 1, which satisfies

1 ]‘
/ (x)z—m<07

and therefore is indeed strictly concave. Since

b
1/ajcj —b? = «/ajCj f(\/;]ﬁ),

we make the assumption

i vajc; =1, (5.58)

J=1

which is compatible with the homogeneity of (2.19). Under this unrestrictive assumption,

we have
b, ) N b,
<f W Ci———
V56 <Z ’ j\/aj0j>

2 Majcj—b? :Zwajcjf(
j=1 J=1

By () (B

The inequality we have obtained,

2\/? J (Z W) - (i bj>2, (5.60)

(5.59)

is homogeneous and thus holds even without assuming (5.58). In addition, (5.60) is a
refinement of (2.19), since, by (CS),

(Evm) = (£) (%)

NB. Exactly the same proof (using, in the final step, (H) instead of (CS)) shows the fol-
lowing. Let 1 < p < o0 and «, 8 satisfy o + 8 = p. Then

2 <a§‘ f—w)l/p ((i a/p B/p) - (ély)r) 1/p

n 1 s \P\'P (5.61)
<( )(Zc?““) (3))
=1 j=1

ifa; > 0,b5,¢; >0, af Y.

HM:
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The special choice « = 1, 8 = p — 1 gives

S (S5 (5)) e

J
if a; > 0,bj,¢; > 0, a; " >, V.

Problem 2.13. Assuming a < b < ¢, the couple (a, (a + b + ¢)/3) majorizes the couple
((2a+b)/3, (2a + ¢)/3). By Theorem 1.1, we thus have (2.21).

In order to complete the proof, it suffices to show that
a+b+c 2b+a
o) =10+ 1(0) + 27 () < (20

_f<20+a> _f<2b;r0> _f<20;b> >0,Va<b<ec

We have

o= (4) (25 () oo

where the inequality follows from (J) applied to the convex function f’.

Therefore, g(a) > g(b), Va < b, and in order to complet the proof it suffices to prove
that g(b) > 0. This follows from (J) applied to f, since

o) = 50+ 155 ) 21 (22,

A straightforward modification of the proof shows that (2.20) still holds if f is convex
and [’ is concave. (Start with ¢ < b < a and repeat the above argument.) QED

Problem 2.14. The statement has a majorization flavor. To make this more clear, we first
note that it suffices to prove the desired inequality when a1 ---a, = by ---b,. Let z; ==
Inaj,y; == Inb;,V j. The constraints are

Y1=2Yy2=2-2Y, 1 2=2Y1, 1 +xr2=2Y1+yY2,..., 1+ +Tp =9y +- -+ Yn,

which are the majorization conditions (1.22) and (1.16)—(1.19) stated “backwards”. Thus,
for every convex function f on R, we have

> fng;) = ) f(Inb;).
j=1 j=1

In the special case where f(z) = e”, we obtain the conclusion of the problem. QED
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Problem 2.15. Assume that aq,...,a, and by,...,b, are identically ordered. Then we
claim that
Z ajby(j) < Z ajbj, Vo € S,. (5.63)

Indeed, let 7 € S, be such that a,(;) < ay2) < -+ < arp) and by < brg) < --- <
br(n) (see Problem 1.21). By (R), we have

Do aibi = Y armybe) = D oir(bey = 2, aibo(s);
j=1 k=1 k=1 j=1

whence (5.63).

Similarly, if ai,...,a, and by, . .., b, are oppositely ordered, then
2 ajby(j) = Z ajbj, Vo € S,. (5.64)
Problem 2.16. The lists a1 = x1,a0 = %, ey Qpy = % and b; = g, by =
I
GQ G"
papsRRRE by, = P are oppositely ordered (since a;b; = G, V j). By (5.64), we have

nG = Z ajb; < agby + agba + -+ + apbp_1 + aiby
j=1

Gn
=Ty +x3+ -+ Ty + ——m QED
a"’l“.l’nfl

xl...xn n
—zp 4T3+ A Ty = > 3y =
xl".:’vn—l ‘:

Problem 2.17. Consider the quadratic trinomial

n

T(z) = (ayz — by)? 2

7j=2

Z (ajzo — bj)? <0, (5.65)

and thus A/4 > 0, which is the same as the Aczél inequality.

If we have equality, then T'(z) > 0, V2 € R, and in particular 7'(zp) > 0. Combining
this with (5.65), we find a;zo = bj, Vj = 2,...,n, and this equality still holds when j = 1.
Thus equality requires that (ay,...,a,) and (b1, ..., by,) are proportional. QED
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Problem 2.18. (1) By homogeneity, we may assume that a = 1/A and b = 1/B. Then

<L <AB,Vj. (5.66)

We obtain (2.24) from (1.62) with « := AB.

4abAB
(2) Assume that (2.24) holds for some constant C' instead of a72. With ¢, m inte-
(ab+ AB)
gers to be determined later, letn == ¢ +m, a1 = -+ = ay = a, app1 = -+ = ap = A4,
by =---=bp=B,by1 = = by :=b. Then, with x = (¢, m) := ¢/m, (2.24) reads

(aBx + Ab)?
~ (a?z + A2)(B2x + b?)’

(5.67)

Given any z > 0, we may choose ¢, m — oo such that z(¢, m) — z. We find that (5.67)
holds for every = > 0. We now minimize, with respect to z, the right-hand side of (5.67).

bA
This leads to the choice x = B For this choice, (5.67) becomes
a

4abAB
<—,
(ab+ AB)

which implies item (2). QED

Problem 2.19. By (CS) and Problem 1.27, we have

L

whence the conclusion. QED

n n
Z [(Tj41 + Tj12) (Z ) g Z Tj(Tj1 + Tj42),

Tj+1 Jr353+2 =1

Problem 2.20. Proof by intimidation. Using the Gauss method, we find that

3
a2+62+c2+ab+bc+ca+a+b—|—c+§

+1b+1+12+3 b+1+12+2 +12
=(a+ b+ zc+ - sCc+ - sle+—
2 2 2 4 3 3 3 4) "

whence (2.26), with equality iff

P TUNE SUNNS SRS SRR U
GTP TR T Ty TR T Ty T T
. 1
which amountstoa =b=c = 7 QED
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Problem 2.21. By homogeneity, we may assume that ab = 1. By symmetry, we may
assume that ¢ > a,b, and then ¢ > 1. Write a = ¢*/3, and then b = ¢~ */3. We have to
prove that

1 1 1
- + 3 T 3
er+eT+c eT+c’+c e T4+

<1 ves1 (5.68)
C

We have e” + e™* > 2 (by (AM-GM)), and thus

1 1
< . (5.69)
e?+e®+c 2+4c
On the other hand, set y := ¢ + ¢ > 1. Then the function
1 1
— +
eC+y e Tty
has a maximum at z = 0, and thus
1 1 2
+ < ) 5.70
e“+cE+e e T4+AB4+c 1+ +¢ (570)

In view of (5.68)—(5.70), we are done if we prove that

1 N 2
24c l1+c3+c

1
< ]
C
which holds even without the assumption ¢ > 1, since it amounts to (¢ — 1)%(c+1) = 0.

Under the assumptions ¢ > a,b and ab = 1, equality arises iff a = b = ¢ = 1. If we
restore symmetry, equality arises iff a = b = c.

Bonus (from [5]): we have
a® + b > a®b + ab?, (5.71)

with equality iff a = b. (This is an avatar of (R), but can also be seen directly, since it
amounts to (a — b)*(a + b) = 0.) Using (5.71) and its variants obtained by permutations,
we find that

1 1 1
+ +
a3+ b3 +abc B3+cB+abec 3+ a3+ abe
1 1 1

< + +
a2b + ab? + abc  b2c + c2b+abc  c?a + a’c + abe
1 1 1 1

ab(a + b+ ¢) +bc(a+b+c) +ca(a—i—b—i—c)  abc’

with equality iff a = b = c. QED

Problem 2.22. Set f(b) == (a + b+ ¢+ d)* — 8(ac + bd). Then f'(b) < 0,Ya < b < ¢ < d,
and thus f(b) > f(c). Now f(c) = [2¢ — (a + d)]* = 0. QED

87



Solutions 5.2 Worked inequalities

Problem 2.23. The condition }77_, w?_l = 1 suggests taking the ;v’]?_l’s as coefficients of

a convex combination. With this in mind, we write

2 f (),

n—2 n
=1

n
Y N
] gt AT g — g

Jo g

Noting that the minimum of f is achieved at = =

nn/(n—1)
T we find that

ﬁ and has the value f(zg) =
n+/\n=

n —

n/(n—1) nn/(n—l)

n /
n—1 A n—1"1 _
1$j f(x])zjz_llxj n—-1  n—1"

n

J

with equality if z; = o, Vj. We find that m = n

NB. Although the proof is inspired by (GJ), convexity was not used. QED

1— —at
Problem 2.24. (1) Write x = ¢~%, with a > 0. Then f(t) = % and

t—at_1+ —at —at
7ty =2 > ¢ :etQ (at +1—e") <0, Vt>0.

(2) Set ty, = (2k — 1)q—2k, s, == 2kq—2k, k > 1. Since p < 2, we have ¢ > 2 and therefore
t1 > 0. Moreover, clearly 0 < t;, < s, Vk > 1.

Since

1 p—1 1 p-1 1 1 p—1 p-1 p(p—1)

e 2k—p s 2k L T s 2% —p 2k 2k(2k—p)’

we find that

pp—1)  p=1 ok 1yg—2k  P—1 opg-ok
%2k —p) 2k—p T

:i—i—lxt’“-l-ixskZf(tk)_f(sk)>0'

(3) (Proof due to James S. Frame) The inequality is clear for z = 0 and = = 1. Therefore,
we may assume that 0 < =z < 1. Let

glz) =1 +z)P+(1 -z -2l + 29", VO <z < 1.
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Using (1.74) and item (2), we have, with f, t;, s;, as in the previous items:

1 v D) (p=2k+ D[P o ke1yg . P2k o
29(x) = 2, (2k — 1) ok 7 ok
k>1
1) p=1 .9 p—1 9
—(2 — 2 p(p q—2 2¢—2
( p)x [2(2 ) 2 pa: + S T
2-p)B—p)---2k—p) o
+ Z x
= 2k — 1)! »
pp—1)  p-1 p(2F—1g—2k | P~ 1 okg—2k
2k(2k —p) 2k—p 2k

—(2 - p)e(f(t1) — f(s1)) + ;2 2 —P><3(2—kp_> -1-)-!<2k: 1) u

x [f(tr) = fsk)] > 0.

Problem 2.25. (1) We have
fla) < 1(a+1> = a® - <a+1>a+1 <0< (a—1>(a—a) <0.
2 «a «a «

This holds when 1/a < a < o, with equality when a = 1/a or a = «, whence (2.33).

(2) By (2.33) and homogeneity, we have
1
al + b7 < <a + a>ajbj, v j. (5.72)

We obtain the desired result by taking, in (5.72), the sum over j. Equality holds iff % €
J
{1/, 0}, V).

(3) Using the hint, we have, for z > 0,

9(x) — g(—a) 1 <e(p—1)r _ e—(p—l)r) _ l(ew —e™)

b q
$2k+1 1 & 1
el U )
k=0 LP q
$2k+1 [1 okt 1 1
3 2 [y
= 2E+1)!|p q

where we have used (1.4) for & = 0, and the fact that

1 1 1 1
Sp—D)*F s Z(p—1)—==0,Vk>1
p q p q

(since p > 2).
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(4) The case where p = 2 was treated above. Assume that p > 2. Since (using (1.4))

ap_

1
f(a) = Ty Va=>0,

we find that f decreases on (0, 1] and increases on [1, ), and in particular its maximum
on [1/«, o] is achieved either for a = 1/« or for a = «. By item (3), we have

f(1ja) = g(=Ina) < g(Ina) = f(a),

and thus
1 1 1/1 1 1
ap+§<ap+>a,V§a£a. (5.73)
p q a \p q (€7

By (5.73) and homogeneity, we have

1 a;

Ea? + ;b? < ;(;ap + ;>ajbj, if aj,b; > 0 and é < b? <a. (5.74)
Summing (5.74) over j, we obtain (2.34). Equality holds iff a; = ozb?_l, V. QED
Problem 2.26. (1) We have
A+2)*+ 1 —2)—1+z) =1 —z)™
— %a(1 - a) Z (a+1)---(2k—2+ 04227{:)('2 —a)---(2k—1-— a)m%' (5.75)
k>2 ’
The assumption 1/2 < o < 1 implies that
a>0,1-a>0,a+1>2—-a>0,...,2k—24+a>2k—1—a>0. (5.76)

We obtain (2.35) from (5.75) and (5.76).

(2) With no loss of generality, we may assume that a + b = 2. Set X := a?/2, Y == bP/2. We
have to prove that

m = min {X2 FY2 (2P —2)XY; X >0,V >0, X2P 4y = 2} > 9. (5.77)
Noting that (2.36) becomes an inequality when a = b, we actually have m < 27, and
thus (5.77) amounts to m = 2P.

Let (X,Y") achieve the minimum in (5.77). If X = 0 or Y = 0, then m = 2P and we are
done. Otherwise, we have X > 0, Y > 0 and there exists some pu € R such that

2X + (2P —2)Y = pX2r1, (5.78)
2Y + (2P — 2)X = py?/r1, (5.79)
XM 4 y?r =9 (5.80)
X2 4+Y?24 (22 —2)XY =m. (5.81)
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Multiplying (5.78) by X /2, (5.79) by Y /2, adding the results and comparing the total
with (5.81), we find that

w=m < 2P, (5.82)

Inserting (5.82) into (5.78) and (5.79) and adding the two inequalities obtained, we
obtain

X +Y < X1 4 y2/e1 (5.83)

Assuming, with no loss of generality, that X > Y, write X 2P =142, VP =1 —1g,
with z € [0,1), and set « == g € (1/2,1). Then (5.83) becomes

A+2)+Q—2)*<A+z) @+ (1 —z)' (5.84)

By item (1), (5.84) implies that x = 0, and thus X =Y = 1 and m = 2°.
(3) (2.36) improves (2.37). This amounts to

aP + bP + (2P — 2)(ab)?? < 27" H(aP + bP), Ya,b > 0,
which in turn is equivalent to the straightforward inequality
aP + 0P — 2(ab)?/? = (ap/2 - bp/2>2 >0, Va,b>0.
(2.36) improves (2.30) for x sufficiently close to 0. If 0 < x < 1, then (2.36) yields
(14 z)P + (1 —z)P = 2P — (2P — 2)(1 — 2?)P/2.
Therefore, the desired conclusion amounts to the existence of some § > 0 such that
(2P —2)(1—2®)P2 + 21+ 29)P L < 2P, VO <z <. (5.85)
Using (2.38) and the fact that 0 < p/2 <1and 0 < p — 1 < 1, we find that

1-22)P?<1- g:pQ, Ve [0,1], (5.86)
(1+2P <14 (p—1)29 Vaelo,1]. (5.87)

Inserting (5.86)—(5.87) into (5.85), we find that
(2P —2)(1 — 2®)P2 + 2(1 + 9Pt < 2P — g(zp —a? +2(p—1)21<2P,  (5.88)

the latter inequality being valid for sufficiently small > 0 (since ¢ > 2 and therefore
2(27’ —2)x% > 2(p — 1) for sufficiently small ). QED
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Problem 2.27. The obvious solutions are (z,y) = (1,0) and (z,y) = (0,1). Let us prove
that these are the only ones. Consider (z,y) such that 2% + y* = 1.

If y < 0, then 2* < 2 and 2Y < 1, so that (z, y) does not solve (2.39). Similarly if z < 0.

Next, let

m=min{2” +2¥; 2,y > 02® + y* = 1} < 3.

We claim that m is achieved only for (x,y) = (1,0) or (0,1). In view of the above
discussion, this completes the proof. Indeed, argue by contradiction. If (z,y) € (0,1)?
achieves m, then there exists some A € R such that

2% In2 = 2Ax, (5.89)
2Y1n2 = 2)\y. (5.90)

x

2
Set f(x) = 7 where 0 < # < 1. Then

xT

f(z) = i—i(:pan -1) < 2—(1n2 —1) <0.

2

Since (5.89)—(5.90) imply that f(z) = f(y), we find that z = y, and thus z = y = \1@
We obtain the contradiction

3>m=2lt/V2 5 9lT o 3 QED

Problem 2.28. When n = 3, we recover the familiar inequality (1.63). Assume thatn > 4.
We rewrite (2.40) in the more tractable form

n

n 2 n—1
M Jar] < nig <Z a§> ,Va, ... an > 0. (5.91)

j=1k+#j j=1

By homogeneity, we may assume that >, a? = n. Since (5.91) becomes an equality

when a; = - -+ = a,, we find that (5.91) is equivalent to
n n
max Z Hak; Ea? =n,a; >0,Vj s =n.
J=lk#j  j=1
We will actually prove the seemingly stronger assertion
n n
max ZHak; Eajz:n,ajZO,Vj =n. (5.92)
J=lk#j  j=1

(To see that max is achieved in (5.92), we argue as for (1.80).)
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Set

a=(ar...,an), f(a) = > [ [ ar h(a Zag—nK {a € [0,50)"; h(a) = 0}.

=1 k#j

We claim that, if a € K and a; = 0 for some j, then f(a) < n. Indeed, assuming, e.g.,
that a,, = 0, we have

(n—=1)/2
2 <a%+ —l—an 1) "
n—1 — n—1

1 (n—1)/2 1 n—1
<1+) <(1+ ) <el?2 <.
-1 n—1

Therefore, at a maximum point a of f on K we have a; > 0, V j. Since Vh(a) # 0 for
such a, by Theorem 1.4 there exists some p such that

f(a) =qay- ] = a%...a
(5.93)

Vf(a) = uVh(a). (5.94)

In order to have a tractable formula for V f, we come back to the original inequality
(2.40) and write

We find that
(%Lg ﬁag Z a B a T oay

Therefore, (5.94) amounts to the system

P 1
Pla) D — = 2pay, VL. (5.95)
Qy ) 7

In particular, (5.95) implies that ;1 > 0. Subtracting the lines £ and /¢ of (5.95), with
k # ¢, we find that

1 /1 1
P(a)j;;,z p <ak - ag> = 2u(ax, — ag). (5.96)

If, say, ar > ay, then the left-hand side of (5.96) is negative, while the right-hand one
is positive, a contradiction. Therefore, we have a; = --- = a,, = 1. It follows that max in
(5.92) is indeed n. QED
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Problem 2.29. By repeating the proof of (5.92), for every n > 3 and o > 1 we have
Znak;Zagzn,ajz(),‘v’j = n. (5.97)
j=lk#j  j=1

(Some care is needed in checking the validity of (5.93) when n = 2.) Equivalently, if
o > 1, we have

My <M _ M" 1 Yay,... a4, > 0. (5.98)
Substituting, in (5.98), a; = b;, and letting s == ro > r, we find that

My<M_ .MM VOo<r<s,Vay,...,a, >0, (5.99)

which is the desired generalization of (2.41). QED

Problem 2.30. Testing (2.44) with z; = y; = 1, Vj, we find that 2?7 < 27, and thus the
condition p < n is necessary.

From now on, we assume that 0 < p < n. By homogeneity, it suffices to prove that

min{ﬁ (x?—ky?); zj,y; >0, ﬁxj +ﬁyj = 1} =m > 1. (5.100)

J=1 J=1 J=1

Assume, as suggested, that m is achieved by some configuration (x1,...,y,). Set
S‘—ZL‘ +yJ,P HS],Q HxJ,R Hyj

By Theorem 1.4, there exists some A € R such that

p—1 P Q

pr; o =A—, V],
TS
1 P R
p—1 :
Py, o =A—, Yy,
TSy
and therefore
P
v Q.
D T v 9
$§ R J

which implies that there exists some ¢t > 0 such that y; = tx;, V j. Substituting this into
(5.100), we find that (2.44) amounts to

1+t <1+, Vt>0, (5.101)

which is obvious for p = n and we prove below for 0 < p < n.
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Set
(14
f(t) o~— m, Vt>0.
Then
14yt L l<0, ifo<t<1
/t _ ( " l_tp 1 ) .
70 mD(1+151f’)”+1( ) >0, ift>1

We find that f(t) > f(1) = 1, which implies (5.101) and completes the proof.

Bonus. Sketch of the proof of the fact that m is achieved. This follows by combining two
observations.

Observation 1. We have m < 1. To see this, consider the competitor z; = y; = 1, V j.

Observation 2. We may replace any competitor with another competitor such that S; =
Sy = --- = 5,. Indeed, let

n
7=1

Given any competitor (z1, ..., yy) in (5.100), consider the positive numbers t1, ..., t,
such that
tr--tp =1,
(tlxl)p + (tlyl)p = (t2x2)p + (t2y2)p == (tnxn)p + (tnyn)p'

Then (t121,. .., thyx) is still a competitor in (5.100) such that

g(tlxla .- atnyn) = g($17 o 'ayn)

and, in addition,
(2 +42) = [gtaree o), ¥

Combining the two observations, we find that

n n
m =min{g(z1...,yn); 0 < zj,y; <1, H%‘JFH%: 1},
j=1 j=1

and then the fact that m is achieved amounts to the textbook argument “a continuous
function on a compact set has a maximum point and a minimum point”. QED
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Problem 2.31. By symmetry, we may assume that a < b < c. We consider the case where
f is non-decreasing, the other case being similar. Since f is non-decreasing and non-
negative, the numbers z = f(a), y == f(b) — f(a) and z = f(c) — f(b) are non-negative
and satisfy f(a) =z, f(b) =z +y, f(¢c) = x + y + 2. Then

(@a=b)(a—c)f(a) + (b—c)(b—a)f(b) + (c—a)(c—b)f(c)
=[(a—=b)(a—c)+(b—c)(b—a)+ (c—a)(c—b)]x
+[(b—=c)(b—a)+ (c—a)(c=b)]y+ (c—a)(c—b)z
=[(b—a)*+ (c—a)(c—b)]z+ (c—b)’y + (c —a)(c—b)z > 0.

QED

Problem 2.32. Recall that a,b,c > 0 are the side lengths of a triangle iff a < b+ ¢,b <
¢+ a,c < a+ b. This yields immediately the implication “<".

Conversely, set

a+c—>b b+a—c c+b—a
u.—T>0,v.—T>0,w.—T>O.

Then, clearly,a = v +v,b = v + w,c = w + u. QED

Problem 2.33. Substituting a = u + v, etc., (2.47) is equivalent to

3 3

+ (v 4 w)’+(w + u)
>(u+v)(v—u)? + (v+w)(w—v)
+3(u+v)(v+ w)(w + u),

(u+v)

2 2

+ (w + u)(u — w)

which can be rewritten, using the identities (u + v)* — (u + v)(v — u)* = 4uv(u + v), etc.,
as

duv(u + v) + dvw(v + w) + dwu(w + u) = 3(u + v)(v + w)(w + u),
and, after simplifications, as

buvw < uv + uv? + v2w + vw? + wu + wu. (5.102)

In turn, (5.102) is a special case of (2.9)—(2.10), with

Aj=1/6,a=(1,1,1),01 = (2,1,0), 2 = (1,2,0), 3 = (0,2, 1), etc. QED

Problem 2.34. (1) Noting that
(a2 + b — 02) (b2 + - ag) =(62 + (a2 — 02)) (62 — (a2 — 02))
bt (a2 . 02)2
(a+b—c)b+c—a)=(b+ (a—ec))(b—(a—c)) =b—(a—c)?,
and developing the expressions in (2.48), we find that (2.48) amounts to

20%(c — a)2(62 +a? — b2) > 0,

96



Petru Mironescu Inequalities and other stories

which holds since, by assumption, ¢? + a? > b2.

(2) If a, b, c are the lengths of an acute triangle, then it suffices to use item (1) and multiply
the three inequalities of the type (2.48) (obtained by circular permutation).

Otherwise, we have, for example, a? > b* + ¢2. But then a* + b > ¢? and a® + ¢* > b?,

so that the left-hand side of (2.48) is non-positive, and thus (2.49) holds. QED
Problem 2.36. Set, for each j > 2 for which this makes sense, a; = a; — a;—1. Then
convexity is equivalent to a; < 41, whenever this inequality makes sense. By Problem
2.35, this is thus equivalent to the existence of non-negative numbers x3, . .., such that:

ay =a1 +ag, ag=a2+az3 =a; +oay +I3, a4 =a3+oqg =a1 +og+x3+24,...,

thatis, when j > 3, a; = a1 + o + ZL:& . QED

Problem 2.37. Step 1. Reformulation of (5.24). Let z; be as in the solution of Problem
2.36. Set x1 = a1, x2 = a2 = az — a;. Define similarly y;. With the notation in the
solution of Problem 1.19, and by repeating the argument leading to (5.24), item (1) is
equivalent to

n

iZ xrye Card S(k,0) < znl N xrye Card T'(k, 0),

(5.103)

E

le,{L‘g,yl,yQ, Vl’g,...,xmyg,...,yn > 0.

As noticed there, Card S(k, 1) = Card T'(k, 1), V k, and Card S(1,¢) = Card T'(1,4), V¥,
and thus (5.103) amounts to

n

xrye Card S(k, ¢) xpye Card T'(k, £),
kz zng (5.104)

VIEQ,Z/Q, vm37"-7$n7y37"'7yn > 0.

||M:

Step 2. Simple formulas for Card S(k,2) and Card S(2, £), and consequences. Since
S(k,2) = {k,k+1,...,n\{o" (1)}, Y,
we have

k+1, ifk>o1(1)

. , Yk,
k, ifk <o (1),

Card S(k,2) = {n a
n_

and, in particular, Card S(k, 2) takes twice only the value n — o~1(1).

Similarly, we have
52,0 ={o7" (), 07 (t+1),...,0  (M)}\{1},V ¢,
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and

n—L0+1, ifl>o(1)

, VL.
n—4¢, if ¢ <o(1),

Card S(2,0) = {

In particular, Card S(2, ¢) takes twice only the value n — o(1).
From the above, we derive the following consequences:

[Card S(k,2) = Card T(k,2), Vk, and Card S(2,¢) = Card T(2,¢), V(]

5.105
< [o(l)=7(1)and o~ (1) = 77 (1)]. ( )

Step 3. “(2)= (1)” By “<” in (5.105), we have Card S(k,2) = CardT(k,2), Yk, and
Card S(2,¢) = CardT'(2,¢), V £. Therefore, (5.104) amounts to

n

Z Z xpye Card S(k, ¢) znl Zn: zpye Card T'(k, 0),

k=30=3 (5.106)

Vx37~--737n7y37--~ayn 20

In turn, (5.106) holds, thanks to the assumption (2.51) (which amounts to Card S(k, ¢) <
CardT'(k,?),Vk, ¢ > 3).

Step 4. “(1)= (2)” Step 1. o(1) = 7(1) and 0= (1) = 77 1(1). Fix m > 1 and let 2}, == .
Letting first y» = 1, then y» = —1 in (5.103), we find that Card S(m,2) = CardT'(m,2),
Vm, and similarly Card S(2,p) = CardT(2,p), Vp. By “=" in (5.105), this implies that
o(1) =7(1)and o=1(1) = 771(1).

Finally, let 3 < m,p < n. By letting x}, = 0y, and y, == d¢,, we find that Card S(m,p) <
Card T'(m,p), i.e., (2.51) holds. QED

Problem 2.38. (1) Set S := a + band P := ab. Then (2.52) amounts to
S?pP —3P? —2P +1 > 0.
Noting that S? > 4P, we find that
S?P —3P? - 2P +1>(P—-1)*>0,
whence the conclusion. Equality occursiff P =1and S = 4,ie,a=0b=1.

(2)Set Q == VP > % Since S > 2(Q), we may write S = 2Q) + z, with z > 0. (2.53) is

equivalent to

[(1 +Q)? —2] 22 +201+Q)%(2Q —1)z > 0.
/4
>1

Equality holds iff z = 0,i.e., a = b.
Remark. By carefully choosing x > 0 in the above, one may see that, under the assumption

1
ab < 7 inequality (2.53) is, in general, wrong. QED
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Problem 2.39. Writea = 1+ 2,b = 1 +y, ¢ = 1 + 2z, where z,y,z > 0. With these
substitutions, (2.54) becomes 3 + 3 + 23 > 3zyz, which follows from (AM-GM). QD

Problem 2.40. It is natural to set, as for a triangle,
—a+b+c+d=4x>0,a—b+c+d=4y >0, etc.,
so that

a+b+c+d=2(x+y+z+t),a=—x+y+z+t, etc

With these substitutions, (2.55) becomes
eyt <2Yz+ )+ 2)(z +y)(y + 2),

which follows from z + t > 2+/2t, etc. QED

Problem 2.41. The last constraint, 2d > a, seems superfluous, since, if all the other con-
straints except this one are satisfied, then the inequality to prove is clear. Therefore, we
keep only the first three constraints, and write, with z,y, z > 0,

b c d
=—-+44 =—+4 =—-+44
a=3 x,b 5 Y =3 z,

leading to
d d d
a:§+4x+2y+z,b:Z+4y+2z,c:§+4z. (5.107)

By homogeneity, we may choose d = 8, and then, inserting (5.107) into (2.56), we have
to prove that

832y2(16 — (1 + 4z + 2y + 2)) < (1 + 4z + 2y + 2)(2 + dy + 22)(4 + 42)8,
which is equivalent to

128zyz < (1+ 4z +2y+2)(1 +2y+ 2)(1 + 2) + 8zyz(1 + 4o + 2y + 2) = R.

This inequality could be proved by majorization, but a simpler approach consists of
applying (AM-GM) to each expression above, by writing, e.g.,

1+4a:+2y+z:1+x+x+x+x+y+y+z28(1-x4-y2-z)1/8.

We then get
R=8(1-a 4 2)1/8 A1y 2)1/4 21 2)Y2 4 8ayz (1ot 2)1/8
=64 /2y!/12 18 (?Jl/ 2.8/4 4 xyZ> > 128212y /4, 1/8 <y1/2z3/4 . xy2> v QED
=128zxyz.
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5.3 More on inequalities

Problem 3.1. If A = (aji)i<jkr<n, then, clearly, a;, > 0 and (with ¢ standing for the
Kronecker symbol)

an = 2 Aodko(y)

o€Sy
We have
Z ajk = Z Z AOko(j) = Z Z AoOko(j) = Z Ao =1, V7,
k=1 k=1o0eS, eSSy, k=1 oSy
and similarly Z;‘:l ajr =1, Vk. QED

Problem 3.2. (1) Each line (and each column) must contain a non-zero entry.

(2) By the above, on each line and on each column of A there is exactly one non-zero
entry, which has to be one. If a;(;) denotes non-zero entry on line j, then f is injective,
(for otherwise the column f(j) would contain two non-zero entries), and thus f is a
permutation and A = Py. QED

Problem 3.3. Since A is not a permutation matrix, it contains some entry a;,x, € (0,1).
Since the sum of the entries on the line j; is 1, there has to be another entry on this line
such that a;,, € (0, 1). Similarly, there has to be an entry on the column k3, different from
ajik, € (0,1) and such that a;,, € (0,1). We continue as above until the (finite) step where
we obtain again one of the entries considered before. This yields m different entries, with
m > 4. Consider now the smallest m that occurs in such a process. We claim that m is
even, whence the conclusion of the problem. Argue by contradiction and assume that m
is odd. Then the first, the second, and the last entry in the chain are on the same line.
This means that we can: (i) remove the first and the last entry in the chain; (ii) replace the
first entry with the last one, and obtain a chain of (m — 1) entries, contradicting thus the
minimality of m. QED

Problem 3.4. (1) Let

o = min{a;, ,, Ajoky, - - -} > 0,
respectively

B = min{a;, ky, Ajoks,-- -} > 0.

Let B, respectively C, be the matrix obtained by replacing, in A, the cycle a; 1, , ..., aj,k,
with aj,k, — @, aj,k, + A, Ajaky = O Qjoks + Qe GGy + respectively a;,r, + 5, a1, —
/8’ Ajoks + ﬁ?ajzk’g - 67,57 Aok — ﬁ

By definition of «, respectively 3, B, respectively C, have at least one zero entry
€ (0,1), then

more than A. B and C are also clearly DS. Finally, if we set ¢ = - i
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(1 —t)C +tD = A. (This can be checked separately on the entries of the form a;,,,
aj,k,,,, and on the entries that are not in the cycle.)

(2) By Problem 3.2, iterating the process in item (1), we express, in at most n? — n steps,
A as a convex combination of permutation matrices. QED

Problem 3.5. The square matrices of size n form a vector space of dimension n?. QED
Problem 3.6. If Ais of sizen, set B == A—1Id, B = (b;1)1<jk<n- Consider the application
®(4) = (bjk)1<jbsn—1-

When A is DS, B (and thus A) is completely determined by ®(A), since

n—1 n—1
bin=— Y b, V1<j<n—1by=—),YI<k<n
k=1 J=1

Thus @ is one-to-one on the set of DS matrices, which can therefore be identified with
a set of matrices of size (n — 1), and thus with a part of a space of dimension (n — 1),

Les Abe DS. Write, asin Theorem 3.1, A = > s A, P Clearly, ®(A) = >, 5 A P(F).
By the Steinitz lemma, we may assume that at most (n — 1)? of the \,’s are non-zero. Fi-
nally, A = s A, P, where at most (n — 1)2 of the \,’s are non-zero. QED

Problem 3.7. We have to consider the case where ¢’ is (strictly) increasing. The proof is
essentially the same as the one of Theorem 3.3. Using the same notation, it is convenient
to write, this time,

+

K(z,y,2) =T(7_5a ﬁ_a7> _1=h
e e

If Tj < Tjt1, then ’y(:cj+1) > ,8(1'j+1) > a(xj+1), and we find that F,(.CC]‘_H) > 0.
If x; = xj41, then, as in the proof of Theorem 3.3, for y > x;,1 close to x;.1 we have
F’(y) > 0. In both cases, we obtain a contradiction. QED

Problem 3.9. (1) (3.19) is equivalent to

Az + y)/zy < (x +y)* + day, Va,y > 0,
which in turn amounts to (y/z — \/§)4 > 0.
(2) Assume that (3.20) holds. Then

G-H
HZm, Vr,y>0,x#y,
1
and in particular, by taking x = ¢,y = 7 with ¢t # 1, we find that
-H 2t 1
gt Gy 21
t—1 A — t—1 (t + ]_) 2
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1
Finally, when 6 > oY (3.20) follows from (3.19), since

1 1 1 1 1
A+(1—-0)H=-A+-H ——-)J(A-H)>-A+ -H.
A+ (1-190) 54+ 3 +<0 2)( )_2 +3 QED
Problem 3.10. Testing (3.21) withzy = ¢ > 0and 2o = --- = 2, = 1 and letting e — 0,
n—1
we find that § > <n — ) . Same proof for (3.22). QED
n

Problem 3.11. By homogeneity, we may assume that zy = 1 and thus y = 1/z. In this
case, we have M_, = 1/M, and M, = 1, so that (3.23) is proved as follows:

1 1
GMI+ oMY, = (M, M_,)"? =1 = M{.
The optimality of (3.23) amounts to the fact that, if

OMI + (1 —O)M?_ >1,Va,y>0, (5.108)

then § > 1/2. Lety = 1/x, so that

T q/r 1
M= (222 ) M=
" < 2 > T MY

Since the image of the function
[1,0) 3z — M/

is [1, o), the validity of (5.108) for this choice of y amounts to

1
f(t) = 0t+(1—«9); >1, Vt=>1. (5.109)
If # < 1/2, then f has a minimum equal to 24/6(1 — §) < 2att = 1770 Therefore,
(5.109) implies that § > 1/2.
Alternatively, since f(1) = 1, if (5.109) holds then f/'(1) > 0, i.e. 6 > 1/2. QED

Problem 3.12. Step 1. We follow the first hint. By homogeneity and symmetry, we may
assume that zy = 1 and x > 1. Since (3.24) is clear when z = y = 1, we may further
assume that z > 1, so that we may write x = ¢!, with ¢ > 0. We have reduced the
problem to

ert _|_€—rt 2 r
f(t) = +r<et+et> >r+1, Vi > 0. (5.110)
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Step 2. We follow the second hint. Since f(0) = r + 1, it thus suffices to prove that
f'(t) > 0,Vt > 0. Writing f in the more compact form f(t) = cosh(rt) + r(cosht)™" and
using the fact that cosh’ = sinh, we have to prove that

sinh(rt)

(cosht)" > sinht, Vit > 0. (5.111)

Step 3. We follow the third hint. In order to prove (5.111), we rely on (3.25)-(3.26) and
find that (5.111) amounts to

; T2t3 T'4t5 ) t2 t4 r+1 . t3 t5

which clearly holds, since

r243 rigd . 2 4 r+1 . 2 44
t+7+?+"' “FE‘FI—F"‘ >t +§+I+"‘

IR
x+§+§+m

Step 4. The optimality of (3.24). Let z = €', y = e, with ¢ > 0. Set
g(t) =60M + (1 —0)M", = Gcosh(rt) + (1 — )(cosht)™".

1
It suffices to prove that, if g(t) > 1,Vt¢ > 0, then 6 > R For this purpose, we note that
T

¢'(t) = Orsinh(rt) — (1 — )r(sinh t)(cosht) " *,
g"(t) = 0r? cosh(rt) + (1 — 0)r(r 4+ 1)(sinh ¢)*(cosh t) "2 — (1 — 6)r(cosh t)™".

We have g(0) = 1 and ¢’(0) = 0. Therefore, if g(t) > 1, V¢, then ¢”(0) > 0. Since
g"(0) = 0r2 — (1 — 0)r, we find that 6 >

r+1 QED

Problem 3.13. Step 1. Initial reductions. The case where » = 1 was settled in Problem
3.11. We therefore assume that 0 < r < 1. The reduction to the case where y = 1/z and
x > 1is obtained as in the previous problem.

Step 2. Identification of the limiting case. The derivative of the right-hand side of (3.27) is

4yt ey (TN e e (e a T
it ’ )< 2 > LU ’

and thus it suffices to prove that

T —r\ 9/r—1 -1\ —¢—-1
r—1 [T t+x e N B i
G < 2 > >r(l—a7) < 2 > ’ (5.112)

VOo<r<1,Vg>0,Vz > 1.
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For fixed z, the left-hand side of (5.112) increases with g, while the right-hand side

decreases with ¢. Therefore, it suffices to prove the counterpart of (5.112) when ¢ = 0,
namely,

(27t =27t <x+2x> h >r(l-a7?) (x +2x1 > _1’ (5.113)

Vo<r<1,Vz>1.

r+2
Step 3. Proof of (5.113). Multiplying (5.113) with :UT (2" +27") (z +27"), we see that

we have to prove that f(z) > 0,V > 1, where
f@) =" —1)(z® +1) —r(2* = 1) (z* + 1)
(1=r)2> 2 —(1+r)2®+ (1 +r)z* —(1—r), Vo> 0.

By intimidation, we have

(@) =2(1—r*)2a® ™ —2(1 + r)x + 2r (1 + r)2* 1,
F(@) = 2(1 = r2) 2 + D) — 2(1 +7) + 2r(1 + ) (2r — 1)a> 2,
(@) =4r(1=r?)@2r+ D2* ' —dr(1—r?)(2r — 1)2* 3,

so that f(1) =0, f/(1) =0, f”(1) = 0, and
(@) =4r(1—r?)2a® ?[2r+1)(2* = 1) +2] >0, VO<r < 1,Va > L.
We find that, indeed, f(z) > 0, V2 > 1, and we are done.
Step 4. Optimality. Assume that 6 is such that M < M + (1 — 0)M?,. Withy = 1/z, set
g(x) = 6OMI + (1 —0)M4,.
Again by intimidation, we have
g (x)=0g(z" ' —z7 M —(1-0)(1 - a;_Q)MzII,

g"(x) =0q(q — 1) (=" — 3!:_7"_1)2Mq_2 +0q((r—1Da" 2 + (r+ D2 " 2) M
+ (1= 0)glg —1)(1 - 272 MI? — 201 - 6)gz—* M7

Since g(1) = 1and ¢/(1) = 0, if g(z) > 1, Vo > 0, then ¢”(1) > 0. This amounts to
1

> .
r+1

Step 5. Bonus. (Proof by intimidation.) We use notation similar to the one in Step 4 in
Problem 3.12. Write z = €!, y = e7%, and set

1
t) = M7+
9(t) r+1" 7 r+1

——[cosht] ™

1
MY, = h(rt)]4"
1= g leoshrT 4 2
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By intimidation, we have g(0) =1, ¢’(0) = 0, ¢"(0) = 0, ¢”(0) = 0, and

4 qr 2
g (0) = T+1(2—2r + 3¢ + 3qr).

Since r > 1, for sufficiently small ¢ > 0 we have g(4) (0) < 0. For such g, for sufficiently
small ¢t > 0, we have ¢(t) < 1, and therefore (3.27) does not hold. QED

Problem 3.14. Step 1. Initial reductions. Letting y = 1/z, x = ¢!, with ¢ > 0, it suffices to
prove that

1
: [cosh(rt)]?" + . - : [cosht] ™ > 1, Vit >0, (5.114)

and therefore it suffices to prove that the derivative of the left-hand side of (5.114) is > 0
when ¢ > 0. This amounts to

sinh(rt)[cosh(rt)]¥" "' > rsinh(rt)[cosh t] 7%, ¥Vt > 0. (5.115)
Since the left-hand side of (5.115) increases with ¢, while the right-hand decreases

with g, it suffices to prove (5.115) when ¢ = 1. This amounts to

sinh(rt)
rsinht

[cosh ] > [cosh(rt)]* V" (5.116)

Step 2. We use the hint (ii): since » > 1 and ¢ > 0, we have

rt n r3t3 n rotd n
inh (1t T I
sinh(rt) _ 31 7 31 7l > 1. (5.117)
rsinht rt rt rt

e
Step 3. We use the hint (iii): when 0 < r < 2, we have

1-1/r 1-1/r

[cosh(rt)] V" =[2cosh?(rt/2) — 1]
12

< [2 cosh? t — 1]
(5.118)

< [2 cosh®t — 1]

In view of (5.117) and (5.118), we are done if
cosh?t > [2 cosh? t — 1] 1/2.

But this reduces to [cosh2 t— 1]2 > 0.

Step 4. We prove that (3.28) does not hold when = 3 and ¢ = 1. Following the hint, we
let y = 1/x and set

1
z=x+ — > 2.

8
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Since

1
:1:3—1——3:,23—32,
x

and, for any z > 2, one can find some x > 0 such that z = « + 1/z, the inequality we want
to disprove reads

15/23—32 32
1<-= S Vz>2.
AN T’

Equivalently, we want to disprove the inequality

23 (2% — 32) — 16(22 — 2)3>0,Vz =2,
which is in turn equivalent to f(z) > 0,V z > 2, where, by intimidation,
f(z) =2% — 32" — 12823 + 57622 — 8642 + 432
=(z —2)*(z* + 42% + 927 — 1082 + 108).

Since the expression in the last bracket is < 0 when z = 2, we find that, indeed, (3.28)
does not hold when r = 3and ¢ = 1. QED

Problem 3.16. Similarly to the solution of Problem 3.15, we have to prove that f(¢) > 2r,
V0 <t <1, where

Ft) =1+ + (1 —t) +aP(t), a=2r—2, P(t) = (1—2)".

Arguing as in Step 2 in the solution of Problem 3.16, we are done if we prove that

gt)=1+t)"—(1—-t)"—2rt>0,V0<t<1. (5.119)

Since g(0) = 0, (5.119) follows if ¢’(t) > 0, V0 < t < 1. In turn, this follows from the
strict convexity of [0,00) 3 =+ h(z) == 2" !, which implies that

Jt) Qr[;h(l )+ %h(l—t) —h<;(1+t) + ;(1_75))] S0, V0<t<l.

For the optimality part, assume that 6 is such that
M{ <OM + (1-0)My, Va,y > 0. (5.120)

Testing (5.120) withz = 1 and y = 1 + 2¢, ¢ > 0, we find that

F(t) = 2[1 L 20) ] 4 (L= 0) (L4207 — (L4 1) =0, ¥t =0,

By intimidation, we have f(0) =1, f/(0) = 0,
1 0)=20r(r—1)+ (1 —=0)r(r—2)—r(r—1).

If (5.120) holds, then f”(0) > 0, which is equivalent to § > 1/r. QED
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Problem 3.17. With no loss of generality, we may assume that ¢ < r and z + y = 2. Then
M; =1,0< My <1, and (3.29) reads

(M2P = M} =21 — (271 — 1) Mj;

r

—9g—aq/m)p _ (2(q—q/r)p _ 1p) (M3 (5.121)
Using (5.121) and the inequality (2.1) in Problem 2.2, we find that
M > [2(‘1_‘1/7’)? — <2(q—q/r)p — 1p) (Mg)P] 1p
>94—4/r _ <2q—Q/r — 1>Mg — 2479/ VY — <2q—q/7“ - 1) M,
which is equivalent to (3.33).
The optimality of = 2q_1q i when
MY < MY + (1 —0)MJ, Y,y >0, (5.122)
holds is obtained by testing (5.122) with z = 2 and y = 0. QED
Problem 3.20. Proof by contradiction. Take z; =t > 0and 2 = --- = 2, = 1, and set

F(t) = GMZ + (1 — G)MS — M{ = Qw + (1 - g)tr/n . (7”L1+t> ‘

n n

For 6 as in the statement, we have F(0) = 0. On the other hand, when r > n we have

F'(0) = f(”_ 1>H <0,

n n

and thus, for small ¢ > 0, we have F(t) < 0, implying that (3.40) does not hold. QED

Problem 3.21. For the validity of (3.47), repeat the solution of Problem 3.17, assuming,
e.g., that > z; = n. For the optimality, test (3.47) with 2y = €,29 = --- = 2, = 1, and let
e — 0. QED

Problem 3.22. Fix z1,...,x,. For1 <r <nand ¢ = 1(3.33) (When n = 2), respectively
(3.47) (when n > 3) are equivalent to F'(r) > 0, where

n I/T n n
F(r) = (n— 17" (Z x§> + (n — Y (n — 1)171/r> H le-/n — Z z;.
j=1 Jj=1 J=1
Since, clearly, F'(1) = 0, we find that F’(1) > 0. Next, with
S =58(r) = Z 7,

7j=1
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we have, by intimidation,

F'(r) ==(n—1)""Y"8Y" In(n — 1)

r2

imlnajj

+(n—1)Trsir| - 1nS+11 . S

Lo 1-1/r . 1/n
+r—2n/(n—1) In n—l 1:[

In particular, we have

F'(1) = S In(n — 1) — §(1) In S(1) + Z z;l0a; + o <nT_L1> ﬁx;/",

J=1 7j=1
so that, by intimidation, the condition F’(1) > 0 is precisely (3.49). QED
5.4 Problems on inequalities

Problem 4.1. With no loss of generality, we may assume that z,, < x;, V j, and in partic-
ular z,, < x2. Then

S R (5.123)
To + T Ty + 21 Ty + 21 Ty + 21
Since, on the other hand, we clearly have
Y i ve<j<n—1, (5.124)

Tj+ Tjq1
we obtain (4.1) from (5.123) and (5.124).

In order to prove the optimality of (4.1), assume that it holds for some C' (in place of

n—1). Letting x, == 1,11 =t > 0, 2,9 = t2,... 21 = t""!, we find that
tn—t t 1
C>lm|(———+-4+—+—— | =n—1. ED
00 <tn—1 + tn—2 t+1 1+ tn> <

Problem 4.2. We will establish the inequality

ap+---+ap

- -3 anzf(\/i \/7) Vn=>2 VYai,...,ap, >0. (5.125)

Granted (5.125), we have, by symmetry,

ay+---+ap 1 2

- @@ " _n > — S — ./
" avan = o (Vaj = ag) (5.126)
Vn>2,Vi<j<k<n,Vay,...,a, >0,
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and summing up all the inequalities (5.126) we obtain (4.2). Incidentally, (4.2) implies
that equality in (AM-GM) requires a; = - - - = a,.

We now check the validity of (5.125). The case n = 2 is clear (with equality). Let
fn(ai,...,ay) denote the left-hand side of (5.126). We will prove the inequality

n—1

fular, ... ay) > fn—1(at,...,an-1), (5.127)
Vn=>3, VYay,...,a, > 0.
(Clearly, (5.127) implies (5.125).)
Fixai,...,an—1. Thena — f,(a1,...,an—1,a) attains its minimum for

0= " an,
and for this a we have

falal,...,ap—1,a) = n- 1fn_1(a1, ceyAp_1),
whence the conclusion. QED

Problem 4.3. The function

T
S

(~o0,T) 52 = f(2) = —

is strictly convex. (This can be checked either directly via (J), or by noting that f”(z) =
2T /(T — z)* > 0.) (GJ) yields

S 1
f<n> < Z ﬁf(a’j)u
7=1
which amounts to (4.3). Moreover, equality occurs in (4.3) iff a1 = ... = a,,. QED

Problem 4.4. With a, c fixed, we study the function

(¢,0) 3b > f(b) = Vab —/c(a —c) —+/c(b—c).
We have

f'(®) = ((a = ¢)b = ac)g(b),
with g(b) > 0. Thus f is decreasing on (c,,by| and increasing on [bg, c0), where by =

%S ¢ Since f(bg) =0, wehave f(b) >0,Vb > c. QED

Problem 4.5. Setting f(A) == 2%, A € R3, inequality (4.5) is equivalent to

f(la Oa _1) + f(_la 170) + f(Oa _17 1)

< fla,—,0) + f(0, 0, —a) + f(—a,0, ). (5.128)
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Using Problem 2.4 and the fact that o > 2, we have

o+ 3 a+3 a—2
f(l,o,l)_f< 3 (Oé,fOé,O)‘i’ 3 (0,0[,*@)+ a (Oé,0,0é))
oa+3 a+3 oa—2

< e fla,—a,0) + - f0,a, —a) + - f(=a,0,a),

and two other similar inequalities. We obtain (5.128) by taking the sum of these three
inequalities. QED

Problem 4.6. Possibly by interchanging a and b, we may assume that r > s. Lett =
s/r < 1. Denoting = == a",y = b",y = ¢, we are looking for

t+1 +yt+1 +Zt+1

max {x —ayt —y2t — 2zt " <ax,y,2 < gy (5.129)

The maximum in (5.129) is achieved (“continuous function on a compact”). Fix y and
z and consider the function

(0,00) 32+ f(x) =2t 4yt 4 20—yl — g2t — 22,

Since 0 < t < 1, have
f(x) =t(t+ D)zt —t(t —1)zat2 >0, YVt > 0,

and thus f is convex. We find that f(z) < max (f(a"), f(8")). The same argument holds
in the variables y and z. We find that the expression considered in (5.129) has a maximum
point (,, 2) € {a”, 8"}". Calculating the expression at the 8 possible triples, we find that
max = (" —a")(B* — af). QED

Problem 4.7. The function (0,®) 3 x — 1/2? being convex, we try to use Theorem 1.1.
The equation

20+ 2y+z=aldx+y)+ B4y +2) + (42 + x)

(with o, 8, v independent of x, y, 2) has, by identification of coefficients, the solution a =
6/13, 8 = 5/13, v = 2/13. We find that

20 4+ 2y + 2 dor +y a B v
2y+2z4+x|=A|4y+=z ], whereA=|~v a S
22+ 22 +y dz+ 8 v «
A being DS, we conclude via Theorem 1.1. QED

Problem 4.8. Let f(a, b, c) denote the left-hand side of (4.8). The form of the denomina-
tors suggests writing

a3 CL3—b3 b3 b3
bt
a? + ab + b2

N = N
Zrabt B a2 tab+ 02 altabtb? (5.130)
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Summing (5.130) and its permutations, we find that f(a, b, c) = f(b, a, c), and thus

2f(a,b,c) =f(a,b,c) + f(b,a,c)
a’ + b b+ 3 A3+ a?
a2 +ab+ b2 + b2 + be + c2 * 2 + ca + a?
(a+b)(a? —ab+b*) (b+c)(b* —bc+c?)  (c+a)(c* —ca+ a?)
a? + ab + b2 b2 + be + 2 2+ ca + a?
ab(a + b) be(b + ¢) ca(c+ a)

-9 b -2 -2 -2 :
(a+b+c) a? + ab + b2 b2 + be + c2 c? + ca + a?

Therefore, (4.8) amounts to

ab(a + b) be(b + ¢) ca(c+ a) 2
< - b . 131
a?+ab+b% b2+ be+ 2 02+Ca+a2_3(a+ +o) (5.131)

Since 3ab < a? + ab + b%, we find that

ab(a + b) a+b
<
a? + ab + b2 3

(5.132)

(5.131) is obtained by summing (5.132) and its permutations.

Alternatively, one can see that we are in the special case f(z) = 23, z > 0, of (2.20). qEp
. al + b
Problem 4.9. With f(t) = W,

It thus suffices to prove that f is increasing on (0, 00). Assuming, e.g., that a > b, write
a/b = 2%, with x > 0. Then f(t) = e + e~ and therefore

the conclusion amounts to f(2r + 1) > f(1), Vr > 0.

f'@t)=z(e" —e™) >0, Vt> 0. QED

Problem 4.10. With no loss of generality, we may assume that a > b > c. (4.9) may be
rewritten as

fla) = (a3 +03 43+ 3abc) — (agb +ab?® + bPc + be® + ta + cag) > 0.
We have

f(a) = (3@2 + 3bc) — (2ab + b+ 2+ 2ac),
f"(a) =6a—2(b+¢c)=>0,Va=b>c.

Therefore,
fla)=f'(b)=cb—c)=0
and thus
fla) = f(b) = & + bPc — 2bc* = (b —¢)* > 0. -
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Problem 4.11. Denote f(a,b, ¢, d) the difference between the left-hand side and the right-
hand side of (4.10), so that (4.10) amounts to f(a,b,c,d) > 0. With no loss of generality,
we may assume thata > b > ¢ > d > 0. Set, with b, ¢, d fixed, g(a) = f(a,b, c,d). Then

¢"(a) = 12a® — 2(b2 +c2+ d2) >0, Va > b,
and thus

g'(a) = g'(b) = 2b(b* + cd — ¢* — d?) = 2b(c* + cd — ¢* — d*) = 2bd(c — d) > 0.

We find that f(a,b,c,d) > f(b,b,¢,d), and thus it suffices to prove that f(b,b,c,d) >0
ifb>c>d=>0.

Setting, with ¢, d fixed, h(b) == f(b,b,c,d), we have
W (b) = 4b(b* + cd — ¢® — d®) > 4b(c* + cd — ¢* — d*) = 4bd(c — d) > 0,
and thus h(b) > h(c).
Finally,

fla,bye,d) = f(b,b,c,d) = f(c,c,c,d) = d(c —d)(2¢* — cd — d*) = 0. QED

Problem 4.12. We may assume that a > b > c. Let f(a) denote the left-hand side of
(4.11). Then

, 1 be be 1 be be
fila) = - 2~ 5 = - 2~ 2
L+bc  (1+ca)® (1+ab) L+bc  (1+be) (1 + be)
—b
=176220(sincebcs1).
(1+be)
Therefore,
1 b c
= =: g(b).
J@=JW) = e F e T i — 90
We have
1 c c 1 1
)y =— ——+ - > — + -
A T R A (S LA e e
1 1

(14+¢)? (1+0)? =0

and thus

1 1 4 2y
g(b)gg(l): c +c+c +c+c

= < < 2. D
1+c+1+c+2 24+2¢c = 242c &

Problem 4.13. This is a special case of (2.10) (with f = In). QED
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Problem 4.14. Setting a; = €%/, with z; < 0,V j, (4.13) amounts to

f(Z 71li> =) %f(xj), (5.133)

where f(z) :=In(1 —e*), Vo < 0. Since

" e’
r)=———<0,Vz <0,
@)=~
f is concave, and (5.133) follows from (GJ).

Incidentally, f is strictly concave, and equality in (5.133) occurs iff 1 = --- = x,, so
that equality in (4.13) occursiff a; = - - - = a,. QED

Problem 4.15. By symmetry, it suffices to find the maximal value in (4.14) under the

1

additional assumption a > b > c. Set f(x) == z + —, V2 > 0. Then the quantity under
€T

investigation is

gla,b,c) = F(va/b) £ (vo/e) (Vefa).
Noting that f is decreasing on (0, 1] and increasing on [1, ), we find that

gla,b,e) <f (Vo) f(Vb/e) 1 (Vela) < 1 (Vap) f(Vab) £(v/1/02)

:0‘20;5 ! (af(d)+ (@®+1)) <

_ (@® +1)(a+ 1)

a?+1

—5(af() + (o +1))

= M.

a

Since, in the above, equality is achieved when a = «, ¢ = 1/a, b = 1, we find that the
value M is max in (4.14). QED

1
Problem 4.16. With f(z) == . x > 0, (4.15) becomes

k—1

k-1 k
:c]H (1: + T x]+1+-~+:cjmj+1+xj+1)

\|M|

(5.134)

2($1—xn)f<m1 + b1

Ty + - +:B1J:k 1~|—1‘2).
By homogeneity, we may assume that 21 — x,, = 1, and then (5.134) follows from (GJ),
using the convexity of f and the identities

k k-1, k1 k+1 _ k+1
Z — Zjt1 <a:]- txy Xyl T+ xﬁl) 2 ( y+1)

QED

k—1

= (1 —:z:n)<:1:1 +ah e, 4 bl :cﬁ)
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Problem 4.17. This is a generalization of Problem 4.8 (which corresponds to & = 2).
However, when k is odd, we cannot repeat the proof of (4.8). We present a similar, but
different approach, which holds for every k, even or odd.

For notational simplicity, set

:Ek'H

T aF Ry a4 b

fz,y):

Va,y> 0.

As in Problem 4.8, we have f(z,y) = x — y + f(y, z), and thus

Z Fag,eien) = ) Flajin, ) = % D (g mi) + Flajen, )]

j=1 j=1 j=1
n Rl o gkl (5.135)
_1 3 J i+l
a k k—1_. k=1 ko
1Ty —i—a:j Tj+1 + —l—xjxjﬂ +37j+1

In view of (5.135), order to complete the proof of (4.16) it suffices to prove that

k
(k+ 1) (P 4+ y"1) = (2 +9) Y2y, Va,y >0, (5.136)
£=0

In turn, (5.136) can be obtained either by majorization, or by using (GMI) as follows.
Forl </ <k + 1, we have

14 E+1—14
gL g g :< 2Rl yk+1>

E+1 E+1
kE+1—1¢ 1 (5:137)
—t k1 k+1 0 k+1—L | k+1—0, ¢
Adding the inequalities (5.137) with ¢ = 1, ...,k + 1, we obtain (5.136). QED
Problem 4.18. If we have
1 1 /1 1

Pl 1

aa+ba+2a—2_4a(a+b>’va’b>0’ (5-138)

then we are done. In turn, (5.138) is equivalent to
(a+0b)(a” + b + 200 — 2) > 4aab,
which follows from (AM-GM) and (GMI):

200 — 2
2

1 1
b)| =—a” + —b°
(a+ )( a” + 5 b% +

) > 2vab - a®/(20) . po/(20) 1 (2a=2)2a _ 94y, QED
2 o
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Problem 4.19. Set S; == by + ---b;, V1 < j < n,and Sy = 0. Then S; > 0 and b; =
Sj — Sj_l,V1 <j<mn,so0 that

Zajbj EajS —Sj 1 ZCLJ Za] j—1 = Zaj ZaerrlS
j=1 j=1

n 1 n—1
= Z aJS] — 2 aj—i-lSj = 2 (a,] — aj+1)Sj + anSn,
j=1 J=1 J=1

from which the conclusion follows easily.

NB. The identity

n—1

i = Z —aj41)S; + anSy

is known as the Abel summation formula. QED
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