Université Claude Bernard Mathématiques
M2 Phenomena of High Dimension

Final exam — solutions

Warm-up
We first check that |M — EX| < Cj for some constant Cp, since

oo oo
IEX — M| < E|X — M| :/ P(|X — M| >t)dt</ exp(—t2/2) dt = Cy.
0 0

We then write 1
PXZ2EX]|+t) <PX >2M+t—Cyh) < 3 exp(—(t — 00)2/2)

If t > 2Cy, we have t — Co > /2 and P(X > E [X] +1) < § exp(—t?/8). Since probabilities are bounded
by 1 anyway, the bound P(X > E [X] +t) < exp(CZ/2) - exp(—t2/8) holds for every t > 0.

Convex hull of a Gaussian cloud

Let K = conv(G;). The function = — |z| is obviously 1-Lipschitz, and E|G;| = k,, < v/n. By the
warm-up, P(|G;| = v/n +t) < exp(—t2/2) for any ¢ > 0. Consequently, by the union bound,

P(K & (Vn+1t)By) = P(3i, |g;] > v/n +1) < Nexp(—t?/2).
Assume N > e™ and choose t = 24/log N to obtain that with probability > 1

K C (v/n+2y/log N)B} C 3+/log NBj.

Now for the converse inclusion: for every x € S"~! the random variables (G;,z) are i.i.d. N(0,1).
By a result from the course, we have therefore E max;<;<n(Gi, z) > c¢v/log N, and again by the warm-up

P (w(K,:c) < \/longt) =P < max (G;,z) < c\/logNt) < exp(—t?/2) = N—/8

1<i<N

1
— % one has

for the choice t = $+/log N.
Finally, choose € = ¢/12 and let A/ a e-net in S"~! with card ' < (36/c)™. If we choose N > C™ for
a large enough C, we get N~ /8(36/¢)" < 1. Thereforeby the union bound, with large probability

v/log N.

If K C 3y/log NB% (another event of large probability), then the function w (K, -) is 3y/log N-Lipschitz on
Sm=1 and therefore inf,cgn— w(K,z) > §y/Iog N —e3y/log N = £y/log N. This inequality is equivalent
to the inclusion §+/log N C B3.

inf w(K,z) >
zeN

o

Covering in the discrete cube

1. For ¢ € [0,1], let V() be the number of elements in a ball of radius ¢ in (@Q,,d). This value does
not depend on the center and equals <k<en (Z) By the inequality given in the exercise, we have
therefore

L gnH(len)/m) < gy < gnH(len/n)

n+1
In particular, lim £ log, V(¢) = H(e). Take a e-separated set P with maximal cardinality. The
balls centered at P with radius /2 are disjoint, and therefore V(e/2)card P < 2™. This gives
the lower bound. By maximality, the balls cented at P with radius € cover @,, and therefore

V(e)card P > 2™. This gives the upper bound.



2. Let (z;)1<i<n be i.i.d. points uniformly chosen in @, and A = |J B(z;,¢). For every z € Q,,, we
have N
\%
Pz g A) = (1 - 2(5)> < exp(—NV(e)/2™)

and therefore
Ecard(Q, \ A) < 2"exp(—NV(g)/2").

If N > nlog(2)2"/V (), this expectation is < 1 and therefore P(Q, = A) > 0. It follows that

N(Qn,e) < 2n‘7}(1§)gz + 1. Together with the lower bound N(Q,,e) = 2"/V(e), we get the desired

limit as n — oo.

Diameter of random sections

1. For every O € O(n), MO~! has the same distribution as M (by rotational invariance of the Gaussian
measure). Since ker(MO™1) = Oker M, the distribution of ker M is invariant under the action of
O(n), therefore it must be fin n—m.

2. We use Gordon’s lemma in the form “minmax” for the processes X, ,) = (Mz,y) and Y, ,) =
(G,z) + (G',y), indexed by (z,y) € L x S™~1, where G’ ~ N(0,1d,,) is independent from G. The
hypotheses are satisfies as was explained in the main course, and we get

Boip Myl =Emip max, Xey) > Bnip mox, Yoy = rm = ve(l)

For the second part, realize E as ker M and note that, since L is closed, £ N L # () if and onlf
if mingep [My| > 0. Since ¢ : M +— minyer [My| is a 1-Lipschitz function with respect to the
Hilbert—Schmidt distance, we get using the warm up

P(ENL#0) =P(6(M) < 0) < exp(~[Ed(M)]*/2) < exp(—(km — we(L))?/2).
3. We apply the previous question with L = S"~1 NtK for some t = 1/(2w(K)). We have wg(L) <
wa(tK) = thpaw(K) < K, /2. Since K, ~ /n for n large, we have £, /5 > £, /2, and by the previous
question, we have E N L = () with high probability, which implies K N F C 2w(K)B%.

Problem

1. For p =1 or p = 2, write using Tonelli theorem

/(17||:17||§()m/pdvol(:c) = // T —1)% 1 dt dvol(x)
K x|, p

vol(K)T/ /P11 — )% dt
P Jo

= Vo @(n/p)!(m/p—l)!
% (n/p+m/p)

2. (a) Let A = ||z||pyc, so © = Ay for y € PgC, and there exists z € E+ such that w = y + 2z €
C. Since C is convex, it contains the convex hull of {w} and C N E*, and in particular
Aw+ (1=ANCNEL =2+ X2+ (1 —N)CnNEL, atranslate as needed.

(b) Computing vol, (C) using Tonelli theorem gives

vol, (C) = / vol,—(C N (z + EJ‘)) dvolk > vol,—,(C' N EJ‘)/ (1= |lzllpge)™™

By 1), vol,(C) > vol,_,(C N EL)VOI;C(PEC)M.



3.

4.

(a)

(a)

(b)

(c)

Let y € R™. We compute

sup  (z,y) = sup sup sup ti(z1,y) +ta(ze,y) = sup tilyllxe + tallyll kg
z€K14+2 K> t24t2<1 T1 €K1 22 €K t24+t3<1

which equals  /[[yll% + llyll%;, giving the announced formula.

Computing vols, (C) using Tonelli theorem gives

volao (€) = [ (1 [l vol, (16%) = (1) 22

using question 1. The map Pg has the form Pg(z,y) = (IT“’, ”%ry) and therefore PrC =

{3(2,2) : z € K 45 K°}. Since the map z — (z,z) has jacobian (v/2)" we get vol, (PpC) =
27"/2vol,, (K +5 K°). Finally, note that E+ = {(z,—2) : z € R"}, so that C'N E* is the set

{(z,—2)} with ||z]|% + ||z||%- < 1, hence the result.
We have

n! n! nln!
) ) 2 i @

The hinted inequality (2:) < ”( ”2) gives the result. Note that for even n the inequality

n

follows from the fact that (27?) < (7:/12)2 AL (7:;2)

s(K) = vol, (PgC) vol,(C N EL).

Since s(TK) = s(K) for every T € GL(n, R), it is enough to show the existence of T' € GL(n, R)
such that (T'(€))° = T(F°). There is a positive matrix A such that F = A(E). We check that
T = A~'/2 works, since (T(£))° = AY2£° = AYV2 A1 F° = T(F°)

It is easily checked that %5 =ENy & C KNy K°. On the other hand, if z € K Ny K°, then

2 2
o2 < flallxellall e < 2letleliee < 4o Ky Ko € LBy

We prove by induction on N the theorem under the assumption that 22" <r< 22" For the
base case N =0 (so 2 < r < 4), we can use the bound s(K) > r~"s(B%) (which follows from
vol, (K) = vol,(€) = r~"vol,(F) and vol, (K°) > vol,(F°)) since 2log, r > r for r € [2,4].
For the inductive step, apply the induction hypothesis together with (3c) since & C KNy K° C

Fo, where the ellipsoids Fy = %Bg and & = %E satisfy vol,, (Fo)/ vol, (&) = (v/r)™. Note

that 22" <Vr < 22" By induction, we get

s(K)>2"s(K Ny K°) > 27"(2logy /7)™ " = (2logy 7)™ ™.



