KINETICALLY CONSTRAINED LATTICE GASES: TAGGED PARTICLE DIFFUSION
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Abstract. Kinetically constrained lattice gases (KCLG) are interacting particle systems on the integer lattice \( \mathbb{Z}^d \) with hard core exclusion and Kawasaki type dynamics. Their peculiarity is that jumps are allowed only if the configuration satisfies a constraint which asks for enough empty sites in a certain local neighborhood. KCLG have been introduced and extensively studied in physics literature as models of glassy dynamics. We focus on the most studied class of KCLG, the Kob Andersen (KA) models. We analyze the behavior of a tracer (i.e. a tagged particle) at equilibrium. We prove that for all dimensions \( d \geq 2 \) and for any equilibrium particle density, under diffusive rescaling the motion of the tracer converges to a \( d \)-dimensional Brownian motion with non-degenerate diffusion matrix. Therefore we disprove the occurrence of a diffusive/non diffusive transition which had been conjectured in physics literature. Our technique is flexible enough and can be extended to analyze the tracer behavior for other choices of constraints.
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1. Introduction

Kinetically constrained lattice gases (KCLG) are interacting particle systems on the integer lattice \( \mathbb{Z}^d \) with hard core exclusion, i.e. with the constraint that on each site there is at most one particle. A configuration is therefore defined by giving for each site \( x \in \mathbb{Z}^d \) the occupation variable \( \eta(x) \in \{0,1\} \), which represents an empty or occupied site respectively. The dynamics is given by a continuous time Markov process of Kawasaki type, which allows the exchange of the occupation variables across a bond \( e = (x,y) \) of neighboring sites \( x \) and \( y \) with a rate \( c_{x,y}(\eta) \) depending on the configuration \( \eta \). The simplest case is the simple symmetric exclusion process (SSEP) in which a jump of a particle to a neighboring empty site occurs at rate one, namely \( c_{x,y}^{\text{SSEP}}(\eta) = (1 - \eta(x))\eta(y) + \eta(x)(1 - \eta(y)) \). Instead, for KCLG the jump to a neighboring empty site can occur only if the configuration satisfies a certain local constraint which involves the occupation variables on other sites besides the initial and final position of the particle. More precisely \( c_{x,y}(\eta) \) is of the form \( c_{x,y}^{\text{SSEP}} r_{x,y}(\eta) \) where \( r_{x,y}(\eta) \) degenerates to zero for certain choices of \( \{\eta(z)\}_{z \in \mathbb{Z}^d \setminus \{x,y\}} \). Furthermore \( r_{x,y}(\eta) \) does not depend on the value of \( \eta(x) \) and \( \eta(y) \) and therefore detailed balance w.r.t. \( \rho \)-Bernoulli product measure \( \mu_\rho \) is verified for any \( \rho \in [0,1] \). Therefore \( \mu_\rho \) is an invariant reversible measure for the process. However, at variance with the simple symmetric exclusion process, KCLG have several other invariant measures. This is related to the fact that due to the degeneracy of \( r_{x,y}(\eta) \) there exist blocked configurations, namely configurations for which all exchange rates are equal to zero.

KCLG have been introduced in physics literature (see [16, 8] for a review) to model the liquid/glass transition that occurs when a liquid is suddenly cooled. In particular they were devised to mimic the fact that the motion of a molecule in a low temperature (dense) liquid can be inhibited by the geometrical constraints created by the surrounding molecules. Since the exchange rates are devised to encode this local caging mechanism, they require a minimal number of empty sites in a certain neighborhood of \( e = (x,y) \) in order for the exchange at \( e \) to be allowed. There exists also a non-conservative version of KCLG, the so called Kinetically Constrained Spin Models, which feature a Glauber type dynamics and have been recently studied in several works (see e.g. [3, 2] and references therein).

Let us start by recalling some fundamental issues which, due to the fact that the jump to a neighboring empty site is not always allowed, require for KCLG different techniques from those used to study SSEP. A first basic question is whether the infinite volume process is ergodic, namely whether zero is a simple eigenvalue for the generator of the Markov process in \( L^2(\mu_\rho) \). This would in turn imply relaxation to \( \mu_\rho \) in the \( L^2(\mu_\rho) \) sense. Since the constraints require a minimal number of empty sites, it is possible that the
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process undergoes a transition from an ergodic to a non ergodic regime at \( \rho_c \) with \( 0 < \rho_c < 1 \). The next natural issue is to establish the large time behavior of the infinite volume process in the ergodic regime, when we start from equilibrium measure at time zero. This in turn is related to the scaling with the system size of the spectral gap and of the inverse of the log Sobolev constant on a finite volume. Recall that for SSEP decay to equilibrium occurs as \( 1/t^{d/2} \) and both the spectral gap and the inverse of the log Sobolev constant decay as \( 1/L^2 \) uniformly in the density \( \rho \) \([15, 21]\), where \( L \) is the linear size of the finite volume. Numerical simulations for some KCLG suggest the possibility of an anomalous slowing down at high density \([11, 13]\) which could correspond to a scaling of the spectral gap and of the log Sobolev constant different from SSEP. Two other natural issues are the evolution of macroscopic density profiles, namely the study of the hydrodynamic limit, and the large time behavior of a tracer particle under a diffusive rescaling. For SSEP and \( d \geq 2 \) the tracer particle converges to a Brownian motion \([17]\), more precisely the rescaled position of the tracer at time \( \varepsilon^{-2} t \) converges as \( \varepsilon \to 0 \), to a \( d \)-dimensional Brownian motion with non-degenerate diffusion matrix. Instead, for some KCLG it has been conjectured that a diffusive/non-diffusive transition occurs at a finite critical density \( \rho_c < 1 \): the self-diffusion matrix would be non-degenerate only for \( \rho < \rho_c \) \([11, 12]\). Concerning the hydrodynamic limit, the following holds for SSEP: starting from an initial condition that has a density profile and under a diffusive rescaling, there is a density profile at later times and it can be obtained from the initial one by solving the heat equation \([18]\). For KCLG a natural candidate for the hydrodynamic limit is a parabolic equation of porous media type degenerating when the density approaches one. Establishing this result in presence of constraints is particularly challenging.

In order to recall the previous results on KCLG and to explain the novelty of our results, we should distinguish among cooperative and non-cooperative KCLG. A model is said to be non-cooperative if its constraints are such that it is possible to construct a proper finite group of vacancies, the mobile cluster, with the following two properties: (i) for any configuration it is possible to move the mobile cluster to any other position in the lattice by a sequence of allowed exchanges; (ii) any nearest neighbor exchange is allowed if the mobile cluster is in a proper position in its vicinity. All models which are not non-cooperative are said to be cooperative. From the point of view of the modelization of the liquid/glass transition, cooperative models are the most relevant ones. Indeed, very roughly speaking, non cooperative models are expected to behave like a rescaled SSEP with the mobile cluster playing the role of a single vacancy and are less suitable to describe the rich behavior of glassy dynamics. Furthermore, from a mathematical point of view, cooperative models are much more challenging. Indeed, for non-cooperative models the existence of finite mobile clusters simplifies the analysis and allows the application of some standard techniques (e.g. paths arguments) already developed for SSEP.

We can now recall the existing mathematical results for KCLG. Non-cooperative models. Ergodicity in infinite volume at any \( \rho < 1 \) easily follows from the fact that with probability one there exists a mobile cluster and using path arguments (see for example \([1]\)). In \([1]\) it is proven in certain cases that both the inverse of the spectral gap and the log Sobolev constant in finite volume of linear size \( L \) with boundary sources \(^1\) scale as \( O(L^2) \). Furthermore for the same models the self-diffusion matrix of the tagged particle is proved to be non-degenerate \([1]\). The diffusive scaling of the spectral gap has been proved also for some models without boundary sources in \([14]\). Finally, the hydrodynamic limit has been successfully analyzed for a special class constraints in \([9]\). In all these cases the macroscopic density evolves under diffusive rescaling according to a porous medium equation of the type \( \partial_t \rho(t, u) = \nabla(D \nabla \rho) \) with \( D(\rho) = (1 - \rho)^m \) and \( m \) an integer parameter.

Cooperative models. The class of cooperative models which has been most studied in physics literature are the so-called Kob Andersen (KA) models \([11]\). KA actually denotes a class of models on \( \mathbb{Z}^d \) characterized by an integer parameter \( s \) with \( s \in [2, d] \). The nearest neighbor exchange rates are defined as follows:

\[
c_{x,y} = c_{x,y}^{SSEP} r_{x,y}(\eta) \quad \text{with} \quad r_{x,y} = 1 \quad \text{if at least} \ s - 1 \ \text{neighbors of} \ x \ \text{different from} \ y \ \text{are empty and at least} \ s - 1 \ \text{neighbors of} \ y \ \text{different from} \ x \ \text{are empty too}, \quad r_{x,y} = 0 \quad \text{otherwise.} \]

In other words, a particle is allowed to jump to a neighboring empty site iff it has at least \( s \) empty neighbors both in its initial and final position. Hence \( s \) is called the facilitation parameter. The choices \( s = 1 \) and \( s > d \) are discarded for the following

\(^1\)Namely with the addition of Glauber birth/death terms at the boundary
reasons: $s=1$ coincides with SSEP, while for $s>d$ at any density the model is not ergodic. It is immediate to verify that KA is a cooperative model for all $s \in [2,d]$. For example if $s=d=2$ a fully occupied double column which spans the lattice can never be destroyed. Thus no finite cluster of vacancies can be mobile since it cannot overcome the double column. In [20] it has been proven that for all $s \in [2,d]$ the infinite volume process is ergodic at any finite density, namely $\rho_c=1$, thus disproving previous conjectures [11, 12, 7] on the occurrence of an ergodicity breaking transition. In [4] a technique has been devised to analyze the spectral gap of cooperative KCLG on finite volume with boundary sources. In particular, for KA model with $d=s=2$ it has been proved that in a box of linear size $L$ with boundary sources, the spectral gap scales as $1/L^2$ (apart from logarithmic corrections) at any density. By using this result it is proved that, again for the choice $d=s=2$, the infinite volume time auto-correlation of local functions decays as $1/t$ (modulo logarithmic corrections) [4]. The technique of [4] can be extended to prove for all choices of $d$ and $s \in [2,d]$ a diffusive scaling for the spectral gap and a decay of the correlation at least as $1/t$. A lower bound as $1/t^{d/2}$ follows by comparison with SSEP.

In the present paper we analyze the behavior of a tracer (also called tagged particle) for KA models at equilibrium, namely when the infinite volume system is initialized with $\rho$-Bernoulli measure. We prove (Theorem 2.2) that for all $d$, for any choice of $s \in [2,d]$ and for any $\rho<1$, under diffusive scaling the motion of the tracer converges to a $d$-dimensional Brownian motion with non-degenerate diffusion matrix. Our result disproves the occurrence of a diffusive/non diffusive transition which had been conjectured in physics literature on the basis of numerical simulations [11, 12]. Positivity of the self-diffusion matrix at any $\rho<1$ had been later claimed in [19]. However, the results in [19] do not provide a full and rigorous proof of the positivity of the self-diffusion matrix. Indeed, they rely on a comparison with the behavior of certain random walks in a random environment which is not exact. We follow here a novel route, different from the heuristic arguments sketched in [19], which allows us to obtain the first rigorous proof of positivity of the self diffusion matrix for a cooperative KCLG. In particular we prove that positivity holds for any $\rho<1$ for all KA models. Our technique is flexible enough and can be extended to analyze other cooperative models in the ergodic regime. We do not derive the asymptotic behavior of the diffusion coefficient as $\rho$ goes to 1. We refer to Remark 5.9 for some comments on the conjectured scaling.

The plan of the paper follows. In Section 2, after setting the relevant notation, we introduce KA models and state our main result (Theorem 2.2). In Section 3 we recall some basic properties of KA models: ergodicity at any $\rho<1$ (Proposition 3); the existence of a finite critical scale above which with large probability a finite cluster of vacancies can be mobile. For example if $s=d=2$ a fully occupied double column which spans the lattice can never be destroyed. Thus no finite cluster of vacancies can be mobile since it cannot overcome the double column. In [20] it has been proven that for all $s \in [2,d]$ the infinite volume process is ergodic at any finite density, namely $\rho_c=1$, thus disproving previous conjectures [11, 12, 7] on the occurrence of an ergodicity breaking transition. In [4] a technique has been devised to analyze the spectral gap of cooperative KCLG on finite volume with boundary sources. In particular, for KA model with $d=s=2$ it has been proved that in a box of linear size $L$ with boundary sources, the spectral gap scales as $1/L^2$ (apart from logarithmic corrections) at any density. By using this result it is proved that, again for the choice $d=s=2$, the infinite volume time auto-correlation of local functions decays as $1/t$ (modulo logarithmic corrections) [4]. The technique of [4] can be extended to prove for all choices of $d$ and $s \in [2,d]$ a diffusive scaling for the spectral gap and a decay of the correlation at least as $1/t$. A lower bound as $1/t^{d/2}$ follows by comparison with SSEP.

In the present paper we analyze the behavior of a tracer (also called tagged particle) for KA models at equilibrium, namely when the infinite volume system is initialized with $\rho$-Bernoulli measure. We prove (Theorem 2.2) that for all $d$, for any choice of $s \in [2,d]$ and for any $\rho<1$, under diffusive scaling the motion of the tracer converges to a $d$-dimensional Brownian motion with non-degenerate diffusion matrix. Our result disproves the occurrence of a diffusive/non diffusive transition which had been conjectured in physics literature on the basis of numerical simulations [11, 12]. Positivity of the self-diffusion matrix at any $\rho<1$ had been later claimed in [19]. However, the results in [19] do not provide a full and rigorous proof of the positivity of the self-diffusion matrix. Indeed, they rely on a comparison with the behavior of certain random walks in a random environment which is not exact. We follow here a novel route, different from the heuristic arguments sketched in [19], which allows us to obtain the first rigorous proof of positivity of the self diffusion matrix for a cooperative KCLG. In particular we prove that positivity holds for any $\rho<1$ for all KA models. Our technique is flexible enough and can be extended to analyze other cooperative models in the ergodic regime. We do not derive the asymptotic behavior of the diffusion coefficient as $\rho$ goes to 1. We refer to Remark 5.9 for some comments on the conjectured scaling.

The plan of the paper follows. In Section 2, after setting the relevant notation, we introduce KA models and state our main result (Theorem 2.2). In Section 3 we recall some basic properties of KA models: ergodicity at any $\rho<1$ (Proposition 3): the existence of a finite critical scale above which with large probability a configuration on finite volume can be connected to a framed configuration, namely a configuration with empty boundary. In Section 4 we introduce an auxiliary diffusion process which corresponds to a random walk on the infinite component of a certain percolation cluster. Then we prove that this auxiliary process has a non-degenerate diffusion matrix (Proposition 4.2). In Section 5 we prove via path arguments that the diffusion matrix of KA is lower bounded by the one for the auxiliary process (Theorem 5.1). This allows to conclude that the self diffusion matrix for KA model is non-degenerate.

2. Model and results

The models considered here are defined on the integer lattice $\mathbb{Z}^d$ with sites $x=(x_1, \ldots, x_d)$ and basis vectors $e_1=(1,\ldots,0)$, $e_2=(0,1,\ldots,0), \ldots, e_d=(0,\ldots,1)$. Given $x$ and $y$ in $\mathbb{Z}^d$ we write $x \sim y$ if they are nearest neighbors, namely $d(x,y)=1$ where $d(\cdot,\cdot)$ is the distance associated with the Euclidean norm. Also, given a finite set $\Lambda \subset \mathbb{Z}^d$ we define its neighborhood $\partial \Lambda$ as the set of sites inside $\Lambda$ at distance one and its interior neighborhood $\partial_+ \Lambda$ as the set of sites inside $\Lambda$ at distance one from $\Lambda^c$, namely

$$\partial \Lambda := \{x \not\in \Lambda : \exists y \in \Lambda \text{ s.t. } d(x,y) = 1\}$$

$$\partial_+ \Lambda := \{x \in \Lambda : \exists y \in \Lambda^c \text{ s.t. } d(x,y) = 1\}$$

We denote by $\Omega$ the configuration space, $\Omega = \{0,1\}^{\mathbb{Z}^d}$ and by the greek letters $\eta, \xi$ the configurations. Given $\eta \in \Omega$ we let $\eta(x) \in \{0,1\}$ be the occupation variable at site $x$. We fix a parameter $\rho \in [0,1]$ and we denote
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2This follows from the fact that if $s>d$ there exists finite clusters of particles which are blocked. For example for $s=3, d=2$ if there is a $2 \times 2$ square fully occupied by particles all these particles can never jump to their neighboring empty position.
by $\mu$ the $\rho$-Bernoulli product measure. Finally, given $\eta \in \Omega$ for any bond $e = (x, y)$ we denote by $\eta^{xy}$ the configuration obtained from $\eta$ by exchanging the occupation variables at $x$ and $y$, namely

$$
\eta^{xy}(z) := \begin{cases} 
\eta(z) & \text{if } z \not\in \{x, y\} \\
\eta(x) & \text{if } z = y \\
\eta(y) & \text{if } z = x.
\end{cases}
$$

The Kob-Andersen (KA) models are interacting particle systems with Kawasaki type (i.e. conservative) dynamics on the lattice $\mathbb{Z}^d$ depending on a parameter $s \leq d$ (the facilitation parameter) with $s \in [2, d]$. They are Markov processes defined through the generator which acts on local functions

$$
L_{\text{env}}f(\xi) = \sum_{x \in \mathbb{Z}^d} \sum_{y \sim x} c_{xy}(\xi)[f(\xi^{xy}) - f(\xi)],
$$

where

$$
c_{xy}(\xi) = \begin{cases} 
1 & \text{if $\xi(x) = 1$, $\xi(y) = 0$, } \sum_{z \sim y} (1 - \xi(z)) \geq s - 1 \text{ and } \sum_{z \sim x} (1 - \xi(z)) \geq s, \\
0 & \text{else.}
\end{cases}
$$

where here and in the following we let $\sum_{z \sim y}$ be the sum over sites $z \in \mathbb{Z}^d$ with $z \sim y$. In words, each couple of neighboring sites $(x, y)$ waits an independent mean one exponential time and then the values $\xi(x)$ and $\xi(y)$ are exchanged provided: either (i) there is a particle at $x$ and an empty site at $y$ and at least $s - 1$ nearest neighbors for $y$ and at least $s$ nearest neighbors for $x$ or (ii) there is a particle at $y$ and an empty site at $x$ and at least $s$ nearest neighbors for $y$ and at least $s - 1$ nearest neighbors for $x$. We call the jump of a particle from $x$ to $y$ allowed if $c_{xy}(\xi) = 1$. For any $\rho \in (0, 1)$, the process is reversible w.r.t. $\mu$, the product Bernoulli measure of parameter $\rho$.

We consider a tagged particle in a KA system at equilibrium. More precisely, we consider the joint process $(X_t, \xi_t)_{t \geq 0}$ on $\mathbb{Z}^d \times \{0, 1\}^{\mathbb{Z}^d}$ with generator

$$
\mathcal{L}f(X, \xi) = \sum_{y \in \mathbb{Z}^d \setminus \{x\}} \sum_{z \sim y} c_{yz}(\xi)[f(X, \xi^{yz}) - f(X, \xi)] + \sum_{y \sim X} c_{xy}(\xi)[f(y, \xi^{xy}) - f(X, \xi)],
$$

and initial distribution $\xi_0 \sim \mu_0 := \mu(\cdot | \xi(0) = 1), X_0 = 0$. Here and in the rest of the paper, we denote for simplicity by 0 the origin, namely site $x \in \mathbb{Z}^d$ with $e_i \cdot x = 0 \forall i \in \{1, \ldots, d\}$.

In order to study the position of the tagged particle, $(X_t)_{t \geq 0}$, it is convenient to define the process of the environment seen from the tagged particle $(\eta_t)_{t \geq 0} := (\tau_x \xi_t)_{t \geq 0}$, where $(\tau_x \xi)(y) = \xi(x + y)$. This process is Markovian, has generator

$$
Lf(\eta) = \sum_{y \in \mathbb{Z}^d \setminus \{0\}} \sum_{z \sim y} c_{yz}(\eta)[f(\eta^{yz}) - f(\eta)] + \sum_{y \sim 0} c_{0y}(\eta)[f(\tau_y(\eta^{0y})) - f(\eta)],
$$

and is reversible w.r.t. $\mu_0$. We still say that the jump of a particle from $x$ to $y$ is an allowed move if $c_{xy}(\eta) = 1$. In the case $x = 0$, this jump in fact turns $\eta$ into $\tau_y(\eta^{0y})$. By using the fact that the process seen from the tagged particle is ergodic at any $\rho < 1$ (see Proposition 3.2) we can apply a classic result [17] and obtain the following.

**Proposition 2.1.** [17]$^3$ For any $\rho \in (0, 1)$, there exists a non-negative $d \times d$ matrix $D(\rho)$ such that

$$
\varepsilon X_{s=2t} \xrightarrow{\varepsilon \to 0} \sqrt{2D(\rho)}B_t,
$$

---

$^3$This result is proved in [17] for exclusion processes on $\mathbb{Z}^d$ but the proof also works in our setting.
where $B$ is a standard $d$-dimensional Brownian motion and the convergence holds in the sense of weak convergence of path measures on $D([0, \infty), \mathbb{R}^d)$. Moreover, the matrix $D(\rho)$ is characterized by

$$u \cdot D(\rho)u = \inf_{f} \left\{ \sum_{y \in \mathbb{Z}^d \setminus \{0\}} \sum_{z \sim y} \mu_0 \left( c_{y,z}(\eta) [f(\eta^{xy}) - f(\eta)]^2 \right) + \sum_{y=0} \mu_0 \left( c_{0y}(\eta) [u \cdot y + f(\tau_y(0^y)) - f(\eta)]^2 \right) \right\} \quad (2.7)$$

for any $u \in \mathbb{R}^d$, where the infimum is taken over local functions $f$ on $\{0,1\}^\mathbb{Z}^d$.

Our main result is the following.

**Theorem 2.2.** Fix an integer $d$ and $s \in [2, d]$ and consider the KA model on $\mathbb{Z}^d$ with facilitation parameter $s$. Then, for any $\rho \in (0, 1)$, any $i = 1, \ldots, d$, we have $e_i \cdot D(\rho)e_i > 0$. In other words, the matrix $D(\rho)$ is non-degenerate at any density.

**Remark 2.3.** Since the constraints are monotone in $s$ (the facilitation parameter), it is enough to prove the above result for $s = d$.

### 3. Ergodicity, Frameability and Characteristic Lengthscale

In this section we recall some key results for KA dynamics. In [4], following the arguments of [20], it was proved that KA models are ergodic for any $\rho < 1$. More precisely we have the following.

**Proposition 3.1 (Theorem 3.5 of [4]).** Fix an integer $d$ and $s \in [2, d]$ and consider the KA model on $\mathbb{Z}^d$ with facilitation parameter $s$. Fix $\rho \in (0, 1)$ and let $\mu$ be the $\rho$-Bernoulli product measure. Then 0 is a simple eigenvalue of the generator $L_{\text{env}}$ defined by formula (2.1) considered on $L_2(\mu)$.

Along the same lines one can prove that the process of the environment seen from the tagged particle is ergodic on $L_2(\mu_0)$, namely recalling that $\mu_0 := \mu(\cdot | \xi(0) = 1)$ it holds

**Proposition 3.2.** 0 is a simple eigenvalue of the generator $L$ defined by formula (2.5) considered on $L_2(\mu_0)$.

**Definition 3.1 (Allowed paths).** Given $\omega \subset \mathbb{Z}^d$ and two configurations $\eta, \sigma \in \omega$, a sequence of configurations $P_{\eta, \sigma} = (\eta^{(1)}, \eta^{(2)}, \ldots, \eta^{(n)})$ starting at $\eta^{(1)} = \eta$ and ending at $\eta^{(n)} = \sigma$ is an allowed path from $\eta$ to $\sigma$ inside $\omega$ if for any $i = 1, \ldots, n - 1$ there exists a bond $(x_i, y_i)$, namely a couple of neighboring sites, with $\eta^{(i+1)} = \eta^{(i)} x_i y_i$ and $c_{x_i y_i}(\eta^{(i)}) = 1$. We also require that paths do not go through the same configuration twice, namely for all $i, j \in [1, n]$ with $i \neq j$ it holds $\eta^{(i)} \neq \eta^{(j)}$. We say that $n$ is the length of the path. Of course the notion of allowed path depends on the choice of the facilitation parameter $s$ which enters in the definition of $c_{xy}$. It is also useful to define allowed paths for the process seen from the tagged particle. The paths are defined as before, with the only difference that for any $i = 1, \ldots, n - 1$ there exists a bond $(x_i, y_i)$, namely a couple of neighboring sites, with $c_{x_i y_i}(\eta^{(i)}) = 1$ and

- either $x_i = 0$ and $\eta^{(i+1)} = \eta_{y_i} \left( (\eta^{(i)})^{0 y_i} \right)$
- or $x_i \neq 0$ and $\eta^{(i+1)} = \eta^{(i)} x_i y_i$

Following the terminology of [20] we introduce the notion of frameable and framed configurations.

**Definition 3.2 (Framed and frameable configurations).** Fix a set $\omega \subset \mathbb{Z}^d$ and a configuration $\omega \in \omega$. Let $\omega_\Lambda$ be the restriction of $\omega$ to $\Lambda$. We say that $\omega$ is $\Lambda$-framed if $\omega(x) = 0$ for any $x \in \partial_\Lambda$. Let $\omega^{(A)}$ be the configuration equal to $\omega_\Lambda$ inside $\Lambda$ and equal to 1 outside $\Lambda$. We say that $\omega$ is $\Lambda$-frameable if there exist a $\Lambda$-framed configuration $\sigma^{(A)}$ with at least one allowed configuration path $P_{\omega^{(A)} \rightarrow \sigma^{(A)}}$ inside $\Lambda$ (by definition any framed configuration is also frameable). Sometimes, when from the context it is clear to which geometric set $\Lambda$ we are referring, we will drop $\Lambda$ in the names and just say framed and frameable configurations. Of course the notion of frameable configurations depends on the choice of the facilitation parameter $s$.

The following result, proved in [20, 4], shows that on a sufficiently large lengthscale frameable configurations are typical.
and consider the renormalized lattice \((L + 2)^d\)

Finally, for each \(c\) with \(c \in \left\{ 0, 1 \right\}\), the diffusion matrix of the KA model with the diffusion matrix of the auxiliary process (Theorem 5.1).

will be the key starting point of the next section, where we will prove our main Theorem 2.2 by comparing we will prove that this auxiliary process has a non-degenerate diffusion matrix (Proposition 4.2). This result auxiliary diffusion which corresponds to a random walk on the infinite component of this percolation. Then

In this section we will introduce a bond percolation process on a properly renormalized lattice and an auxiliary diffusion which corresponds to a random walk on the infinite component of this percolation. Then we will prove that this auxiliary process has a non-degenerate diffusion matrix (Proposition 4.2). This result will be the key starting point of the next section, where we will prove our main Theorem 2.2 by comparing the diffusion matrix of the KA model with the diffusion matrix of the auxiliary process (Theorem 5.1).

In order to introduce our bond percolation process we need some auxiliary notation. Fix a parameter \(L \in \mathbb{N}\) and consider the renormalized lattice \((L + 2)^d\). For \(n \in \{0, \ldots, d\}\), let \(B^{(n)} := \{0, 1\}^{d-n} \times \{0, \ldots, L-1\}^n\). We say that \(B^{(n)}\) is the elementary block of \(L\)-dimension \(n\). For \(I \subset \{1, \ldots, d\}\) with \(|I| = n\), we let

\[
B^{(n)}_I = \{ (x_1, \ldots, x_d) : x_i \in \{0, \ldots, L-1\} \text{ for } i \in I, x_i \in \{0, 1\} \text{ for } i \notin I \}.
\]

Notice that one can write the cube of side length \(L + 2\) as a disjoint union of such blocks in the following way (see Figure 1):

\[
\Lambda_{L+2} := \{0, \ldots, L+1\}^d = B^{(0)} \sqcup \bigcup_{n=1}^{d} \bigcup_{I \subset \{1, \ldots, d\}, |I| = n} \left( B^{(n)}_I + 2 \sum_{i \in I} e_i \right).
\] (4.1)

By first decomposing \(\mathbb{Z}^d\) in blocks of linear size \(L + 2\) and then using this decomposition, we finally get a paving of \(\mathbb{Z}^d\) by blocks with side lengths in \(\{2, L\}\). We will speak of liaison tubes or just tubes for blocks of \(L\)-dimension 1 and of facilitating blocks for blocks of \(L\)-dimension 2 or larger. We will also call faces of \(B^{(n)}_I\) the \(2^{d-n}\) (disjoint) regions of the form

\[
\{ (x_1, \ldots, x_d) : x_i \in \{0, \ldots, L-1\} \text{ for } i \in I, x_i = c_i \text{ for } i \notin I \}
\]

with \(c_i \in \{0, 1\}\).

Finally, for \(x \in (L + 2)^d\), \(i = 1, \ldots, d\), we define the block neighborhood \(\mathcal{N}_{x,i}\) of \((x, x + (L + 2)e_i)\) recursively in the \(L\)-dimension of the blocks (see also Figure 2):

- \(B^{(0)} + x\) and \(B^{(0)} + x + (L + 2)e_i\) belong to \(\mathcal{N}_{x,i}\),
- each tube adjacent to \(B^{(0)} + x\) or \(B^{(0)} + x + (L + 2)e_i\) belongs to \(\mathcal{N}_{x,i}\),
- recursively, each block of \(L\)-dimension \(n+1\) adjacent to some block of \(L\)-dimension \(n\) in \(\mathcal{N}_{x,i}\) is also in \(\mathcal{N}_{x,i}\).
We are now ready to define our bond percolation process. Let $\mathcal{E}((L+2)\mathbb{Z}^d)$ be the set of bonds of $(L+2)\mathbb{Z}^d$. Given a configuration $\eta \in \{0,1\}^{\mathbb{Z}^d}$, the corresponding configuration on the bonds $\bar{\eta} \in \{0,1\}^{\mathcal{E}((L+2)\mathbb{Z}^d)}$ is defined by $\bar{\eta}_{x,x+(L+2)e_i} = 1$ iff

1. each tube in $\mathcal{N}_{x,i}$ contains at least a zero,
2. for all $n = 2, \ldots, d$, for all $B$ block of $L$-dimension $n$ in $\mathcal{N}_{x,i}$, let $\Lambda_{B,i}$ with $i \in [1,2^n-d]$ be its faces.

The configuration should be $\Lambda$-frameable for KA process with parameter $n$.

In other words the edge $(x, x + (L + 2)e_i)$ is open if (1) and (2) are satisfied, closed otherwise. See Figure 2 for an example of an open bond.

Note that conditions (1) and (2) do not ask anything of the configuration inside $B^{(0)} + x$ and $B^{(0)} + x + (L + 2)e_i$. As a consequence, the distribution of $\bar{\eta}$ is the same for $\eta \sim \mu$ as for $\eta \sim \mu_0$. We denote it by $\bar{\mu}$.

**Lemma 4.1.** $\bar{\mu}$ is a $(d + 2)$-dependent bond percolation such that for any fixed $\rho \in (0, 1)$, $\bar{\mu}(\bar{\eta}_{0,(L+2)e_i} = 1) \xrightarrow{\rho} 1$ for all $i = 1, \ldots, d$. In particular, for $L$ large enough, i.e., $L \geq L_0(\rho)$ there is an infinite open cluster.

**Proof.** To bound the dependence range, it is enough to check that for $x, y \in (L + 2)\mathbb{Z}^d$ at distance at least $(L + 2)(d + 2)$, $\mathcal{N}_{x,i}$ and $\mathcal{N}_{y,j}$ are disjoint for any $i, j = 1, \ldots, d$.

We now show that the percolation parameter goes to 1 with $L$. First, the number of blocks in $\mathcal{N}_{x,i}$ depends only on $d$ and the configurations inside the different blocks in $\mathcal{N}_{x,i}$ are independent, so we just need to show that the probability for each block to satisfy condition (1) or (2) (depending on its $L$-dimension) goes to one. This is clearly true for condition (1), since the probability that a given tube contains a zero is $1 - \rho^{d-1}$. For condition (2), consider a block of $L$-dimension $n$ with $n \geq 2$, and notice that under either $\mu$ or $\mu_0$, the configurations inside the $2d-n$ different $n$-dimensional faces of the block are independent since the faces are disjoint. The conclusion therefore follows from Lemma 3.3.

Now we can define the auxiliary process $(Y_t)_{t \geq 0}$, which lives on $(L + 2)\mathbb{Z}^d$ and whose diffusion coefficient we will compare with $D(\rho)$. Fix $L(\rho)$ so that under $\bar{\mu}$ the open cluster percolates. $Y$ is the simple random walk on the infinite percolation cluster. More precisely, let $\bar{\mu} := \bar{\mu}([0 \leftrightarrow \infty])$, where as usual we write “$0 \leftrightarrow \infty$” for “$0$ belongs to the infinite percolation cluster”. $Y_0 := 0$ and from $x \in (L + 2)\mathbb{Z}^d$, $Y$ jumps to $x \pm (L + 2)e_i$ at rate $\eta_{x,x+(L+2)e_i}$. We write $\mathbb{P}^{\mu} \bar{\mu}$ for the distribution of this random walk.

**Proposition 4.2.** For $L$ large enough, i.e., $L \geq L_0(\rho)$, there exists a positive (non-degenerate) $d \times d$ matrix $D_{\text{aux}}(\rho)$ such that under $\mathbb{P}^{\mu} \bar{\mu}$,

$$\varepsilon Y_{\varepsilon^{-2}t} \xrightarrow{\varepsilon \to 0} \sqrt{2D_{\text{aux}}(\rho)}B_t,$$

(4.2)
where $B$ is a standard $d$-dimensional Brownian motion and the convergence holds in the sense of weak convergence of path measures on $D([0,\infty),\mathbb{R}^d)$. The matrix $D_{\text{aux}}(\rho)$ is characterized by

$$
u \cdot D_{\text{aux}}(\rho)\nu = \inf_{\{f\}} \left\{ \sum_{y \in \mathbb{Z}^d} \tilde{\mu}^* \left( \eta_{0,y} \cdot y + f(\tau_{y}(\tilde{\eta})) - f(\tilde{\eta}) \right)^2 \right\} > 0 \quad (4.3)$$

for any $\nu \in \mathbb{R}^d$, where the infimum is taken over local functions $f$ on $\{0,1\}^{((L+2)\mathbb{Z}^d)}$.

**Proof.** The convergence to Brownian motion (formula 4.2) was proved in [6] in the case of independent bond percolation and the variational formula (the equality in (4.3) was established in [17]). As pointed out in Remark 4.16 of [6], independence is only needed to show positivity of the diffusion coefficient. This positivity indeed relies on the fact that the effective conductivity in a box of size $N$ is bounded away from 0 as $N \to \infty$. Therefore to prove the positive lower bound of formula 4.3 we just need to lower bound the effective conductivity of a large box under $\tilde{\mu}$. Notice that we just need to prove the result in dimension $d = 2$. In fact, in order to prove that $\tilde{\mu}_1 \cdot D_{\text{aux}}(\rho) \tilde{\mu}_1 > 0$, we just need to find a lower bound on the number of disjoint open paths from left to right in $[1,(L+2)N]^2$ ([5, Proposition 3.2]). The other directions are similar. More precisely, we only need to show that for $L$ large enough there exists $\lambda > 0$ such that for $N$ large enough,

$$\tilde{\mu}(\text{at least $\lambda N$ disjoint left-right open paths in } [1,(L+2)N]^2) \geq 1 - e^{-\lambda N}. \quad (4.4)$$

To this aim, we embed open paths in $\tilde{\mu}$ into open paths of yet another percolation process built from $\mu$. Let $\hat{\mu}$ be the independent site percolation process defined as follows. The underlying graph is $\hat{\mathbb{Z}}^2 = 3(L+2)\mathbb{Z} \times 2(L+2)\mathbb{Z}$. For $x \in \mathbb{Z}^2$, we let $\hat{x} = (L+2)(3x_1,2x_2)$ and $\hat{N}_x$ be the union of $N_{x,1}$ and the tubes just above and to the right (Figure 3). We say that $\hat{x}$ is $^\wedge$-open if each tube (resp. each block) in $\hat{N}_{x}$ satisfies condition (1) (resp. (2)). This defines a probability measure $\hat{\mu}$ on $\{0,1\}^{\hat{\mathbb{Z}}^2}$, which is an independent site percolation process since $\hat{N}_x \cap \hat{N}_{x'} = \emptyset$ if $x \neq x'$. Moreover, $\hat{\mu}(0 \text{ is } ^\wedge\text{-open}) \to 1$ similarly to what we proved in Lemma 4.1. We now use [10, Theorem 11.11] to say that (4.4) holds with $\tilde{\mu}$ replaced with $\hat{\mu}$ and “open” by “$^\wedge$-open”. In order to deduce (4.4), notice $\hat{\mu}$ is transparently coupled with $\tilde{\mu}$ since they are both constructed from $\mu$. Moreover, it is clear that for $x \in \mathbb{Z}^2$ the following holds

- $\hat{x}$ is $^\wedge$-open implies $(\hat{x}, \hat{x} + (L+2)e_1)$ is open (for our dependent percolation process),
- $\hat{x}, \hat{x} + 3(L+2)e_1$ are $^\wedge$-open implies $(\hat{x}, \hat{x} + (L+2)e_1), (\hat{x} + (L+2)e_1, \hat{x} + 2(L+2)e_1), (\hat{x} + 2(L+2)e_1, \hat{x} + 3(L+2)e_1)$ are open,
- $(\hat{x}, \hat{x} + 2(L+2)e_2)$ are $^\wedge$-open implies $(\hat{x}, \hat{x} + (L+2)e_2), (\hat{x} + (L+2)e_2, \hat{x} + 2(L+2)e_2)$ are open.

Therefore, for the natural coupling between $\tilde{\mu}$ and $\hat{\mu}$, existence of disjoint $^\wedge$-open paths implies existence of disjoint open paths and (4.4) follows.

$\square$
5. Comparison of the diffusion coefficients and proof of Theorem 2.2

The main result of this section is the following Theorem, which states that the self diffusion matrix for KA is lower bounded by the self diffusion matrix for the auxiliary model introduced in the previous section.

**Theorem 5.1.** There exists a constant $C = C(d, L(\rho)) > 0$ such that for all $i = 1, \ldots, d$,

$$e_i \cdot D(\rho)e_i \geq C e_i \cdot D_{\text{aux}}(\rho)e_i.$$ 

This result will be proved by using the variational characterisation of the diffusion matrices and via path arguments. More precisely, for any move $(x, \xi) \to (x', \xi')$ which has rate $> 0$ for the auxiliary process we construct (in Lemmata 5.3, 5.4, 5.5, 5.6, 5.7) a path of moves, each having positive rate for the KA process and connecting $(x, \xi)$ to $(x', \xi')$. Once Theorem 5.1 is proved, our main result follows.

**Proof of Theorem 2.2.** The result follows by using Proposition 4.2 and Theorem 5.1. □

We are therefore left with the proof of Theorem 5.1. Let us start by establishing some key Lemmata. Let $A = \{\xi(0) = 1, \xi(x) = 0 \forall x \in \{0, 1\}^d \setminus 0\}$. Define $\mu_A = \mu(\cdot|A)$ and denote by $\eta^{x,\square}$ the configuration obtained from $\eta$ by exchanging the contents of the boxes $x + \{0, 1\}^d$ and $y + \{0, 1\}^d$. Then the following holds

**Lemma 5.2.**

$$e_i \cdot D_{\text{aux}}e_i \leq \bar{\mu}(0 \leftrightarrow \infty)^{-1} \inf_{f} \left\{ \sum_{y \sim \{0, 1\}^d} \mu_A \left( \eta_{0,y}[y_i + f(\tau_y(\eta^{0,y,\square})) - f(\eta)]^2 \right) \right\}, 

(5.1)$$

where the infimum is taken over local functions $f$ on $\{0, 1\}^d$.

**Proof.** Let $f$ be a local function on $\{0, 1\}^d$. We associate with it a local function $\bar{f}$ on $\{0, 1\}^{(L+2)d}$, defined by $\bar{f}(\eta) = \mu_A(f|\eta)$. Then, for $y \sim \{0, 1\}^d$, we can bound

$$\mu_A \left( \eta_{0,y}[y_i + f(\tau_y(\eta^{0,y,\square})) - f(\eta)]^2 \right) = \mu_A \left( \eta_{0,y}\mu_A \left( [y_i + f(\tau_y(\eta^{0,y,\square})) - f(\eta)]^2 | \eta \right) \right) \geq \mu_A \left( \eta_{0,y}[y_i + \bar{f}(\tau_y(\eta)) - \bar{f}(\eta)]^2 \right) \geq \bar{\mu}^* \left( \bar{\eta}_{0,y}[y_i + \bar{f}(\tau_y(\eta)) - \bar{f}(\eta)]^2 \right) \bar{\mu}(0 \leftrightarrow \infty).$$

In the first inequality, we used Cauchy-Schwarz inequality, the definition of $\bar{f}$ and the fact that $\bar{\eta}$ does not depend on the configuration $\eta$ inside $\{0, 1\}^{d}$ and $y + \{0, 1\}^d$. The same fact implies that the distribution of $\bar{\eta}$ under $\mu_A$ is $\bar{\mu}$, which yields the second equality. The last inequality comes from the definition of $\bar{\mu}^*$. Therefore the result follows by (4.3). □

The next sequence of Lemmata will show that for all $\eta, y$ such that $\bar{\eta}_{0,y} = 1$ and $\eta \in A$, there exists an allowed path from $\eta$ to $\tau_y(\eta^{0,y,\square})$ of finite length. In order to avoid heavy notations, we will sometimes adopt an informal description of the allowed paths in the proofs. For simplicity, we state the results in the case $y = (L+2)e_1$, but the process would be the same in any direction. In the following, $c(d)$ denotes a constant depending only on $d$ which may change from line to line.

**Lemma 5.3.** Let $\eta \in \{0, 1\}^d$ such that $\bar{\eta}_{0,(L+2)e_1} = 1$. Choose a block of $L$–dimension $n \in [2, d]$ inside $N_{0,1}$, call it $\Lambda$. Then, using at most $c(d)2^{n-2}d^2$ allowed moves, one can empty every site on its interior boundary $\partial_\Lambda$ (see Figure 2).

**Proof.** For the blocks of $L$–dimension $d$, this follows from the condition on $\bar{\eta}$ which implies frameability of these blocks. The number of necessary moves is bounded by the number of configurations inside one block times the number of involved blocks. Then we deal with the blocks of $L$–dimension $d - 1, \ldots, 2$...
iteratively. Note that the frameability condition given by the definition of \( \tilde{\eta} \) is such that a block of \( L \)-dimension \( k \in \{2, \ldots, d-1\} \) is frameable (in the sense of the KA process in dimension \( d \)) as soon as the neighboring blocks of \( L \)-dimension \( k+1 \) are framed. Indeed, for \( k < d \), every site \( x \) in a block of \( L \)-dimension \( k \) is adjacent to a point in the interior boundary of \( d-k \) different blocks of dimension \( k+1 \) (which belong to \( N_{0,1} \) by construction). Therefore the path allowed by KA model with parameter \( k \) in order to frame the configuration (which exists thanks to condition (2)), is also allowed by KA model with parameter \( d \) (since the missing \( d-k \) empty sites are found in the interior boundary of the neighboring framed block). \( \square \)

After this step, the tubes in \( N_{0,1} \) are wrapped by zeros, namely for any site \( x \) inside a tube, any neighbor of \( x \) that belongs to a facilitating block (i.e. to a block of \( L \)-dimension \( \geq 2 \)) is empty. Next we notice that inside a tube wrapped by zeros, the jump of a particle to a neighboring empty site is always allowed (since the wrapping guarantees an additional zero in the initial and in the final position of the particle). More precisely the following holds

\textbf{Lemma 5.4.} Fix \( i \in \{1,\ldots,d\} \) and choose any configuration \( \xi \) such that \( B_{\{i\}}^{(1)} \) is wrapped by zeros. Fix \( x \sim y \) with \( x, y \in B_{\{i\}}^{(1)} \). Then \( c_{x,y}(\eta) = 1 \). Therefore if \( \xi, \xi' \) are two configurations that are both empty on \( \partial B_{\{i\}}^{(1)} \), coincide outside of \( B_{\{i\}}^{(1)} \) and have the same number of zeros inside \( B_{\{i\}}^{(1)} \), then there is an allowed path with length \( c(d)L \) from \( \xi \) to \( \xi' \). Moreover, if \( x, x' \in B_{\{i\}}^{(1)} \), and \( \xi, \xi' \) have the same positive number of zeros inside the tube and the tracer respectively at \( x, x' \), it takes at most \( c(d)L \) allowed moves inside the tube to change \( \xi \) into \( \xi' \) and take the tracer from \( x \) to \( x' \).

\textbf{Proof.} One just needs to notice that the wrapping ensures the satisfaction of the constraint for any such exchange. \( \square \)

\textbf{Lemma 5.5.} Fix a configuration such that: there is at least one zero in each tube inside \( N_{0,1} \); each such tube is wrapped by zeros; the tracer is at zero and in the final position of the particle). More precisely the following holds

\textbf{Lemma 5.6.} Fix a configuration such that all tubes adjacent to \( B^{(0)} \) are wrapped by zeros and they all contain a zero except possibly \( B_{\{i\}}^{(1)} + 2e_1 \). If they do not contain the tracer, we can exchange the configurations in the slices \( \{1\} \times \{0,1\}^{d-1} \) and \( \{2\} \times \{0,1\}^{d-1} \) in at most \( c(d)L \) allowed moves.

\textbf{Proof.} For \( x \in \{1\} \times \{0,1\}^{d-1} \), \( x + e_1 \) has \( d-1 \) empty neighbors in \( \{2\} \times \mathbb{Z}^{d-1} \) thanks to the wrapping. Moreover \( x \) is adjacent to \( d \) tubes, \( d-1 \) of which are not \( B_{\{i\}}^{(1)} + 2e_1 \) and therefore contain a zero that can be brought to a site adjacent to \( x \) using Lemma 5.4. The constraint for the exchange is then satisfied if the configurations differ at \( x, x + e_1 \) (else the exchange is pointless). \( \square \)

\textbf{Lemma 5.7.} Fix a configuration such that: all tubes adjacent to \( B^{(0)} \) are wrapped by zeros and they all contain a zero except possibly \( B_{\{i\}}^{(1)} + 2e_1 \); either the slice \( \{0\} \times \{0,1\}^{d-1} \) or the slice \( \{1\} \times \{0,1\}^{d-1} \) are completely empty. Then we can exchange the configurations in \( \{0\} \times \{0,1\}^{d-1} \) and \( \{1\} \times \{0,1\}^{d-1} \) in at most \( c(d)L \) allowed moves.

\textbf{Proof.} We describe the case \( \{0\} \times \{0,1\}^{d-1} \) empty. Order arbitrarily the zeros in positions \( x \in \{0\} \times \{0,1\}^{d-1} \) and move them one by one to \( x+1 \). When attempting to move the \( i \)-th zero, initially in position \( x \), a certain number \( N_i \) of its neighbors in slice \( \{0\} \times \{0,1\}^{d-1} \) have not been touched and are still empty. The other \( d-1-N_i \) zeros are now in neighboring positions of \( x + e_1 \). Moreover, there are \( d-1 \) tubes adjacent to both \( x \) and \( x + e_1 \). In \( N_i \) of those, we take the zero to the position adjacent to \( x + e_1 \), and in the other \( d-1-N_i \) to the position adjacent to \( x \). Now the condition to exchange the variables at \( x, x + e_1 \) is satisfied. \( \square \)
Figure 4. An example of the main steps in the construction of the path from $\eta$ (in line 1) to $\tau_y(\eta^0y, \boxtimes)$ (in line 10) when $y = (L + 2)e_1$. Only the liaison tube is represented. From line 1 to 2 we use Lemma 5.5; line 2 to 3: Lemmata 5.6 and 5.4 twice; line 3 to 4: Lemmata 5.6 and 5.4; line 4 to 5: Lemmata 5.7, 5.6; line 6 to 7: Lemmata 5.6, 5.4; line 7 to 8: Lemmata 5.6, 5.4; line 8 to 9: Lemmata 5.7, 5.6; from 9 to 10, Lemmata 5.4, 5.6, 5.5.

We are now ready to prove the following key result

**Lemma 5.8.** There exists a constant $C = C(L, \rho) < \infty$ such that for any $f$ local function on $\{0, 1\}^{\mathbb{Z}^d}$, we have

\[
\mu_A \left( \eta_0, y \left| y_i + f(\tau_y(\eta^0y, \boxtimes)) - f(\eta) \right|^2 \right) \leq C(L, \rho) \left[ \sum_{y \in \mathbb{Z}^d \setminus \{0\}} \sum_{z \sim y} \mu_0 \left( c_{y,z}(\eta) [f(\eta^y) - f(\eta)]^2 \right) \right. \\
+ \left. \sum_{y \sim 0} \mu_0 \left( c_{xy}(\eta) [y_i + f(\tau_y(\eta^0y)) - f(\eta)]^2 \right) \right]. \tag{5.2}
\]

**Proof.** Due to Lemmata 5.3, 5.4, 5.5, 5.6, 5.7, we know that for all $\eta$ such that $\eta_{0,y} = 1$ and $\eta \in A$, there exists an allowed path from $\eta$ to $\tau_y(\eta^0y, \boxtimes)$ of length upper bounded by $C'2L^d$ for some finite constant $C'$. In Figure 4, we give the main steps in the construction of such a path. In particular, $\sum_{k=0}^{N-1} 1_{x^{(k)}=0} y_i^{(k)} = y_i$.

Then we can write

\[
y_i + f(\tau_y(\eta^0y, \boxtimes)) - f(\eta) = \sum_{k=0}^{N-1} 1_{x^{(k)}=0} y_i^{(k)} + f(\eta^{(k+1)}) - f(\eta^{(k)}) \tag{5.3}
\]

By Cauchy-Schwarz inequality, we deduce that

\[
[y_i + f(\tau_y(\eta^0y, \boxtimes)) - f(\eta)]^2 \leq C'2L^d \sum_{k=0}^{N-1} c_{x^{(k)}y^{(k)}}(\eta^{(k)}) \left[ 1_{x^{(k)}=0} y_i^{(k)} + f(\eta^{(k+1)}) - f(\eta^{(k)}) \right]^2. \tag{5.4}
\]
Therefore,

$$\mu_A \left( \tilde{\eta}_{0,y}[y_i + f(\tau_y(\eta^{0,y,\underline{\cdot}}))] - f(\eta) \right)^2 = (1 - \rho)^{1-2d} \mu_0 \left( 1_A \tilde{\eta}_{0,y}[y_i + f(\tau_y(\eta^{0,y,\underline{\cdot}}))] - f(\eta) \right)^2$$

$$\leq (1 - \rho)^{1-2d} C' 2^{L^d} \mu_0 \left( \tilde{\eta}_{0,y} \sum_{k=0}^{N-1} c_{x(k),y(k)}(\eta^{(k)}) \left[ 1_{x(k)=0} y_i^{(k)} + f(\eta^{(k+1)}) - f(\eta^{(k)}) \right]^2 \right)$$

$$\leq (1 - \rho)^{1-2d} C' 2^{L^d} \left\{ \sum_{z \sim x \neq 0, \eta, \eta'} \mu_0(\eta) \tilde{\eta}_{0,y} \sum_{k=0}^{N-1} 1_{x(k)=x, y(k)=y} c_{x,z}(\eta') \left[ \tilde{\eta}^{(k)}_z + f(\tau_z(\eta^{zz})) - f(\eta') \right]^2 \right\}, \quad (5.5)$$

where the sums are taken over $x \sim z$ inside $N_{0,i}$, $\eta, \eta' \in \{0,1\}^N_{0,i}$ with the same number of zeros, and the equality $\eta^{(k)} = \eta'$ actually means $\eta^{(k)} = \tau_{Y_k} \eta'$, where $Y_k = \sum_{m=0}^{k-1} y^{(j)}$. Since $\eta$ and $\eta'$ have the same number of zeros and the tracer at zero by construction, $\mu_0(\eta) = \mu_0(\eta')$ and we can bound $\tilde{\eta}_{0,y} \sum_{k=0}^{N-1} 1_{x(k)=0, y(k)=y} c_{x,z}(\eta')$ by $N \leq C' 2^{L^d}$ to obtain

$$\mu_A \left( \tilde{\eta}_{0,y}[y_i + f(\tau_y(\eta^{0,y,\underline{\cdot}}))] - f(\eta) \right)^2$$

$$\leq (1 - \rho)^{1-2d} (C' 2^{L^d})^3 \sum_{x \neq y} \sum_{z \sim x} \mu_0 (c_{x,z}(\eta)[f(\eta^{zz}) - f(\eta)]^2$$

$$+ \sum_{z \sim 0} \mu_0 (c_{0,z}(\eta)[z_i + f(\tau_z(\eta^{0z})) - f(\eta)]^2 \right]. \quad (5.6)$$

Finally, we can conclude.

Proof of Theorem 5.1. The result follows from Lemma 5.2, Lemma 5.8 and the variational formula for $D$ in Proposition 2.1.

Remark 5.9. We can now comment on the expected scaling of $D$ as $\rho \to 1$. Let us start with the case $s = d$. The quantity $\Xi$ in Lemma 3.3 can be chosen as $\exp^{d-1}(c/(1 - \rho))$ (see the Proof of Lemma 3.4 in [4] for the case $d = 2$, $s = 2$ and [20] Section 2.4 for the general case $s = d$, $d > 2$ ). Ideally, the path argument above should say that the ratio between $D_{\text{aux}}$ and $D$ is no larger than (some power of) the number of steps one needs to perform in order to go from $\eta$ to $\eta^{0,y,\underline{\cdot}}$. If the path is efficient, this number is essentially given by the volume of the region where the exchanges are performed. Therefore, for $s = d$, $D$ should scale as a power of $1/\Xi$, i.e. as $1/\exp^{d-1}(c/(1 - \rho))$. However, in order to exploit this argument, we would need to construct the path in a systematic way that would restrict the sum over $\eta'$ in (5.5) to a small number of configurations. The bound we obtain with our path is instead of the form $D \geq \exp(-c\Xi^d)$. For a generic case $d > 2$, $s \in [2, d]$, the crossover length $\Xi$ above which the probability of being frameable goes to one, scales instead as $\exp^{d-1}(c/(1 - \rho))$ (see again [20] Section 2.4). Analogously, we expect $D$ to scale as an inverse power of this length.
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