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This article addresses the issue of global convergence towards pushed travelling fronts for solutions of parabolic systems of the form

$$
u_{t}=-\nabla V(u)+u_{x x},
$$

where the potential $V$ is coercive at infinity. It is proved that, if an initial condition $x \mapsto u(x, t=0)$ approaches, rapidly enough, a critical point $e$ of $V$ to the right end of space, and if, for some speed $c_{0}$ greater than the linear spreading speed associated with $e$, the energy of this initial condition in a frame travelling at the speed $c_{0}$ is negative - with symbols,

$$
\int_{\mathbb{R}} e^{c_{0} x}\left(\frac{1}{2} u_{x}(x, 0)^{2}+V(u(x, 0))-V(e)\right) d x<0
$$

then the corresponding solution invades $e$ at a speed $c$ greater than $c_{0}$, and approaches, around the leading edge and as time goes to $+\infty$, profiles of pushed fronts (in most cases a single one) travelling at the speed $c$. A necessary and sufficient condition for the existence of pushed fronts invading a critical point at a speed greater than its linear spreading speed follows as a corollary. In the absence of maximum principle, the arguments are purely variational. The key ingredient is a Poincaré inequality showing that, in frames travelling at speeds exceeding the linear spreading speed, the variational landscape does not differ much from the case where the invaded equilibrium $e$ is stable. The proof is notably inspired by ideas and techniques introduced by Th. Gallay and R. Joly, and subsequently used by C. Luo, in the setting of nonlinear damped wave equations.
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## 1. Introduction and statements of the main results

### 1.1. System, semi-flow

Let us consider the nonlinear parabolic system

$$
\begin{equation*}
u_{t}=-\nabla V(u)+u_{x x}, \tag{1.1}
\end{equation*}
$$

where the time variable $t$ and the space variable $x$ are real, the spatial domain is the whole real line, the function $(x, t) \mapsto u(x, t)$ takes its values in $\mathbb{R}^{d}$ with $d$ a positive integer, and the nonlinearity is the gradient of a potential function $V: \mathbb{R}^{d} \rightarrow \mathbb{R}$, of class $\mathcal{C}^{2}$, and coercive at infinity in the following sense:
( $\mathrm{H}_{\text {coerc }}$ )

$$
\lim _{R \rightarrow+\infty} \inf _{|u| \geq R} \frac{u \cdot \nabla V(u)}{|u|^{2}}>0 .
$$

The uniformly local Sobolev space $H_{\mathrm{ul}}^{1}\left(\mathbb{R}, \mathbb{R}^{d}\right)$ (see subsection 2.1 for references) provides a natural framework for the study of system (1.1) on the whole real line. This system defines a local semi-flow in this space, and according the assumption ( $\mathrm{H}_{\text {coerc }}$ ), this semiflow is actually global (Proposition 2.1 below). Let us denote by $\left(S_{t}\right)_{t \geq 0}$ this semi-flow. In the following, a solution of system (1.1) will refer to a function

$$
\mathbb{R} \times[0,+\infty) \rightarrow \mathbb{R}^{d}, \quad(x, t) \mapsto u(x, t),
$$

such that the function $u_{0}: x \mapsto u(x, t=0)$ (initial condition) is in $H_{\mathrm{ul}}^{1}\left(\mathbb{R}, \mathbb{R}^{d}\right)$ and $u(\cdot, t)$ equals $\left(S_{t} u_{0}\right)(\cdot)$ for every nonnegative time $t$.

### 1.2. Invaded critical point

According to assumption ( $\mathrm{H}_{\text {coerc }}$ ), we may consider the quantity $V_{\text {min }}$ defined as

$$
\begin{equation*}
V_{\min }=\min _{u \in \mathbb{R}^{d}} V(u) . \tag{1.2}
\end{equation*}
$$

Let us consider a point $e$ of $\mathbb{R}^{d}$, and let us assume that:
$\left(\mathrm{H}_{\text {crit }, e}\right) \quad \nabla V(e)=0 \quad$ and $\quad V(e)=0 \quad$ and $\quad V_{\min }<0$.
In other words, $e$ is assumed to be a critical point which is not a global minimum of $V$, and $V$ is normalized so that it takes the value 0 at $e$. The aim of this paper is mainly to address the case where $e$ is not a nondegenerate minimum point of $V$; that is, if $D^{2} V(u)$ denotes the Hessian matrix of $V$ at some point $u$ of $\mathbb{R}^{d}$ and $\sigma\left(D^{2} V(u)\right)$ denotes the spectrum of this Hessian matrix, the case where

$$
\begin{equation*}
\min \left(\sigma\left(D^{2} V(e)\right)\right) \leq 0 \tag{1.3}
\end{equation*}
$$

Indeed, if $e$ is a local minimum point of $V$, global convergence towards travelling fronts invading $e$ can be addressed by differing techniques leading to stronger results [39, 40]. As a consequence, the reader may assume that, in addition to assumption ( $\mathrm{H}_{\text {crit }, e}$ ), inequality (1.3) holds, even if this inequality will nowhere be formally required.

### 1.3. Travelling waves/fronts

### 1.3.1. Definition

Let $c$ be a positive real quantity. A wave travelling at the speed $c$ for system (1.1) is a function of the form $(x, t) \mapsto \phi(x-c t)$, where $\phi$ is a solution (with values in $\mathbb{R}^{d}$ ) of the second order differential system

$$
\begin{equation*}
\phi^{\prime \prime}=-c \phi^{\prime}+\nabla V(\phi), \tag{1.4}
\end{equation*}
$$

which is equivalent to the first order differential system

$$
\begin{equation*}
\binom{\phi^{\prime}}{\psi^{\prime}}=\binom{\psi}{-c \psi+\nabla V(\phi)} . \tag{1.5}
\end{equation*}
$$

The function $\phi$ is called the profile of the travelling wave. Notice that the solutions of systems (1.4) and (1.5) may blow up in finite time, so that a traveling wave is, formally, not necessarily a solution of system (1.1) as defined in subsection 1.1; its profile $\phi$ is a function $\left(T_{-}, T_{+}\right) \rightarrow \mathbb{R}^{d}$, where $\left(T_{-}, T_{+}\right)$is the (maximal) time of existence of $\phi$ as a solution of systems (1.4) and (1.5) (thus $T_{-}$is in $\{-\infty\} \cup \mathbb{R}$ and $T_{+}$is in $\mathbb{R} \cup\{+\infty\}$, and the travelling wave $(x, t) \mapsto \phi(x-c t)$ itself is defined accordingly).

Let $\Sigma_{\text {crit }}(V)$ denote the set of critical points of $V$; with symbols,

$$
\Sigma_{\text {crit }}(V)=\left\{u \in \mathbb{R}^{d}: \nabla V(u)=0\right\} .
$$

Definition 1.1 (travelling wave/front invading $e$ ). Let us call travelling wave invading $e$ at the speed $c$ a wave travelling at the speed $c$ such that its profile $\phi$ is nonconstant, defined on a maximal interval of the form $\left(T_{-},+\infty\right)$, and satisfies:

$$
\phi(\xi) \underset{\xi \rightarrow+\infty}{\longrightarrow} e ;
$$

and let us call front this wave if $\phi$ is defined up to $-\infty$ and if there exists a negative quantity $V_{-\infty}$ such that the following limit holds:

$$
\operatorname{dist}\left(\phi(\xi), \Sigma_{\text {crit }}(V) \cap V^{-1}\left(\left\{V_{-\infty}\right\}\right)\right) \underset{\xi \rightarrow-\infty}{\longrightarrow} 0
$$

Finally, let us call travelling wave (front) invading e a travelling wave (front) invading $e$ at some positive speed.

Remarks. 1. As stated in conclusion 1 of Lemma A.1, in order a travelling wave (invading $e$ at the speed $c$ ) to be a travelling front in the sense of Definition 1.1, it is sufficient that its profile $\phi(\cdot)$ be defined up to $-\infty$ and bounded on $\mathbb{R}$.
2. Voluntarily, this definition a travelling front slightly differs from the usual one, since it does not require that $\phi(\xi)$ approach a single critical point of $V$ as $\xi$ goes to $-\infty$. However, in most cases (at least if the critical points of $V$ are isolated which is true for a generic potential $V$, or if $V$ is analytic, see for instance [17]), then the profile of a travelling front in the sense of Definition 1.1 does approach a single critical point of $V$ to the left end of space.

### 1.3.2. Linearization at the invaded critical point

The linearization of the (equivalent) differential systems (1.4) and (1.5) at the point $\left(e, 0_{\mathbb{R}^{d}}\right)$ reads:

$$
\phi^{\prime \prime}=-c \phi^{\prime}+D^{2} V(e) \cdot \phi \quad \text { and } \quad \frac{d}{d \xi}\binom{\phi}{\psi}=\left(\begin{array}{cc}
0 & I_{d}  \tag{1.6}\\
D^{2} V(e) & -c I_{d}
\end{array}\right) \cdot\binom{\phi}{\psi} .
$$

For every real quantity $\mu$, let us consider the quantities $\lambda_{c, \pm}(\mu)$ defined as

$$
\lambda_{c, \pm}(\mu)=\left\{\begin{array}{c}
-\frac{c}{2} \pm \sqrt{\frac{c^{2}}{4}+\mu} \quad \text { if } \quad-\frac{c^{2}}{4} \leq \mu  \tag{1.7}\\
-\frac{c}{2} \pm i \sqrt{-\frac{c^{2}}{4}-\mu} \quad \text { if } \quad \mu \leq-\frac{c^{2}}{4}
\end{array}\right.
$$

see figure 1.1; these two quantities are the roots of the polynomial equation $\lambda^{2}=-c \lambda+\mu$. Let $\mu_{1}, \ldots, \mu_{d}$ denote the (real) eigenvalues of $D^{2} V(e)$, counted with algebraic multiplicity, and ordered, so that

$$
\begin{equation*}
\mu_{1} \leq \cdots \leq \mu_{d} \tag{1.8}
\end{equation*}
$$

These quantities will also be referred to as the curvatures of the potential $V$ at the critical point $e$. No assumption is made concerning their signs (see the remark following inequality (1.3)). According to this notation, the eigenvalues of the linearized differential systems (1.6) (counted with algebraic multiplicity) are the $2 d$ quantities:

$$
\begin{equation*}
\lambda_{c,-}\left(\mu_{1}\right), \lambda_{c,+}\left(\mu_{1}\right), \ldots, \lambda_{c,-}\left(\mu_{d}\right), \lambda_{c,+}\left(\mu_{d}\right) \tag{1.9}
\end{equation*}
$$

see figure 1.1. Let $\left(u_{1}, \ldots, u_{d}\right)$ denote an orthonormal basis of $\mathbb{R}^{d}$ such that, for every $j$ in $\{1, \ldots, d\}, u_{j}$ is an eigenvector of $D^{2} V(e)$ for the eigenvalue $\mu_{j}$. Then, for every $j$ in $\{1, \ldots, d\}$, the vectors

$$
\begin{equation*}
\binom{u_{j}}{\lambda_{c,-}\left(\mu_{j}\right) u_{j}} \quad \text { and } \quad\binom{u_{j}}{\lambda_{c,+}\left(\mu_{j}\right) u_{j}} \tag{1.10}
\end{equation*}
$$

are eigenvectors of the linearized systems (1.6), for the eigenvalues $\lambda_{c,-}\left(\mu_{j}\right)$ and $\lambda_{c,+}\left(\mu_{j}\right)$, respectively.

### 1.3.3. Maximal linear invasion speed

For every real quantity (curvature) $\mu$, let us consider the (nonnegative) quantity $c_{\text {lin }}(\mu)$ defined as

$$
c_{\operatorname{lin}}(\mu)=\left\{\begin{align*}
2 \sqrt{-\mu}=2 \sqrt{|\mu|} & \text { if } \quad \mu<0  \tag{1.11}\\
0 & \text { if } \quad \mu \geq 0
\end{align*}\right.
$$

see figure 1.2 , and, for every $j$ in $\{1, \ldots, d\}$, let us denote by $c_{\operatorname{lin}, j}$ the quantity $c_{\operatorname{lin}}\left(\mu_{j}\right)$.


Figure 1.1: Functions $\mu \mapsto \lambda_{c, \pm}(\mu)$ and eigenvalues of the linearized differential system (1.6). Here, as an example, the spectrum of $D^{2} V(e)$ is equal to $\left\{\mu_{1}, \ldots, \mu_{4}\right\}$ with $-c^{2} / 4<\mu_{1}<\mu_{2}<\mu_{3}=0<\mu_{4}$, but in the article $\mu_{1}$ is not necessarily nonpositive.


Figure 1.2: Correspondence $\mu \mapsto c_{\operatorname{lin}}(\mu)$ between the curvatures of $V$ at $e$ and the corresponding linear invasion speeds. As on figure 1.2, the spectrum of $D^{2} V(e)$ is equal to $\left\{\mu_{1}, \ldots, \mu_{4}\right\}$ with $-c^{2} / 4<\mu_{1}<\mu_{2}<\mu_{3}=0<\mu_{4}$. Only invasion at speeds greater than $c_{1-m a x}$ are considered in this article. The quantity $c_{0}$ denotes a generic speed which is greater than (sometimes greater than or equal to) $c_{1-m a x}$, and $\mu_{0}$ denotes its companion curvature. The quantities $\mu_{\text {quad-hull }}$ and $c_{\text {quad-hull }}$ will be introduced in sub-subsection 1.6.2, and the quantities $c_{\text {upp-diag }}$ and $c_{\text {upp }}\left(c_{0}\right)$ will be introduced in appendix B.

Definition 1.2 (maximal linear invasion speed). Let us call maximal linear invasion speed (associated with the critical point $e$ ) the (nonnegative) quantity $c_{1 \text {-max }}$ defined as

$$
\begin{equation*}
c_{1-\max }=\max \left(c_{\operatorname{lin}, 1}, \ldots, c_{\operatorname{lin}, d}\right), \quad \text { or equivalently } \quad c_{1-\max }=c_{\text {lin }, 1} . \tag{1.12}
\end{equation*}
$$

Accordingly, the quantities $c_{\mathrm{lin}, 1}, \ldots, c_{\mathrm{lin}, d}$ may be called the linear invasion speeds associated with the eigenvalues $\mu_{1}, \ldots, \mu_{d}$ of $D^{2} V(e)$, but only the maximal linear invasion speed $c_{l}$-max will play a significant role in the following. This quantity $c_{1-m a x}$ is usually called linear spreading speed in the literature, see for instance [49], and is referred as such in the abstract of this article. In the following only the denomination "maximal linear invasion speed" will be used to denote this quantity: the adjective "maximal" is relevant for systems, and the terms "invasion/invaded/invading", which fit with the phenomenon of propagation (to the right) into the state $e$ considered here, are ubiquitous. In addition, a "maximal nonlinear invasion speed" $c_{\mathrm{nl} \text {-max }}$ will be introduced in subsection 1.6. According to the expression (1.11) of $c_{\operatorname{lin}}(\cdot)$, this maximal linear invasion speed $c_{1 \text {-max }}$ is nonnegative (but might vanish).

It follows from the expression (1.7) of $\lambda_{c, \pm}(\cdot)$ that, for every $j$ in $\{1, \ldots, d\}$, if

$$
c>c_{\mathrm{lin}, j}, \quad \text { or equivalently if } \quad-\frac{c^{2}}{4}<\mu_{j},
$$

then the eigenvalues $\lambda_{c,-}\left(\mu_{j}\right)$ and $\lambda_{c,+}\left(\mu_{j}\right)$ of the linear system (1.6) are real and distinct, and the corresponding eigenvectors (1.10) are real (see figure 1.1).

### 1.3.4. Pushed travelling waves and fronts invading a critical point

Let us keep the previous notation, and let $\phi$ denote the profile of a wave invading the critical point $e$ at the speed $c$. According to the previous considerations, there must exist some nonpositive eigenvalue $\lambda$ among the quantities (1.9) such that

$$
\begin{equation*}
\frac{\ln |\phi(\xi)-e|}{\xi} \rightarrow \lambda \quad \text { as } \quad \xi \rightarrow+\infty \tag{1.13}
\end{equation*}
$$

Definition 1.3 (steepness of a travelling wave invading $e$ ). Let us call steepness of the wave under consideration the quantity $\lambda$ defined by the limit (1.13).

Definition 1.4 (pushed travelling wave/front invading $e$ ). A travelling wave (front) invading the critical point $e$ at some positive speed $c$ is said to be pushed if its steepness $\lambda$ (Definition 1.3) satisfies the inequality

$$
\lambda<-\frac{c}{2}, \quad \text { or equivalently } \quad \frac{c}{2}<|\lambda|
$$

or equivalently if the following limit holds:

$$
\phi(\xi)-e=o\left(e^{-\frac{1}{2} c \xi}\right) \quad \text { as } \quad \xi \rightarrow+\infty
$$

Remark. As shown on figure 1.3, if the least eigenvalue $\mu_{1}$ of $D^{2} V(e)$ is negative then the pushed (or "steep") character is non-generic among the solutions of the differential system (1.5) (with $c$ greater than $c_{1-\max }$ ) approaching $e$ at the right end of space. However, when pushed travelling fronts exist, these fronts are approached by solutions of the parabolic system (1.1) for a "large and relevant" set of initial conditions, at least if their speed is greater than the maximal linear invasion speed $c_{1-m a x}$ (see for instance [48] in the scalar case $d$ equals 1 , and Theorem 1 below - the main result of this paper - in the vector case $d$ larger than 1 ). On the other hand, if $\mu_{1}$ is nonnegative (in particular if $e$ is a local minimum point of $V$ ), then all waves (fronts) invading $e$ at a positive speed are "pushed" in the sense of Definition 1.4, although usually not qualified as such.


Figure 1.3: Phase portrait of the linearized differential system (1.6) for $d=1, c=2$, $D^{2} V(e)=\mu=-1 / 2$. The (real) eigenvalues are $\lambda_{c, \pm}(-1 / 2)=-1 \pm 1 / \sqrt{2}$. In this case, a pushed travelling wave invading $e$ corresponds to a solution of the (nonlinear) differential system (1.5) approaching the origin tangentially to the eigenspace corresponding to the "most stable" eigenvalue $\lambda_{c,-}(-1 / 2)$ (in green on the figure). When these travelling waves are travelling fronts, they are sometimes qualified as nonlinear while the fronts with profiles approaching the origin tangentially to the eigenspace corresponding to the "least stable" eigenvalue $\lambda_{c,+}(-1 / 2)$ (in blue of the figure) are qualified as linear, [8, 49].

### 1.3.5. Genericity/counting arguments related to the profiles of pushed travelling fronts

The following statements are proved in [20] (see also [21]): for a generic potential $V$,

1. the set of profiles of pushed travelling fronts is discrete,
2. and, for every pushed travelling front,
a) the speed of the front is greater than the maximal linear invasion speed of the critical point invaded by the front,
b) the profile of the front approaches a single "invading" critical point at the left end of space (compare with Definition 1.1), this invading critical point is a nondegenerate local minimum point of $V$,
c) the profile of the front approaches the invaded critical point at the right end of space (the invading critical point at the left end of space) tangentially to the least eigenvalue of the Hessian $D^{2} V(\cdot)$ at this invaded (invading) critical point.
A rough justification of these statements is provided by the following counting arguments. Let us recall that the Morse index of a nondegenerate critical point of $V$ is the number of negative eigenvalues of the Hessian $D^{2} V$ at this critical point. If $e_{-}$and $e_{+}$are two nondegenerate critical points of $V$ and $c$ is a positive speed,

- the dimension of the unstable manifold of the equilibrium $\left(e_{-}, 0_{\mathbb{R}^{d}}\right)$ for the differential system (1.5) is equal to $d-m\left(e_{-}\right)$,
- and if $j_{\text {ss }}$ denotes the smallest index $j$ in $\{1, \ldots, d\}$ such that the $j$ th eigenvalue $\mu_{j}$ of $D^{2} V\left(e_{+}\right)$(by increasing order as in (1.8)) is greater than $-c^{2} / 4$, then the dimension of the "steep stable" manifold of $\left(e_{+}, 0_{\mathbb{R}^{d}}\right)$ is equal to $d-j_{\mathrm{ss}}+1$ (see figure 1.1).

The profiles of pushed fronts connecting $e_{-}$(the invading critical point) to $e_{+}$(the invaded one) live in the intersection between these two manifolds, which is at least one-dimensional if nonempty. As a consequence, with the additional freedom provided by the speed parameter $c$, a transverse intersection between these two manifolds cannot occur unless $m\left(e_{-}\right)$is equal to 0 and $j_{\mathrm{ss}}$ is equal to 1 , and in this case this (transverse) intersection is made of isolated trajectories; and a similar counting argument supports conclusion 2c (see [20, 21] for details).

These statements are not directly involved in the results of this paper nor in their proofs, but they will be called upon in some comments, and they shed light on the general picture. In particular, they show that, among pushed travelling fronts, the most relevant ones are those with a speed exceeding the maximal linear invasion speed of the invaded critical point (the others do generically not exist). It is precisely the convergence towards these pushed travelling fronts that the variational techniques used in this paper most easily apply to, and, as a matter of fact, only this convergence will be addressed.

### 1.3.6. Parametrization of pushed waves and fronts invading a critical point and travelling at a speed exceeding its maximal linear invasion speed

Let us keep the notation introduced before the previous sub-subsection 1.3.5.
Proposition 1.5 (local "steep" stable manifold of $e$ for a speed $c$ exceeding the maximal linear invasion speed). For every speed $c$ in $\left(c_{1-m a x},+\infty\right)$ and for every small enough positive quantity $\delta$, there exists a map

$$
\begin{equation*}
w_{\mathrm{loc}, e, \delta, c}^{\mathrm{ss}}: \bar{B}_{\mathbb{R}^{d}}(e, \delta) \rightarrow \mathbb{R}^{d} \tag{1.14}
\end{equation*}
$$

such that, for every $(u, v)$ in $\bar{B}_{\mathbb{R}^{d}}(e, \delta) \times \mathbb{R}^{d}$, the following two conditions are equivalent:

1. $v=w_{\mathrm{loc}, e, \delta, c}^{\mathrm{ss}}(u)$,
2. the solution $\xi \mapsto(\phi(\xi), \psi(\xi))$ of system (1.5) with initial condition $(u, v)$ at $\xi$ equals 0 remains in $\bar{B}_{\mathbb{R}^{d}}(e, \delta) \times \mathbb{R}^{d}$ for all $\xi$ in $[0,+\infty)$ and is the profile of a pushed travelling wave invading e.

In other words, the set $W_{\text {loc }, e, \delta, c}^{\mathrm{ss}}$ defined as the graph, over $\bar{B}_{\mathbb{R}^{d}}(e, \delta)$, of the map $w_{\mathrm{loc}, e, \delta, c}^{\mathrm{ss}}(\cdot)$ :

$$
W_{\mathrm{loc}, e, \delta, c}^{\mathrm{ss}}=\left\{\left(u, w_{\mathrm{loc}, e, \delta, c}^{\mathrm{ss}}(u)\right): u \in \bar{B}_{\mathbb{R}^{d}}(e, \delta)\right\}
$$

can be seen as a "steep" local stable manifold of the equilibrium $\left(e, 0_{\mathbb{R}^{d}}\right)$ for the differential system (1.5), where "steep" means "at an exponential rate which is greater than $c / 2$ ".
Notation. For every $u$ in $\partial B_{\mathbb{R}^{d}}(e, \delta)$, let us denote by $\phi_{c, u}(\cdot)$ the (maximal) solution of the differential system (1.4) for the initial condition

$$
\begin{equation*}
\left(\phi_{c, u}(0), \phi_{c, u}^{\prime}(0)\right)=\left(u, w_{\mathrm{loc}, e, \delta, c}^{\mathrm{ss}}(u)\right) \tag{1.15}
\end{equation*}
$$

(so that $\phi_{c, u}(\cdot)$ is the profile of a pushed travelling wave invading $e$ at the speed $c$ ), and let us consider the set

$$
\begin{align*}
\mathcal{U}_{\text {pushed-front, } e, \delta, c}=\left\{u \in \partial B_{\mathbb{R}^{d}}(e, \delta):\right. & \phi_{c, u} \text { is the profile of a pushed front }  \tag{1.16}\\
& \text { invading } e \text { at the speed } c\} .
\end{align*}
$$

Remark. Depending on the value of the speed $c$, an explicit value of a quantity $\delta$ ensuring that the conclusions of Proposition 1.5 hold is provided by Proposition A. 3 on page 67.

### 1.4. Invasion through profiles of pushed fronts

Let us keep the previous notation, and in particular let us still consider a speed $c$ which is greater than the maximal linear invasion speed $c_{\text {l-max }}$.

Definition 1.6 (invasion through profiles of pushed fronts). A solution $(x, t) \mapsto u(x, t)$ of the parabolic system (1.1) is said to invade e at the speed $c$ through profiles of pushed fronts if there exist a positive quantity $\delta$ and a function $t \mapsto \tilde{x}(t)$ in $\mathcal{C}^{1}([0,+\infty), \mathbb{R})$ such that the following conclusions hold:

1. the conclusions of Proposition 1.5 hold for the speed $c$ and the parameter $\delta$;
2. the set $\mathcal{U}_{\text {pushed-front }, e, \delta, c}$ is nonempty;
3. for $t$ large enough positive, $u(\tilde{x}(t), t)$ is in $\partial B_{\mathbb{R}^{d}}(e, \delta)$;
4. the following three limits hold as $t$ goes to $+\infty$ :
a) $\tilde{x}^{\prime}(t) \rightarrow c$,
b) $\operatorname{dist}\left(u(\tilde{x}(t), t), \mathcal{U}_{\text {pushed-front, }, e, \delta, c}\right) \rightarrow 0$,
c) for every positive quantity $L$,

$$
\begin{equation*}
\sup _{y \in[-L,+\infty)}\left|u(\tilde{x}(t)+y, t)-\phi_{c, u(\tilde{x}(t), t)}(y)\right| \rightarrow 0 \tag{1.17}
\end{equation*}
$$

Remarks. 1. The profiles $\phi_{c, u(\tilde{x}(t), t)}(\cdot)$ involved in the limit (1.17) are profiles of pushed waves invading $e$, but not necessarily of pushed fronts (these profiles are therefore not necessarily defined up to $-\infty$ ). However, due to the limit provided by conclusion 4 b , these profiles get closer and closer to profiles of actual pushed fronts as time goes to $+\infty$. Definition 1.6 is actually unchanged if, in the limit (1.17), the vector $u(\tilde{x}(t), t)$ parametrizing the profile $\phi_{c, u(\tilde{x}(t), t)}(\cdot)$ is replaced with a "close" vector in the set $\mathcal{U}_{\text {pushed-front, } e, \delta, c}$, so that this profile is replaced with the profile of an actual pushed travelling front (this alternative approach is used in Theorem 1 of [39]).
2. Whatever the choice made for its formulation, Definition 1.6 does not ensure the convergence towards a single pushed travelling front. More precisely, the $\omega$-limit set $\mathcal{L}$ of the function $t \mapsto u(\tilde{x}(t), t)$, defined as

$$
\mathcal{L}=\bigcap_{t>0} \overline{\bigcup_{s>t}\{u(\tilde{x}(s), s)\}}
$$

is a nonempty compact connected subset of $\partial B_{\mathbb{R}^{d}}(e, \delta)$, and is, according to condition 4 b , included in the set $\mathcal{U}_{\text {pushed-front, } e, \delta, c}$. If this set $\mathcal{L}$ is reduced to a singleton $\left\{u_{\text {pushed }}\right\}$, then the limit (1.17) can be replaced with the simpler and more precise limit

$$
\sup _{y \in[-L,+\infty)}\left|u(\tilde{x}(t)+y, t)-\phi_{c, u_{\text {pushed }}}(y)\right| \rightarrow 0 \quad \text { as } \quad t \rightarrow+\infty
$$

involving the profile $\phi_{c, u_{\text {pushed }}}$ of a single pushed travelling front. Notice that the set $\mathcal{L}$ is necessarily reduced to such a singleton if the set $\mathcal{U}_{\text {pushed-front, } e, \delta, c}$ is discrete, which, according to the statements of sub-subsection 1.3.5, is true for a generic potential $V$.
3. Definition 1.6 does not provide any information concerning the behaviour of the solution in the wake (to the left) of the invasion. Let us however briefly mention that, if a solution invading $e$ at the speed $c$ through the profiles of pushed fronts is, in addition, close to a nondegenerate minimum point of $V$ at the left end of space, then, under generic assumptions on the potential $V$, the global behaviour of this solution is rather well understood [40].

### 1.5. Energy in a travelling frame

Let $(x, t) \mapsto u(x, t)$ denote a solution of system (1.1), let $c$ denote a positive quantity, and let us consider the function $(\xi, t) \mapsto v(\xi, t)$ defined as:

$$
\begin{equation*}
v(\xi, t)=u(x, t) \quad \text { for } \quad x=c t+\xi \tag{1.18}
\end{equation*}
$$

This function $v(\cdot, \cdot)$ is a solution of the system

$$
\begin{equation*}
v_{t}-c v_{\xi}=-\nabla V(v)+v_{\xi \xi} . \tag{1.19}
\end{equation*}
$$

Multiplying this equation by $e^{c \xi} v_{t}$ and integrating over $\mathbb{R}$ leads us to introduce the energy below (Definition 1.7), and for that purpose the following weighted Sobolev spaces:

$$
\begin{align*}
& H_{c}^{1}\left(\mathbb{R}, \mathbb{R}^{d}\right)=\left\{w \in H_{\mathrm{loc}}^{1}\left(\mathbb{R}, \mathbb{R}^{d}\right): \text { the functions } \xi \mapsto e^{\frac{1}{2} c \xi} w(\xi)\right.  \tag{1.20}\\
&\text { and } \left.\xi \mapsto e^{\frac{1}{2} c \xi} w^{\prime}(\xi) \text { are in } L^{2}\left(\mathbb{R}, \mathbb{R}^{d}\right)\right\}, \text { and } \\
& H_{c, e}^{1}\left(\mathbb{R}, \mathbb{R}^{d}\right)=\left\{w \in H_{\mathrm{loc}}^{1}\left(\mathbb{R}, \mathbb{R}^{d}\right): \text { the function } \xi \mapsto w(\xi)-e \text { is in } H_{c}^{1}\left(\mathbb{R}, \mathbb{R}^{d}\right)\right\} . \tag{1.21}
\end{align*}
$$

Definition 1.7 (energy in a frame travelling at the speed $c$ ). For every $w$ in $H_{c, e}^{1}\left(\mathbb{R}, \mathbb{R}^{d}\right)$, let us call energy (Lagrangian) of $w$ in the frame travelling as speed $c$, and let us denote by $\mathcal{E}_{c}[w]$ the quantity defined by the integral:

$$
\begin{equation*}
\mathcal{E}_{c}[w]=\int_{\mathbb{R}} e^{c \xi}\left(\frac{1}{2} w^{\prime}(\xi)^{2}+V(w(\xi))\right) d \xi \tag{1.22}
\end{equation*}
$$

Remark. Everywhere in the paper (including in the definition above), if $u$ is a vector of $\mathbb{R}^{d}$, the square of the euclidean norm $|u|^{2}$ of $u$ is simply denoted by $u^{2}$.

For $w$ in $H_{c, e}^{1}\left(\mathbb{R}, \mathbb{R}^{d}\right)$, the integral to the right hand of (1.22) converges at the right end of $\mathbb{R}$, and according to assumption ( $\mathrm{H}_{\text {coerc }}$ ), it either converges to the left end of $\mathbb{R}$ or is equal to $+\infty$. Thus the expression (1.22) defines a functional: $H_{c, e}^{1}\left(\mathbb{R}, \mathbb{R}^{d}\right) \rightarrow \mathbb{R} \cup\{+\infty\}$. For $w$ in $H_{c, e}^{1}\left(\mathbb{R}, \mathbb{R}^{d}\right) \cap H_{\mathrm{ul}}^{1}\left(\mathbb{R}, \mathbb{R}^{d}\right)$ (in this case $w$ is bounded), the same integral also converges at the left end of $\mathbb{R}$ and $\mathcal{E}_{c}[w]$ is in $\mathbb{R}$. The following proposition, proved in subsection 2.4 , shows that this energy (1.22) defines a Lyapunov function for the solutions of system (1.19) that belong to $H_{c, e}^{1}\left(\mathbb{R}, \mathbb{R}^{d}\right)$. Recall that $\left(S_{t}\right)_{t \geq 0}$ denotes the semi-flow of this system in $H_{\mathrm{ul}}^{1}\left(\mathbb{R}, \mathbb{R}^{d}\right)$.
Proposition 1.8 (time derivative of energy in a travelling frame). For every positive quantity $c$ and every solution $(x, t) \mapsto u(x, t)$ of the parabolic system (1.1), if the initial condition $x \mapsto u(x, t=0)$ is in $H_{c, e}^{1}\left(\mathbb{R}, \mathbb{R}^{d}\right)$ (in addition to being in $H_{\mathrm{ul}}^{1}\left(\mathbb{R}, \mathbb{R}^{d}\right)$ ), then the same is true for the profile $x \mapsto u(x, t)$ of the solution at every nonnegative time $t$. In this case, the function $t \mapsto \mathcal{E}_{c}[v(\cdot, t)]$ (for the function $v(\cdot, \cdot)$ defined in (1.19) and the functional $\mathcal{E}_{c}[\cdot]$ defined in $(1.22)$ ) is continuous on $[0,+\infty)$, differentiable on $(0,+\infty)$, and, for every positive time $t$, the integral

$$
\begin{equation*}
D_{c}(t)=\int_{\mathbb{R}} e^{c \xi} v_{t}(\xi, t)^{2} d \xi \tag{1.23}
\end{equation*}
$$

is finite, and the following equality holds:

$$
\begin{equation*}
\frac{d}{d t} \mathcal{E}_{c}[v(\cdot, t)]=-D_{c}(t) \tag{1.24}
\end{equation*}
$$

In addition, for every nonnegative time $t$, the restriction of the map $S_{t}$ (the semi-flow at time $t$ ) to the space $H_{c, e}^{1}\left(\mathbb{R}, \mathbb{R}^{d}\right) \cap H_{\mathrm{ul}}^{1}\left(\mathbb{R}, \mathbb{R}^{d}\right)$ defines a continuous map from this space to itself, for the sum of the $H_{c, e}^{1}\left(\mathbb{R}, \mathbb{R}^{d}\right)$-norm and the $H_{\mathrm{ul}}^{1}\left(\mathbb{R}, \mathbb{R}^{d}\right)$-norm.

### 1.6. Variational structure in travelling frames

### 1.6.1. Infimum of the energy in a travelling frame

For every positive quantity $c$, let us consider the quantity

$$
\mathfrak{I}(c)=\inf _{w \in H_{c, e}^{1}\left(\mathbb{R}, \mathbb{R}^{d}\right)} \mathcal{E}_{c}[w] ;
$$

and, for every function $w$ in $H_{c, e}^{1}\left(\mathbb{R}, \mathbb{R}^{d}\right)$, and every real quantity $\xi_{0}$, let us consider the function $T_{\xi_{0}} w$ defined as

$$
T_{\xi_{0}} w(\xi)=w\left(\xi-\xi_{0}\right)
$$

It follows from the equality

$$
\mathcal{E}_{c}\left[T_{\xi_{0}} w\right]=e^{c \xi_{0}} \mathcal{E}_{c}[w]
$$

that the quantity $\mathfrak{I}(c)$ is equal to either 0 or $-\infty$. In other words, the subsets $\mathcal{C}_{-\infty}$ and $\mathcal{C}_{0}$ of $(0,+\infty)$, defined as

$$
\begin{equation*}
\mathcal{C}_{-\infty}=\{c \in(0,+\infty): \mathfrak{I}(c)=-\infty\} \quad \text { and } \quad \mathcal{C}_{0}=\{c \in(0,+\infty): \mathfrak{I}(c)=0\} \tag{1.25}
\end{equation*}
$$

are complementary subsets of $(0,+\infty)$; with symbols,

$$
\mathcal{C}_{-\infty} \sqcup \mathcal{C}_{0}=(0,+\infty)
$$

### 1.6.2. Lower quadratic hull of the potential at the invaded critical point

According to assumptions $\left(\mathrm{H}_{\text {coerc }}\right)$ and $\left(\mathrm{H}_{\text {crit }, e}\right)$, the set

$$
\left\{\mu \in \mathbb{R}: \text { for every } u \text { in } \mathbb{R}^{d}, V(u) \geq \frac{1}{2} \mu(u-e)^{2}\right\}
$$

is nonempty, and bounded from above by $\mu_{1}$. Let us denote by $\mu_{\text {quad-hull }}$ the supremum of this set (in this notation, the index "quad-hull" refers to "the curvature of the lower quadratic hull" of the graph of $V$, centred at $(e, 0)$ ), see figure 1.4. Then, according to


Figure 1.4: Illustration of the notation $\mu_{1}, \mu_{\text {quad-hull }}$, and $V_{\min }$ on the graph of the potential $V$. On this figure $\mu_{1}$ is negative, but in the article this quantity is not necessarily even nonpositive; and $\mu_{\text {quad-hull }}$ is less than $\mu_{1}$, which is a necessary (not sufficient) condition in order $c_{\text {nl-max }}$ to exceed $c_{1-\text { max }}$ (inequality (1.29)).
this definition,

$$
\begin{equation*}
-\infty<\mu_{\text {quad-hull }} \leq \mu_{1} \quad \text { and, for every } u \text { in } \mathbb{R}^{d}, \quad V(u) \geq \frac{1}{2} \mu_{\text {quad-hull }}(u-e)^{2} \tag{1.26}
\end{equation*}
$$

and since according to $\left(\mathrm{H}_{\text {crit, }}\right)$ the quantity $V_{\text {min }}$ is negative, it follows that

$$
\mu_{\text {quad-hull }}<0
$$

Let us write
$c_{\text {quad-hull }}=2 \sqrt{-\mu_{\text {quad-hull }}}, \quad$ so that $\quad \mu_{\text {quad-hull }}=-\frac{c_{\text {quad-hull }}^{2}}{4} \quad$ and $\quad c_{\text {quad-hull }} \geq c_{\text {l-max }}$.

### 1.6.3. Maximal nonlinear invasion speed

Some basic properties of the sets $\mathcal{C}_{-\infty}$ and $\mathcal{C}_{0}$ are stated in Proposition 2.6 and Corollary 2.8 (subsection 2.8). Three of these properties are:

$$
\begin{equation*}
\mathcal{C}_{-\infty} \neq \emptyset \quad \text { and } \quad\left(0, c_{1-\max }\right) \subset \mathcal{C}_{-\infty} \quad \text { and } \quad\left[c_{\text {quad-hull }},+\infty\right) \subset \mathcal{C}_{0} \tag{1.27}
\end{equation*}
$$

notice that the quantity $c_{1-\max }$ may vanish, so that the first of these properties is not a consequence of the second. These properties set the ground for the next definition.

Definition 1.9 (maximal nonlinear invasion speed). Let us call maximal nonlinear invasion speed of the critical point $e$ the quantity $c_{\mathrm{nl}-\text { max }}$ defined as

$$
\begin{equation*}
c_{\mathrm{nl}-\max }=\sup \left(\mathcal{C}_{-\infty}\right) \tag{1.28}
\end{equation*}
$$

(this quantity is noted as $c^{\dagger}$ in [26, Theorem 1.1]).
It follows from this definition and from the properties (1.27) that

$$
\begin{equation*}
0 \leq c_{1-\max } \leq c_{\mathrm{nl}-\max } \leq c_{\text {quad-hull }} \quad \text { and } \quad 0<c_{\mathrm{nl}-\max } \tag{1.29}
\end{equation*}
$$

It will turn out, as a consequence of Theorems 1 and 2 below (the main results of this paper) that the two sets $\mathcal{C}_{-\infty}$ and $\mathcal{C}_{0}$ are actually nothing but the intervals $\left(0, c_{\mathrm{nl} \text {-max }}\right)$ and $\left[c_{\mathrm{nl}-\mathrm{max}},+\infty\right)$ (see Corollary 1.12 and figure 1.5 below); this additional information will not be used until then.

### 1.6.4. Decay speed and variational invasion speed of a solution

Let $(x, t) \mapsto u(x, t)$ denote a solution of system (1.1) (in the space $H_{\mathrm{ul}}^{1}\left(\mathbb{R}, \mathbb{R}^{d}\right)$ ). For every nonnegative time $t$, let us consider (following [31, Definition 4.5, Proposition 4.6, Theorem 4.7]) the sets $\mathcal{C}_{\text {decay }}(t)$ and $\mathcal{C}_{\text {var }}(t)$ defined as

$$
\begin{aligned}
\mathcal{C}_{\text {decay }}(t) & =\left\{c \in(0,+\infty): u(\cdot, t) \in H_{c, e}^{1}\left(\mathbb{R}, \mathbb{R}^{d}\right)\right\} \\
\text { and } \quad \mathcal{C}_{\mathrm{var}}(t) & =\left\{c \in(0,+\infty): u(\cdot, t) \in H_{c, e}^{1}\left(\mathbb{R}, \mathbb{R}^{d}\right) \text { and } \mathcal{E}_{c}[u(\cdot, t)]<0\right\}
\end{aligned}
$$

so that $\mathcal{C}_{\text {var }}(t)$ is a subset of $\mathcal{C}_{\text {decay }}(t)$. According to the definition (1.28) of the maximal nonlinear invasion speed $c_{\text {nl-max }}$,

$$
\mathcal{C}_{\mathrm{var}}(t)=\left\{c \in\left(0, c_{\mathrm{nl}-\max }\right): u(\cdot, t) \in H_{c, e}^{1}\left(\mathbb{R}, \mathbb{R}^{d}\right) \text { and } \mathcal{E}_{c}[u(\cdot, t)]<0\right\} \subset\left(0, c_{\mathrm{nl}-\max }\right)
$$

Let us consider the suprema $\sup \left(\mathcal{C}_{\text {decay }}(t)\right)$ and $\sup \left(\mathcal{C}_{\text {var }}(t)\right)$ of the two sets $\mathcal{C}_{\text {decay }}(t)$ and $\mathcal{C}_{\text {var }}(t)$, with the convention that each supremum equals 0 if the corresponding set is empty. According to Proposition 1.8, both sets are non-decreasing for inclusion with respect to $t$, so that both suprema are non-decreasing. This leads to the following definition.

Definition 1.10 (decay speed, variational invasion speed). Let us call, respectively, decay speed and variational invasion speed of the solution $u$ the quantities $c_{\text {decay }}[u]$ and $c_{\mathrm{var}}[u]$ defined as

$$
\begin{equation*}
c_{\text {decay }}[u]=\lim _{t \rightarrow+\infty} \sup \left(\mathcal{C}_{\text {decay }}(t)\right) \quad \text { and } \quad c_{\mathrm{var}}[u]=\lim _{t \rightarrow+\infty} \sup \left(\mathcal{C}_{\mathrm{var}}(t)\right) \tag{1.30}
\end{equation*}
$$

It follows from this definition that

$$
\begin{equation*}
0 \leq c_{\mathrm{var}}[u] \leq c_{\mathrm{nl}-\max } \quad \text { and } \quad c_{\mathrm{var}}[u] \leq c_{\text {decay }}[u] \leq+\infty \tag{1.31}
\end{equation*}
$$

Similarly, if $w$ is a function in $H_{\mathrm{ul}}^{1}\left(\mathbb{R}, \mathbb{R}^{d}\right)$ let us denote by $c_{\text {decay }}[w]$ and $c_{\mathrm{var}}[w]$ the quantities $c_{\text {decay }}[u]$ and $c_{\mathrm{var}}[u]$ defined by the solution $u$ of system (1.1) for the initial condition $w$ at time 0 . The following proposition, proved in sub-subsection 2.8.3, is a direct consequence of the definition of the variational invasion speed.

Proposition 1.11 (lower semi-continuity of the variational invasion speed). For every c in $\left(c_{\text {nl-max }},+\infty\right)$, the map

$$
H_{\mathrm{ul}}^{1}\left(\mathbb{R}, \mathbb{R}^{d}\right) \cap H_{c, e}^{1}\left(\mathbb{R}, \mathbb{R}^{d}\right) \rightarrow\left[0, c_{\mathrm{nl}-\max }\right], \quad w \mapsto c_{\mathrm{var}}[w]
$$

is lower semi-continuous with respect to the topology induced by the sum of the $H_{\mathrm{ul}}^{1}\left(\mathbb{R}, \mathbb{R}^{d}\right)$ norm and the $H_{c}^{1}\left(\mathbb{R}, \mathbb{R}^{d}\right)$-norm.

Remark. For a stronger version of this result (lower semi-continuity of the invasion speed with respect to a wider class of functions) when the invaded critical point $e$ is a nondegenerate local minimum point of $V$, see [39, Theorem 2].

### 1.7. Main results

Let $V$ denote a potential function in $\mathcal{C}^{2}\left(\mathbb{R}^{d}, \mathbb{R}\right)$ and $e$ denote a critical point of $V$, and let us assume that assumptions $\left(\mathrm{H}_{\text {coerc }}\right)$ and $\left(\mathrm{H}_{\text {crit, } e}\right)$ hold. The following two statements call upon:

- the notation $c_{\text {l-max }}$ (Definition 1.2) and $c_{\text {nl-max }}$ (Definition 1.9) denoting, respectively, the maximal linear invasion speed and the maximal nonlinear invasion speed of the critical point $e$,
- the notation $c_{\text {decay }}[u]$ and $c_{\text {var }}[u]$ (Definition 1.10) denoting, respectively, the decay speed and the variational speed of a solution $u$ of system (1.1),
- Definition 1.4 of a pushed travelling front invading $e$, and Definition 1.6 of invasion through profiles of such pushed fronts.

The first of these two statements (Theorem 1) is the main result of this paper, and the second (Theorem 2, proved in subsection 3.11), is mainly a consequence of Theorem 1.

Theorem 1 (global convergence towards pushed fronts). Every solution u of the parabolic system (1.1) satisfying the condition

$$
\begin{equation*}
c_{1-\max }<c_{\mathrm{var}}[u]<c_{\mathrm{decay}}[u] \tag{1.32}
\end{equation*}
$$

invades the critical point e at its variational speed $c_{\mathrm{var}}[u]$ through profiles of pushed fronts.
Theorem 2 (existence of a pushed front invading $e$ at a speed greater than the maximal linear invasion speed). The following two conditions are equivalent:

1. $c_{l-m a x}<c_{\mathrm{nl}-\text { max }}$;
2. there exists a pushed front invading e at a speed which is greater than $c_{1-m a x}$.

Moreover, if these conditions hold then the following two additional conclusions also hold:
3. there exists a pushed front invading e at the speed $c_{\mathrm{nl}-\mathrm{max}}$;
4. the profile of every pushed front invading e at the speed $c_{\mathrm{n}-\mathrm{max}}$ is a global minimizer of the energy $\mathcal{E}_{c_{1-\text { max }}}[\cdot]$ in $H_{c_{n-m a x}}^{1}, e\left(\mathbb{R}, \mathbb{R}^{d}\right)$.

Remarks. 1. A sufficient condition for the condition (1.32) of Theorem 1 to hold is: there exist speeds $c$ and $c^{\prime}$ such that

$$
c_{1 \text {-max }} \leq c \quad \text { and } \quad c_{\mathrm{nl}-\max }<c^{\prime} \quad \text { and } \quad \mathcal{E}_{c}[u(\cdot, 0)]<0 \quad \text { and } \quad u(\cdot, 0) \in H_{c^{\prime}, e}^{1}\left(\mathbb{R}, \mathbb{R}^{d}\right) .
$$

This condition is, however, more demanding that condition (1.32), especially concerning the rate at which the initial condition $u(\cdot, 0)$ approaches $e$ at the right end of space.
2. The key (and costly, if $\mu_{1}$ is negative or equivalently $c_{1 \text {-max }}$ is positive) assumption of Theorem 1 is the inequality $c_{1-m a x}<c_{\mathrm{var}}[u]$ of (1.32), which ensures that invasion occurs at a speed which is greater than the maximal linear invasion speed $c_{1 \text {-max }}$, and implicitly requires the strict inequality $c_{1-m a x}<c_{\mathrm{nl}-\text { max }}$ (see figure 1.5).
3. By contrast, if $\mu_{1}$ is nonnegative (or equivalently if $c_{1-\max }$ equals 0 ), then it follows from Proposition 2.7 that the condition (1.32) is satisfied for a large set of solutions, and it follows from Theorem 2 that there exists (at least) one (pushed) travelling front invading $e$ at the (positive) speed $c_{\mathrm{nl} \text {-max }}$. This generalizes (in particular) [39, Corollary 1], [1, Theorem 2], and [36, Theorem 1].
4. The second inequality of (1.32) is required for the variational arguments involved in the proof. This condition is stronger than the one required in the setting of parabolic scalar equations [48], where the speed $c$ of the (unique) pushed front is a priori known, and global convergence towards this pushed front only requires that the initial condition approach the critical point at an exponential rate which is larger than $\left|\lambda_{c,+}\left(\mu_{1}\right)\right|$, [48, condition $\left.(\varphi 4)\right]$. Unfortunately Theorem 1 says nothing concerning the behaviour of solutions for which the first inequality of (1.32) is fulfilled, but the profile is say only in $H_{\left|\lambda_{c_{\text {var }[u],+}}^{1}\left(\mu_{1}\right)\right|, e}\left(\mathbb{R}, \mathbb{R}^{d}\right)$. To the best knowledge of the authors, this is an open question.
5. Theorem 1 only deals with convergence towards pushed front travelling at speeds that are greater than the maximal linear invasion speed $c_{1-\max }$, and Theorem 2 deals with the existence of those pushed fronts only. Pushed fronts travelling at speeds not greater than $c_{1-m a x}$ may exist for certain potentials (an easy way to build such an example is to consider two uncoupled scalar equations, see for instance [20]), but as already mentioned in sub-subsection 1.3.5, they do not exist for a generic potential, [20].
6. Theorem 2 is the analogue, in the simpler setting of a spatial domain equal to $\mathbb{R}$ considered here, of [26, Theorem 1.1] which is concerned with gradient systems in infinite cylinders (see also [25, Theorem 2.8] for scalar parabolic equations and [32, Theorem 3.3] for scalar equations in cylinders). The parameter $\nu_{0}$ of [26, 32] is the "cylinder" analogue of the quantity denoted here by $\mu_{1}$.

### 1.8. Implications on the variational structure in travelling frames

The following corollary, proved in subsection 3.12 , is a direct consequence of Theorems 1 and 2 .

Corollary 1.12 (variational structure, full picture). The following equalities hold:

$$
\begin{equation*}
\mathcal{C}_{-\infty}=\left(0, c_{\mathrm{nl}-\max }\right), \quad \text { or equivalently } \quad \mathcal{C}_{0}=\left[c_{\mathrm{nl}-\max },+\infty\right) \tag{1.33}
\end{equation*}
$$

In addition, if $c_{\mathrm{nl}-\max }$ is larger than $c_{1-m a x}$ (in particular if $c_{1-m a x}$ equals 0 ), then

$$
\begin{equation*}
c_{\text {nl-max }}<c_{\text {quad-hull }}, \tag{1.34}
\end{equation*}
$$

and in this case $c_{\text {nl-max }}$ is the only speed $c$ in $(0,+\infty)$ for which the energy $\mathcal{E}_{c}[\cdot]$ has a global minimizer in $H_{c, e}^{1}\left(\mathbb{R}, \mathbb{R}^{d}\right)$ which is not identically equal to $e$.

Thus there are exactly four possible configurations for the respective positions of the quantities $0, c_{1-\max }, c_{\mathrm{nl} \text {-max }}$, and $c_{\text {quad-hull }}$ on the real line (see figure 1.5):

1. $0=c_{\text {l-max }}<c_{\text {nl-max }}<c_{\text {quad-hull }}$,
2. $0<c_{\text {l-max }}=c_{\text {nl-max }}=c_{\text {quad-hull }}$,
3. $0<c_{\text {l-max }}=c_{\text {nl-max }}<c_{\text {quad-hull }}$,

$$
\text { 4. } 0<c_{1-\max }<c_{\text {nl-max }}<c_{\text {quad-hull }}
$$

and, according to Theorem 2, there exists a pushed front invading $e$ at a speed larger than $c_{1-\max }$ if and only if $c_{\text {nl-max }}$ is larger than $c_{1-\max }$, that is in cases 1 and 4 .


Figure 1.5: Half-line of positive speeds, complementary intervals $\mathcal{C}_{-\infty}$ and $\mathcal{C}_{0}$, and values of $c_{1-m a x}$ and $c_{\mathrm{nl} \text {-max }}$ and $c_{\text {quad-hull }}$ in the four possible cases 1 to 4 that are compatible with inequalities (1.29) and the positivity of $c_{\mathrm{nl}-\text { max }}$ and conclusion (1.34) of Corollary 1.12. The three cases 2 to 4 are encountered in the scalar example (Fisher's model) discussed in appendix C .

### 1.9. Short historical review

Global convergence towards pulled travelling fronts for scalar equations was first established in the celebrated work of Kolmogorov, Petrovskii, and Piskunov [24]. The adjectives "pulled" and "pushed" were introduced by Stokes in [51]. Concerning global convergence towards pushed travelling fronts for scalar equations, the first results were obtained by Kanel [22, 23] in the "combustion" ("ignition") case. Fife and McLeod proved the global stability of fronts propagating into stable equilibria ("bistable fronts", which can be seen as a particular class of pushed fronts) [9] and of stacked families of such bistable fronts [10]. Still in the scalar case, global convergence towards general pushed fronts was proved by Stokes [51] and Rothe [48], and extended to the setting of cylinders by Roquejoffre [47]. In all those references, proofs of global convergence rely on comparison principles, and the main result of this paper (Theorem 1 above) can be seen as an extension to systems of [48, Theorem 1], where maximum principles are replaced with variational arguments. Still in the scalar case, a minmax expression of the minimal speed of monotone fronts invading a critical point, and therefore a characterization of the nature (pushed or pulled) of the corresponding front was provided by Hadeler and Rothe in [16]. For a broader picture and a thorough review of experimental observations of invasion processes across the sciences, see [49], and for a deeper explanation of the difference between pushed and pulled travelling fronts, see [15].

For parabolic gradient systems as those considered in this article (when the dimension $d$ exceeds 1 ), maximum principles do not hold any more in general. However, many of the global stability results known in the scalar case can still be recovered by variational methods for such systems. The fundamental observation underlying the proofs of such extensions is the fact that a variational structure (an energy decreasing with time, at least formally) exists not only in standing frames, but also in frames travelling at any constant velocity. This fact is known for a long time, and was used for instance by Fife and McLeod in their proof of the global stability of bistable fronts in the scalar case [9] and by Roquejoffre [46]. However, attempts to fully embrace the implications of this rich variational structure are more recent, and originated with the works of Heinze [18], and especially of Muratov and his collaborators [25, 26, 31-35] (by the way, as mentioned in remark 6 above, Theorem 2 is essentially contained in [26, Theorem 1.1], and conclusion 1 of Proposition 2.6 on page 27 is a reformulation of [31, Theorem 3.7]). Pushing further these ideas, Gallay and the second author proved global convergence results towards travelling fronts invading stable equilibria for parabolic systems of the form (1.1) [13, 39], and a rather comprehensive description of the asymptotic behaviour of solutions that are stable at both ends of $\mathbb{R}$ ("bistable" solutions) was obtained by the second author, for parabolic systems [40, 44], for their hyperbolic analogues [41], and for radially symmetric solutions of parabolic systems in higher space dimension [42, 43], under generic assumptions on the potential $V[21,45]$. In the meanwhile, the same variational structure has been successfully applied to a broader range of settings: harmonic heat flow [3], heterogeneous environments [4], FitzHugh-Nagumo system [5, 6], two-dimensional heteroclinic travelling waves [7,37].

In the setting of scalar hyperbolic equations, a set of new ideas and techniques was introduced by Gallay and Joly to derive from the same gradient structure the global stability of bistable travelling waves [12]. Their approach turns out to be especially relevant to prove global convergence towards pushed travelling fronts, as was shown by Luo [28] still in the same setting of scalar hyperbolic equations. It is the same set of ideas and techniques, adapted to parabolic systems, that are the main building blocks of the proof of Theorem 1 provided here.

The initial motivation for this work is a recent result of the first author [36] about the existence of travelling waves connecting degenerate minimum sets of the potential $V$ for system (1.1), proved by a completely different approach, which extends the method introduced by Alikakos and Katzourakis in [1] to curves taking values in an infinitedimensional Hilbert space, in the spirit of earlier works by Monteil and Santambrogio [30] and Smyrnelis [50]. As a matter of fact, as already mentioned in remark 3 above, Theorem 2 extends the existence part of [36, Theorem 1]; more refined results in the specific setting of propagation into degenerate minimum sets will be provided in the forthcoming work [38].

## 2. Preliminaries

Let us consider a potential function $V$ in $\mathcal{C}^{2}\left(\mathbb{R}^{d}, \mathbb{R}\right)$ and a critical point $e$ of $V$, satisfying assumptions ( $\mathrm{H}_{\text {coerc }}$ ) and ( $\mathrm{H}_{\text {crit, } e}$ ).

### 2.1. Global existence of solutions and regularization

Among various possible choices for the functional space where the semi-flow of system (1.1) can be considered, the space $H_{\mathrm{ul}}^{1}\left(\mathbb{R}, \mathbb{R}^{d}\right)$ (see for instance $[2,14]$ ) fits well with the purpose of this article and the variational methods involved in the proofs: it contains bounded solutions (among which travelling fronts) and the regularity of its functions allows to consider the energy of a solution from time zero (Proposition 1.8). The following proposition is standard (for a proof see for instance [39, 44]).

Proposition 2.1 (global existence and uniform bound on solutions). For every function $u_{0}$ in $H_{\mathrm{ul}}^{1}\left(\mathbb{R}, \mathbb{R}^{d}\right)$, system (1.1) has a unique globally defined solution $t \mapsto S_{t} u_{0}$ in $\mathcal{C}^{0}\left([0,+\infty), H_{\mathrm{ul}}^{1}\left(\mathbb{R}, \mathbb{R}^{d}\right)\right)$ with initial condition $u_{0}$. In addition, the quantity

$$
\limsup _{t \rightarrow+\infty}\left\|x \mapsto\left(S_{t} u_{0}\right)(x)\right\|_{L^{\infty}\left(\mathbb{R}, \mathbb{R}^{d}\right)}
$$

is bounded from above by a quantity depending only on $V$.
In addition, the parabolic system (1.1) has smoothing properties (Henry [19]). Due to these properties, since $V$ is of class $\mathcal{C}^{2}$ and thus the nonlinearity $\nabla V$ is of class $\mathcal{C}^{1}$, for every quantity $\alpha$ in the interval $(0,1)$, every solution $t \mapsto S_{t} u_{0}$ in $\mathcal{C}^{0}\left([0,+\infty), H_{\mathrm{ul}}^{1}\left(\mathbb{R}, \mathbb{R}^{d}\right)\right)$ actually belongs to

$$
\mathcal{C}^{0}\left((0,+\infty), \mathcal{C}_{\mathrm{b}}^{2, \alpha}\left(\mathbb{R}, \mathbb{R}^{d}\right)\right) \cap \mathcal{C}^{1}\left((0,+\infty), \mathcal{C}_{\mathrm{b}}^{0, \alpha}\left(\mathbb{R}, \mathbb{R}^{d}\right)\right)
$$

and, for every positive quantity $\varepsilon$, the quantities

$$
\begin{equation*}
\sup _{t \geq \varepsilon}\left\|S_{t} u_{0}\right\|_{\mathcal{C}_{\mathrm{b}}^{2, \alpha}\left(\mathbb{R}, \mathbb{R}^{d}\right)} \quad \text { and } \quad \sup _{t \geq \varepsilon}\left\|\frac{d\left(S_{t} u_{0}\right)}{d t}(t)\right\|_{\mathcal{C}_{\mathrm{b}}^{0, \alpha}\left(\mathbb{R}, \mathbb{R}^{d}\right)} \tag{2.1}
\end{equation*}
$$

are finite. In addition, there exists a quantity $R_{\text {att }}$ (radius of an attracting ball for the $\mathcal{C}^{1}$-norm), depending only on $V$, such that, for every large enough positive time $t$,

$$
\begin{equation*}
\left\|S_{t} u_{0}\right\|_{\mathcal{C}^{1}\left(\mathbb{R}, \mathbb{R}^{d}\right)} \leq R_{\mathrm{att}} \tag{2.2}
\end{equation*}
$$

### 2.2. Asymptotic compactness

The next lemma follows from the bounds (2.1) above.
Lemma 2.2 (asymptotic compactness). For every solution $(x, t) \mapsto u(x, t)$ of system (1.1), and for every sequence $\left(x_{n}, t_{n}\right)_{n \in \mathbb{N}}$ in $\mathbb{R} \times[0,+\infty)$ such that $t_{n} \rightarrow+\infty$ as $n \rightarrow+\infty$, there exists a entire solution $u_{\infty}$ of system (1.1) in

$$
\mathcal{C}^{0}\left(\mathbb{R}, \mathcal{C}_{\mathrm{b}}^{2}\left(\mathbb{R}, \mathbb{R}^{d}\right)\right) \cap \mathcal{C}^{1}\left(\mathbb{R}, \mathcal{C}_{\mathrm{b}}^{0}\left(\mathbb{R}, \mathbb{R}^{d}\right)\right)
$$

such that, up to replacing the sequence $\left(x_{n}, t_{n}\right)_{n \in \mathbb{N}}$ by a subsequence,

$$
\begin{equation*}
D^{2,1} u\left(x_{n}+\cdot, t_{n}+\cdot\right) \rightarrow D^{2,1} u_{\infty} \quad \text { as } \quad n \rightarrow+\infty \tag{2.3}
\end{equation*}
$$

uniformly on every compact subset of $\mathbb{R}^{2}$, where the symbol $D^{2,1} v$ stands for $\left(v, v_{x}, v_{x x}, v_{t}\right)$ (for $v$ equal to $u$ or $u_{\infty}$ ).

Proof. See [29, p. 1963] or the proof of [44, Lemma 3.2].

### 2.3. Invaded critical point at the origin of $\mathbb{R}^{d}$

For convenience, it will be assumed all along the current section 2 (and along most of the next section 3) that

$$
\begin{equation*}
e=0_{\mathbb{R}^{d}} \tag{2.4}
\end{equation*}
$$

This assumption amounts to replacing the initial potential function $u \mapsto V(u)$ by the "new" potential function $u \mapsto V(e+u)$, and it can be made without loss of generality; indeed, even if assumption $\left(\mathrm{H}_{\text {coerc }}\right)$ is not necessarily satisfied by this new potential, this assumption will not be directly used in the proof: only its consequences (the global existence of solutions and their asymptotic compactness stated in the two subsections above) will, and these consequences still hold after a translation in the state variable $u$.

### 2.4. Time derivative of energy in a travelling frame

The aim of this subsection is to prove Proposition 1.8. For every positive quantity $c$, following the notation $H_{c}^{1}\left(\mathbb{R}, \mathbb{R}^{d}\right)$ introduced in (1.20), let us introduce the following weighted Sobolev spaces:

$$
\begin{align*}
L_{c}^{2}\left(\mathbb{R}, \mathbb{R}^{d}\right) & =\left\{w \in L_{\mathrm{loc}}^{2}\left(\mathbb{R}, \mathbb{R}^{d}\right): \quad \text { the function } \xi \mapsto e^{\frac{1}{2} c \xi} w(\xi) \text { is in } L^{2}\left(\mathbb{R}, \mathbb{R}^{d}\right)\right\} \\
H_{c}^{2}\left(\mathbb{R}, \mathbb{R}^{d}\right) & =\left\{w \in H_{c}^{1}\left(\mathbb{R}, \mathbb{R}^{d}\right): \text { the function } \xi \mapsto e^{\frac{1}{2} c \xi} w^{\prime \prime}(\xi) \text { is in } L^{2}\left(\mathbb{R}, \mathbb{R}^{d}\right)\right\} \tag{2.5}
\end{align*}
$$

Proof of Proposition 1.8. The proof follows from standard results of analytic semi-group theory, see [27], and similar statements in related settings can be found in the literature, see for instance [31, Proposition 4.1], [32, Proposition 5.1], and [33, Proposition 3.1]. The setting considered in these two last references (scalar equations in cylindrical domains) differs from the one considered here, however the semi-group arguments proving the result are unchanged.

Here are some elements of the proof. The operator

$$
\partial_{x x}: H_{c}^{2}\left(\mathbb{R}, \mathbb{R}^{d}\right) \rightarrow L_{c}^{2}\left(\mathbb{R}, \mathbb{R}^{d}\right)
$$

is a densely defined sectorial operator of $L_{c}^{2}\left(\mathbb{R}, \mathbb{R}^{d}\right)$ and since the values $u(x, t)$ taken by the solution are bounded (uniformly with respect to $x$ in $\mathbb{R}$ and $t$ in $[0,+\infty)$ ), the nonlinearity $w \mapsto \nabla V(w)$ can be considered as a globally Lipschitz map of $L_{c}^{2}\left(\mathbb{R}, \mathbb{R}^{d}\right)$ onto itself (up to changing the values of $\nabla V$ outside of a large ball of $\mathbb{R}^{d}$ containing all
the values taken by the solution). Thus, the last conclusion of Proposition 1.8 (semi-flow in $H_{c}^{1}\left(\mathbb{R}, \mathbb{R}^{d}\right) \cap H_{\mathrm{ul}}^{1}\left(\mathbb{R}, \mathbb{R}^{d}\right)$ and continuity with respect to the initial condition in this space) follows from [27, Proposition 7.1.9], and it follows from [27, Proposition 7.1.10] that, for every $\alpha$ in $(0,1)$, the solution $t \mapsto u(\cdot, t)$ belongs to the space

$$
\begin{equation*}
\mathcal{C}^{0}\left([0,+\infty), H_{c}^{1}\left(\mathbb{R}, \mathbb{R}^{d}\right)\right) \cap \mathcal{C}^{\alpha}\left((0,+\infty), H_{c}^{2}\left(\mathbb{R}, \mathbb{R}^{d}\right)\right) \cap \mathcal{C}^{1, \alpha}\left((0,+\infty), L_{c}^{2}\left(\mathbb{R}, \mathbb{R}^{d}\right)\right) \tag{2.6}
\end{equation*}
$$

in particular, its time derivative $t \mapsto u_{t}(\cdot, t)$ belongs to the space

$$
\mathcal{C}^{\alpha}\left((0,+\infty), L_{c}^{2}\left(\mathbb{R}, \mathbb{R}^{d}\right)\right)
$$

which means that $D_{c}$ is uniformly continuous on $(0,+\infty)$. It follows from the first among these two conclusions that the function $t \mapsto \mathcal{E}_{c}[v(\cdot, t)]$ is continuous on $[0,+\infty)$. Regarding its differentiability, a formal derivation under the integral sign yields:

$$
\frac{d}{d t} \mathcal{E}_{c}[v(\cdot, t)]=\int_{\mathbb{R}} e^{c \xi}\left(v_{\xi} \cdot v_{t \xi}+\nabla V(v) \cdot v_{t}\right) d \xi
$$

which provides the intended conclusion after integrating by parts the term $e^{c \xi} v_{\xi} \cdot v_{t \xi}$. However, this computation is not rigorously justified since the function $v_{t \xi}$ may not belong to $L_{c}^{2}\left(\mathbb{R}, \mathbb{R}^{d}\right)$, or even exist. A way to circumvent this issue is to work with the discrete time derivative of $v_{\xi}$. Notice that, due to local parabolic estimates and since $\nabla V$ is of class $\mathcal{C}^{1}$, the function $v$ is of class $\mathcal{C}^{1}$ in time and $\mathcal{C}^{2}$ in space on $\mathbb{R} \times(0,+\infty)$. As a consequence, for all positive quantities $h$ and $L$, introducing the functions $v^{h}$ and $v_{\xi}^{h}$ defined as
$v^{h}(\xi, t)=\frac{v(\xi, t+h / 2)-v(\xi, t-h / 2)}{h} \quad$ and $\quad v_{\xi}^{h}(\xi, t)=\frac{v_{\xi}(\xi, t+h / 2)-v_{\xi}(\xi, t-h / 2)}{h}$,
the following integration by parts holds:

$$
\begin{aligned}
\int_{-L}^{L} e^{c \xi} v_{\xi}^{h}(\xi, t) \cdot v_{\xi}(\xi, t) d \xi= & e^{c L} v^{h}(L, t) \cdot v_{\xi}(L, t)-e^{-c L} v^{h}(-L, t) \cdot v_{\xi}(-L, t) \\
& -\int_{-L}^{L} e^{c \xi} v^{h}(\xi, t) \cdot\left(v_{\xi \xi}(\xi, t)+c v_{\xi}(\xi, t)\right) d \xi
\end{aligned}
$$

It follows from the regularity of $v$ that

$$
\begin{aligned}
\int_{-L}^{L} e^{c \xi} v_{\xi}^{h}(\xi, t) \cdot v_{\xi}(\xi, t) d \xi= & e^{c L} v_{t}(L, t) \cdot v_{\xi}(L, t)-e^{-c L} v_{t}(-L, t) \cdot v_{\xi}(-L, t) \\
& -\int_{-L}^{L} e^{c \xi} v_{t}(\xi, t) \cdot\left(v_{\xi \xi}(\xi, t)+c v_{\xi}(\xi, t)\right) d \xi+O_{h \rightarrow 0}(h)
\end{aligned}
$$

For all positive quantities $T_{1}$ and $T_{2}$ satisfying the inequalities $h / 2<T_{1}<T_{2}$, integrating
this equality on the interval $\left[T_{1}, T_{2}\right]$ and applying Fubini's Theorem yields:

$$
\begin{aligned}
& \frac{1}{h} \int_{T_{2}-h / 2}^{T_{2}} \int_{-L}^{L} e^{c \xi} v_{\xi}(\xi, t+h / 2) \cdot v_{\xi}(\xi, t) d \xi d t \\
& -\frac{1}{h} \int_{T_{1}-h / 2}^{T_{1}} \int_{-L}^{L} e^{c \xi} v_{\xi}(\xi, t+h / 2) \cdot v_{\xi}(\xi, t) d \xi d t \\
& \quad=\int_{T_{1}}^{T_{2}}\left(e^{c L} v_{t}(L, t) \cdot v_{\xi}(L, t)-e^{-c L} v_{t}(-L, t) \cdot v_{\xi}(-L, t)\right) d t \\
& \quad \quad-\int_{-L}^{L} \int_{T_{1}}^{T_{2}} e^{c \xi} v_{t}(\xi, t) \cdot\left(v_{\xi \xi}(\xi, t)+c v_{\xi}(\xi, t)\right) d t d \xi+O_{h \rightarrow 0}(h)
\end{aligned}
$$

according to the continuity of $v_{\xi}$, passing to the limit as $h$ goes to 0 yields:

$$
\begin{aligned}
\frac{1}{2} \int_{-L}^{L} e^{c \xi} v_{\xi}^{2}\left(\xi, T_{2}\right) d \xi- & \frac{1}{2} \int_{-L}^{L} e^{c \xi} v_{\xi}^{2}\left(\xi, T_{1}\right) d \xi \\
= & \int_{T_{1}}^{T_{2}}\left(e^{c L} v_{t}(L, t) \cdot v_{\xi}(L, t)-e^{-c L} v_{t}(-L, t) \cdot v_{\xi}(-L, t)\right) d t \\
& -\int_{-L}^{L} \int_{T_{1}}^{T_{2}} e^{c \xi} v_{t}(\xi, t) \cdot\left(v_{\xi \xi}(\xi, t)+c v_{\xi}(\xi, t)\right) d t d \xi
\end{aligned}
$$

and, since $t \mapsto u(\cdot, t)$ belongs to the space (2.6), passing to the limit as $L$ goes to $+\infty$ along a suitable subsequence yields, after another application of Fubini's Theorem,

$$
\begin{align*}
\frac{1}{2} \int_{\mathbb{R}} e^{c \xi} v_{\xi}^{2}\left(\xi, T_{2}\right) d \xi & -\frac{1}{2} \int_{\mathbb{R}} e^{c \xi} v_{\xi}^{2}\left(\xi, T_{1}\right) d \xi \\
& =-\int_{T_{1}}^{T_{2}} \int_{\mathbb{R}} e^{c \xi} v_{t}(\xi, t) \cdot\left(v_{\xi \xi}(\xi, t)+c v_{\xi}(\xi, t)\right) d \xi d t \tag{2.7}
\end{align*}
$$

Another consequence of Fubini's Theorem is the identity

$$
(2.8) \int_{\mathbb{R}} e^{c \xi} V\left(v\left(\xi, T_{2}\right)\right) d \xi-\int_{\mathbb{R}} e^{c \xi} V\left(v\left(\xi, T_{1}\right)\right) d \xi=\int_{T_{1}}^{T_{2}} \int_{\mathbb{R}} e^{c \xi} \nabla V(v(\xi, t)) \cdot v_{t}(\xi, t) d \xi d t
$$

It follows from (2.7) and (2.8) that

$$
\mathcal{E}_{c}\left[v\left(\cdot, T_{2}\right)\right]-\mathcal{E}_{c}\left[v\left(\cdot, T_{1}\right)\right]=-\int_{T_{1}}^{T_{2}} D_{c}(t) d t
$$

which, by the Fundamental Theorem of Calculus, implies that $t \mapsto \mathcal{E}_{c}[v(\cdot, t)]$ is differentiable on $(0,+\infty)$ and that its derivative at every positive time $t$ is equal to $-D_{c}(t)$, which completes the proof.

### 2.5. Energy of a pushed front in a travelling frame

Let $\phi$ denote the profile of a pushed front travelling at some (positive) speed $c$ and invading $0_{\mathbb{R}^{d}}$. According to the notation (1.9) for the eigenvalues of the linearized differential
system (1.6) at $0_{\mathbb{R}^{d}}$ and to the Definition 1.4 of a pushed travelling front, there exists an integer $j$ in $\{1, \ldots, d\}$ such that, for $k$ in $\{0,1,2\}$ and if $D^{k} \phi$ denotes the $k$-th derivative of $\phi$,

$$
D^{k} \phi(\xi)=O\left(e^{\lambda_{c,-}\left(\mu_{j}\right) \xi}\right) \quad \text { as } \quad \xi \rightarrow+\infty
$$

According to the expression (1.7) of $\lambda_{c,-}(\mu)$ and to the Definition 1.4 of a pushed travelling front,

$$
2 \lambda_{c,-}\left(\mu_{j}\right)<-c
$$

The following result (see figure 2.1) was first established by Muratov [31, Proposition 3.10] in the setting of gradient parabolic systems in cylinders. For sake of completeness, a proof in the present setting is provided below.

Proposition 2.3 (energy of a pushed front in a travelling frame). For every speed $c^{\prime}$ in the interval $\left(0,2\left|\lambda_{c,-}\left(\mu_{j}\right)\right|\right)$, the following equality holds:

$$
\begin{equation*}
\mathcal{E}_{c^{\prime}}[\phi]=\left(1-\frac{c}{c^{\prime}}\right) \int_{\mathbb{R}} e^{c^{\prime} \xi} \phi^{\prime}(\xi)^{2} d \xi \tag{2.9}
\end{equation*}
$$

in particular, the energy of a pushed front in the frame travelling at its own speed vanishes:

$$
\begin{equation*}
\mathcal{E}_{C}[\phi]=0 . \tag{2.10}
\end{equation*}
$$



Figure 2.1: Graph of the function $c^{\prime} \mapsto \mathcal{E}_{c^{\prime}}[\phi]$ (Proposition 2.3). The function vanishes and changes sign at $c^{\prime}$ equals $c$. It diverges as $c^{\prime}$ goes to 0 due to the ratio $c / c^{\prime}$ in the expression (2.9), and it also diverges as $c^{\prime}$ goes to $2\left|\lambda_{c,-}\left(\mu_{j}\right)\right|$ due to the asymptotics of $\phi^{\prime}(\xi)$ as $\xi$ goes to $+\infty$.

Proof. Multiplying the differential system (1.4) governing the profile of $\phi$ by $e^{c^{\prime} \xi} \phi^{\prime}(\xi)$ and integrating over $\mathbb{R}$ leads to (omitting the argument $\xi$ of $\phi$ and its derivatives in the integrand):

$$
\int_{\mathbb{R}} e^{c^{\prime} \xi}\left(\phi^{\prime} \cdot \phi^{\prime \prime}+c\left(\phi^{\prime}\right)^{2}-\nabla V(\phi) \cdot \phi^{\prime}\right) d \xi=0
$$

or equivalently,

$$
\begin{aligned}
\left(c^{\prime}-c\right) \int_{\mathbb{R}} e^{c^{\prime} \xi}\left(\phi^{\prime}\right)^{2} d \xi & =\int_{\mathbb{R}} e^{c^{\prime} \xi}\left(\phi^{\prime} \cdot \phi^{\prime \prime}+c^{\prime}\left(\phi^{\prime}\right)^{2}-\nabla V(\phi) \cdot \phi^{\prime}\right) d \xi \\
& =\int_{\mathbb{R}} e^{c^{\prime} \xi}\left(-\frac{1}{2} c^{\prime}\left(\phi^{\prime}\right)^{2}+c^{\prime}\left(\phi^{\prime}\right)^{2}+c^{\prime} V(\phi)\right) d \xi \\
& =c^{\prime} \int_{\mathbb{R}} e^{c^{\prime} \xi}\left(\frac{1}{2}\left(\phi^{\prime}\right)^{2}+V(\phi)\right) d \xi
\end{aligned}
$$

which is the intended equality (2.9). Choosing $c^{\prime}$ equal to $c$ in this equality (2.9) yields the second equality (2.10).

### 2.6. Poincaré inequalities in weighted Sobolev spaces

As was already observed by Muratov [31], Poincaré inequalities in the weighted Sobolev spaces $H_{c}^{1}\left(\mathbb{R}, \mathbb{R}^{d}\right)$ are a key ingredient for exploiting the variational structure in travelling frames, in that they provide lower bounds on the energy $\mathcal{E}_{c}[\cdot]$. The following lemma is a variant of [31, Lemma 2.7], [13, inequalities (2.8) and (2.11)], and [12, Proposition 4.3]. It will be used in the proof of Lemma 2.5 in the next subsection, and furthermore all along the proof of Theorem 1.

Lemma 2.4 (Poincaré inequalities). For every positive quantity $c$ and every function $v$ in $H_{c}^{1}\left(\mathbb{R}, \mathbb{R}^{d}\right)$, the following conclusions hold.

1. The following limits hold: $\quad v(\xi)=o\left(e^{-\frac{1}{2} c \xi}\right)$ as $\xi \rightarrow \pm \infty$.
2. For every real quantity $\xi_{0}$, every real quantity $\xi_{1}$ greater than $\xi_{0}$, and every positive quantity $\lambda$, the following inequalities hold:

$$
\begin{align*}
\int_{\xi_{0}}^{\xi_{1}} e^{c \xi} v^{\prime}(\xi)^{2} d \xi & \geq \lambda e^{c \xi_{0}} v\left(\xi_{0}\right)^{2}-\lambda e^{c \xi_{1}} v\left(\xi_{1}\right)^{2}+\lambda(c-\lambda) \int_{\xi_{0}}^{\xi_{1}} e^{c \xi} v(\xi)^{2} d \xi  \tag{2.11}\\
\int_{\xi_{0}}^{+\infty} e^{c \xi} v^{\prime}(\xi)^{2} d \xi & \geq \lambda e^{c \xi_{0}} v\left(\xi_{0}\right)^{2}+\lambda(c-\lambda) \int_{\xi_{0}}^{+\infty} e^{c \xi} v(\xi)^{2} d \xi \\
\int_{\xi_{0}}^{+\infty} e^{c \xi} v^{\prime}(\xi)^{2} d \xi & \geq \frac{c}{2} e^{c \xi_{0}} v\left(\xi_{0}\right)^{2}+\frac{c^{2}}{4} \int_{\xi_{0}}^{+\infty} e^{c \xi} v(\xi)^{2} d \xi  \tag{2.13}\\
\int_{-\infty}^{+\infty} e^{c \xi} v^{\prime}(\xi)^{2} d \xi & \geq \frac{c^{2}}{4} \int_{-\infty}^{+\infty} e^{c \xi} v(\xi)^{2} d \xi \tag{2.14}
\end{align*}
$$

In addition, if $v$ is not identically equal to $0_{\mathbb{R}^{d}}$ on $\mathbb{R}$ then inequality (2.14) is actually strict, and so is inequality (2.13) if $v$ is not identically equal to $0_{\mathbb{R}^{d}}$ on $\left[\xi_{0},+\infty\right)$.

Remark. Inequality (2.12) is the limit of inequality (2.11) as $\xi_{1}$ goes to $+\infty$, and inequality (2.13) is nothing but inequality (2.12) for $\lambda$ equal to $c / 2$. This choice of $\lambda$ is optimal to maximize the term involving the integral of $v(\xi)^{2}$ to the right-hand side of these inequalities; in particular, it is the best possible choice if the integration domain is the whole real line (inequality (2.14)). In inequality (2.12), choosing a quantity $\lambda$ which is
larger than $c / 2$ (say between $c / 2$ and $c$ ) increases the size of the term involving $v\left(\xi_{0}\right)^{2}$ at the expense of the integral (see statement 1 of Lemma 2.5) - and choosing $\lambda$ smaller than $c / 2$ does not make sense. In inequality (2.11) by contrast, choosing $\lambda$ smaller than $c / 2$ can make sense since this decreases the size of the negative term on the right-hand side (see the proof of Lemma 3.6).

Proof. For every quantity $\xi_{1}$ greater than $\xi_{0}$,

$$
e^{c \xi_{1}} v\left(\xi_{1}\right)^{2}-e^{c \xi_{0}} v\left(\xi_{0}\right)^{2}=\int_{\xi_{0}}^{\xi_{1}} e^{c \xi}\left(c v(\xi)^{2}+2 v(\xi) \cdot v^{\prime}(\xi)\right) d \xi
$$

Since $v$ is in $H_{c}^{1}\left(\mathbb{R}, \mathbb{R}^{d}\right)$, the right-hand side of this inequality converges to a finite limit as $\xi_{1}$ goes to $+\infty$; thus the same is true for the quantity $e^{c \xi_{1}} v\left(\xi_{1}\right)^{2}$, and since the function $\xi \mapsto e^{c \xi} v(\xi)^{2}$ is in $L^{1}\left(\mathbb{R}, \mathbb{R}^{d}\right)$, this limit is necessarily 0 . The same argument shows that the quantity $e^{c \xi_{0}} v\left(\xi_{0}\right)^{2}$ must also go to 0 as $\xi_{0}$ goes to $-\infty$. This proves conclusion 1 .

For every positive quantity $\lambda$, using the polar identity

$$
2 v(\xi) \cdot v^{\prime}(\xi)=-\lambda^{-1} v^{\prime}(\xi)^{2}-\lambda v(\xi)^{2}+\left(\lambda^{-1 / 2} v^{\prime}(\xi)+\lambda^{1 / 2} v(\xi)\right)^{2}
$$

and multiplying the previous equality by $\lambda$, it follows that

$$
\begin{align*}
\int_{\xi_{0}}^{\xi_{1}} e^{c \xi} v^{\prime}(\xi)^{2} d \xi= & \lambda e^{c \xi_{0}} v\left(\xi_{0}\right)^{2}-\lambda e^{c \xi_{1}} v\left(\xi_{1}\right)^{2}+\lambda(c-\lambda) \int_{\xi_{0}}^{\xi_{1}} e^{c \xi} v(\xi)^{2} d \xi  \tag{2.15}\\
& +\lambda \int_{\xi_{0}}^{\xi_{1}} e^{c \xi}\left(\lambda^{-1 / 2} v^{\prime}(\xi)+\lambda^{1 / 2} v(\xi)\right)^{2} d \xi
\end{align*}
$$

and dropping the last (nonnegative) integral gives inequality (2.11). According to conclusion 1, passing to the limit as $\xi_{1}$ goes to $+\infty$ in equality (2.15) gives

$$
\begin{aligned}
\int_{\xi_{0}}^{+\infty} e^{c \xi} v^{\prime}(\xi)^{2} d \xi= & \lambda e^{c \xi_{0}} v\left(\xi_{0}\right)^{2}+\lambda(c-\lambda) \int_{\xi_{0}}^{+\infty} e^{c \xi} v(\xi)^{2} d \xi \\
& +\lambda \int_{\xi_{0}}^{+\infty} e^{c \xi}\left(\lambda^{-1 / 2} v^{\prime}(\xi)+\lambda^{1 / 2} v(\xi)\right)^{2} d \xi
\end{aligned}
$$

and dropping the last (nonnegative) integral gives inequality (2.12) and inequality (2.13) for $\lambda$ equal to $c / 2$, and finally inequality (2.14) by passing to the limit as $\xi_{0}$ goes to $+\infty$.

To prove the "strict" version of inequalities (2.13) and (2.14), observe that, if the quantity

$$
\begin{equation*}
\int_{\xi_{0}}^{+\infty} e^{c \xi}\left(\lambda^{-1 / 2} v^{\prime}(\xi)+\lambda^{1 / 2} v(\xi)\right)^{2} d \xi \tag{2.16}
\end{equation*}
$$

vanishes, then there must exists some vector $w$ of $\mathbb{R}^{d}$ such that, for every $\xi$ in $\left[\xi_{0},+\infty\right)$,

$$
v(\xi)=e^{-\lambda \xi} w
$$

and if in addition $\lambda$ is equal to $c / 2$, then according to conclusion 1 this vector $w$ must be equal to $0_{\mathbb{R}^{d}}$. In other words, if $v$ is not identically equal to $0_{\mathbb{R}^{d}}$ on $\left[\xi_{0},+\infty\right)$ then the integral (2.16) is positive, and the same is true for the same integral over $\mathbb{R}$ if $v$ is not identically equal to $0_{\mathbb{R}^{d}}$ on $\mathbb{R}$.

Remark. As can be seen on equality (2.15), the fact that the quantity $e^{c \xi_{1}} v\left(\xi_{1}\right)^{2}$ goes to 0 as $\xi_{1}$ goes to $+\infty$ is crucial to obtain a meaningful lower bounds on the integrals of $e^{c \xi} v^{\prime}(\xi)^{2}$ at the left-hand side of inequalities (2.12) to (2.14).

### 2.7. Lower bound on energy in a travelling frame

Let us consider a positive quantity $c_{0}$ and a negative quantity $\mu_{0}$ such that

$$
\begin{array}{rll}
\quad \mu_{0}=-\frac{c_{0}^{2}}{4}, & \text { or equivalently } & c_{0}=2 \sqrt{-\mu_{0}},  \tag{2.17}\\
\text { and } \quad \mu_{0} \leq \mu_{1}, & \text { or equivalently } & c_{1-\max } \leq c_{0},
\end{array}
$$

see figure 1.2. Let us consider a quantity $c$ in $\left[c_{0},+\infty\right)$ and a function $v$ in $H_{c}^{1}\left(\mathbb{R}, \mathbb{R}^{d}\right)$, and, in accordance with the notation $\lambda_{c, \pm}(\cdot)$ introduced in (1.7), let us consider the quantities

$$
\begin{equation*}
\lambda_{c, \pm}\left(\mu_{0}\right)=-\frac{c}{2} \pm \sqrt{\frac{c^{2}}{4}+\mu_{0}}, \tag{2.18}
\end{equation*}
$$

see figure 1.1. The next lemma will rely on the assumption that the inequality

$$
\begin{equation*}
V(v(\xi)) \geq \frac{1}{2} \mu_{0} v(\xi)^{2} \tag{2.19}
\end{equation*}
$$

holds for $\xi$ in $\mathbb{R}$ or for $\xi$ in some interval $[\bar{\xi},+\infty)$ of $\mathbb{R}$ (see figure B.1). Conclusion 1 of this lemma is similar to [31, Lemma 3.6] and conclusion 2 is similar to [13, inequality (2.9)], [12, inequality (4.18)], and [28, inequalities (2.8) and (6.15)].

Lemma 2.5 (lower bound on energy in a travelling frame). The following two statements hold.

1. If $v$ is not identically equal to $0_{\mathbb{R}^{d}}$ and inequality (2.19) holds for every $\xi$ in $\mathbb{R}$, then

$$
\begin{equation*}
\mathcal{E}_{c}[v]>0 . \tag{2.20}
\end{equation*}
$$

2. If there exists $\bar{\xi}$ in $\mathbb{R}$ such that inequality (2.19) holds for every $\xi$ in $[\bar{\xi},+\infty)$, then

$$
\begin{equation*}
\mathcal{E}_{c}[v] \geq e^{c \bar{\xi}}\left(-\frac{\left|V_{\min }\right|}{c}+\frac{1}{2}\left|\lambda_{c,-}\left(\mu_{0}\right)\right| v(\bar{\xi})^{2}\right), \tag{2.21}
\end{equation*}
$$

and if in addition $c$ is greater than $c_{0}$, then there exists a positive quantity $\alpha$, depending on $c$ and $c_{0}$ (only) such that

$$
\begin{equation*}
\mathcal{E}_{c}[v] \geq-e^{c \bar{\xi} \xi} \frac{\left|V_{\min }\right|}{c}+\alpha \int_{\bar{\xi}}^{+\infty} e^{\alpha \xi}\left(v^{\prime}(\xi)^{2}+v(\xi)^{2}\right) d \xi \tag{2.22}
\end{equation*}
$$

Proof. It follows from the expression (1.22) of $\mathcal{E}_{c}[v]$ that

$$
\begin{aligned}
\mathcal{E}_{c}[v] & =\int_{\mathbb{R}} e^{c \xi}\left(\frac{1}{2} v^{\prime}(\xi)^{2}+V(v(\xi))\right) d \xi \\
& =\int_{\mathbb{R}} e^{c \xi}\left(\frac{1}{2}\left(v^{\prime}(\xi)^{2}-\frac{c^{2}}{4} v(\xi)^{2}\right)+\frac{c^{2}-c_{0}^{2}}{8} v(\xi)^{2}+\left(V(v(\xi))-\frac{\mu_{0}}{2} v(\xi)^{2}\right)\right) d \xi
\end{aligned}
$$

so that, since $c$ is greater than or equal to $c_{0}$, if inequality (2.19) holds for every $\xi$ in $\mathbb{R}$, then

$$
\mathcal{E}_{c}[v] \geq \frac{1}{2} \int_{\mathbb{R}} e^{c \xi}\left(v^{\prime}(\xi)^{2}-\frac{c^{2}}{4} v(\xi)^{2}\right) d \xi
$$

and if in addition $v \not \equiv 0_{\mathbb{R}^{d}}$, inequality (2.20) follows from inequality (2.14) of Lemma 2.4. Statement 1 is proved.

Now, let us assume that there exists $\bar{\xi}$ in $\mathbb{R}$ such that inequality (2.19) holds for every $\xi$ in $[\bar{\xi},+\infty)$. It again follows from the expression (1.22) of $\mathcal{E}_{c}[v]$ that

$$
\begin{align*}
\mathcal{E}_{c}[v] & =\int_{-\infty}^{\bar{\xi}} e^{c \xi}\left(\frac{1}{2} v^{\prime}(\xi)^{2}+V(v(\xi))\right) d \xi+\int_{\bar{\xi}}^{+\infty} e^{c \xi}\left(\frac{1}{2} v^{\prime}(\xi)^{2}+V(v(\xi))\right) d \xi \\
& \geq \int_{-\infty}^{\bar{\xi}} e^{c \xi} V_{\min } d \xi+\frac{1}{2} \int_{\bar{\xi}}^{+\infty} e^{c \xi}\left(v^{\prime}(\xi)^{2}+\mu_{0} v(\xi)^{2}\right) d \xi \\
& =-e^{c \bar{\xi} \xi} \frac{\left|V_{\min }\right|}{c}+\frac{1}{2} \int_{\bar{\xi}}^{+\infty} e^{c \xi}\left(v^{\prime}(\xi)^{2}+\mu_{0} v(\xi)^{2}\right) d \xi . \tag{2.23}
\end{align*}
$$

Thus, if we consider a quantity $\lambda$ satisfying

$$
\lambda(c-\lambda)=-\mu_{0} \Longleftrightarrow \lambda^{2}-c \lambda-\mu_{0}=0 \Longleftrightarrow \lambda=\frac{c}{2} \pm \sqrt{\frac{c^{2}}{4}+\mu_{0}}=\left|\lambda_{c, \pm}\left(\mu_{0}\right)\right|
$$

then it follows from the lower bound (2.23) on $\mathcal{E}_{c}[v]$ and from inequality (2.12) of Lemma 2.4 that

$$
\mathcal{E}_{c}[v] \geq-e^{c \bar{\xi}} \frac{\left|V_{\min }\right|}{c}+\frac{1}{2} \lambda e^{c \bar{\xi}} v(\bar{\xi})^{2}
$$

so that, if $\lambda$ is chosen equal to $\left|\lambda_{c,-}\left(\mu_{0}\right)\right|$ (which provides a better lower bound than if it is chosen equal to $\left|\lambda_{c,+}\left(\mu_{0}\right)\right|$ ), then inequality (2.21) follows. Inequality (2.21) of statement 2 is proved.

Let $\alpha$ denote a positive quantity to be chosen below, and let us introduce the quantity $Q$ defined as

$$
Q=\mathcal{E}_{c}[v]+e^{c \bar{\xi}} \frac{\left|V_{\min }\right|}{c}-\alpha \int_{\bar{\xi}}^{+\infty} e^{c \xi}\left(v^{\prime}(\xi)^{2}+v(\xi)^{2}\right) d \xi
$$

proving the second inequality (2.22) of statement 2 amounts to prove that $Q$ is nonnegative. It follows from the lower bound (2.23) on $\mathcal{E}_{c}[v]$ that

$$
\left.Q \geq \int_{\bar{\xi}}^{+\infty} e^{c \xi}\left(\left(\frac{1}{2}-\alpha\right) v^{\prime}(\xi)^{2}\right)-\left(\frac{c_{0}^{2}}{8}+\alpha\right) v(\xi)^{2}\right) d \xi
$$

Thus, if $\alpha$ is smaller than or equal to $1 / 2$, it follows from inequality (2.13) of Lemma 2.4 that

$$
\begin{aligned}
Q & \geq\left(\left(\frac{1}{2}-\alpha\right) \frac{c^{2}}{4}-\left(\frac{c_{0}^{2}}{4}+\alpha\right)\right) \int_{\bar{\xi}}^{+\infty} e^{c \xi} v(\xi)^{2} d \xi \\
& =\frac{1}{8}\left(c^{2}-c_{0}^{2}-\alpha\left(8+2 c^{2}\right)\right) \int_{\bar{\xi}}^{+\infty} e^{c \xi} v(\xi)^{2} d \xi
\end{aligned}
$$

so that, if $\alpha$ is chosen as

$$
\alpha=\min \left(\frac{c^{2}-c_{0}^{2}}{8+2 c^{2}}, \frac{1}{2}\right)
$$

then $\alpha$ is positive and the quantity $Q$ is nonnegative. This proves inequality (2.22), and therefore completes the proof of statement 2 .

Remark. In the proof of statement 2, using Poincaré inequality (2.13) (that is, choosing $\lambda$ equal to $c / 2$ instead of $\left|\lambda_{c,-}\left(\mu_{0}\right)\right|$ ) would have led to the (slightly weaker) inequality

$$
\mathcal{E}_{c}[v] \geq e^{c \bar{\xi}}\left(-\frac{\left|V_{\min }\right|}{c}+\frac{c}{4} v(\bar{\xi})^{2}\right)
$$

which would actually have fulfilled the same needs as the stronger inequality (2.21), in the remaining of the paper.

### 2.8. Basic properties of the variational structure

### 2.8.1. Basic properties of the sets $\mathcal{C}_{-\infty}$ and $\mathcal{C}_{0}$

Let us recall the notation $\mathcal{C}_{-\infty}$ and $\mathcal{C}_{0}$ introduced in sub-subsection 1.6.1.
Proposition 2.6 (basic properties of the sets $\mathcal{C}_{-\infty}$ and $\mathcal{C}_{0}$ ). The following conclusions hold.

1. The set $\mathcal{C}_{0}$ contains the interval $\left[c_{\text {quad-hull }},+\infty\right)$; in addition, if $c$ is the speed of $a$ pushed travelling front invading $0_{\mathbb{R}^{d}}$, then

$$
\begin{equation*}
c<c_{\text {quad-hull }} \tag{2.24}
\end{equation*}
$$

2. The set $\mathcal{C}_{-\infty}$ contains the interval $\left(0, c_{1-\max }\right)$.
3. The set $\mathcal{C}_{-\infty}$ is open; equivalently, the set $\mathcal{C}_{0}$ is closed.

Remark. Conclusion 1 is close to [31, Lemma 3.6 and Theorem 3.7]; the quantities $\mu_{\text {quad-hull }}$ and $c_{\text {quad-hull }}$ are denoted by $\mu_{-}$and $c_{\text {max }}$ in this reference, see [31, notation (2.17) and notation (3.10)].

Proof. Let us us consider a speed $c$ in the interval $\left[c_{\text {quad-hull }},+\infty\right)$ and a function $v$ in $H_{c}^{1}\left(\mathbb{R}, \mathbb{R}^{d}\right)$ which is not identically equal to $0_{\mathbb{R}^{d}}$. According to the last inequality of (1.26), the assumptions of statement 1 of Lemma 2.5 hold when the parameter $\mu_{0}$ involved in this lemma is replaced with $\mu_{\text {quad-hull }}$. According to this statement, the quantity $\mathcal{E}_{c}[v]$ must be positive. This shows that the interval $\left[c_{\text {quad-hull }},+\infty\right)$ is included in the set $\mathcal{C}_{0}$. In addition, since the energy of a pushed travelling front in the frame travelling at its own speed vanishes (equality (2.10) of Proposition 2.3), the quantity $c$ cannot be the speed of a pushed travelling front invading $0_{\mathbb{R}^{d}}$. Conclusion 1 is proved.

Let us prove conclusion 2. If the maximal linear invasion speed $c_{1 \text {-max }}$ is zero (that is, if the least eigenvalue $\mu_{1}$ of $D^{2} V\left(0_{\mathbb{R}^{d}}\right)$ is nonnegative) there is nothing to prove. Let us assume that $c_{1-\text { max }}$ is positive, or equivalently that $\mu_{1}$ is negative, and let $c$ denote a quantity (speed) in the interval ( $0, c_{1-\max }$ ). Let $u_{1}$ denote a normalized eigenvector of $D^{2} V\left(0_{\mathbb{R}^{d}}\right)$ for the eigenvalue $\mu_{1}$ and let $\chi: \mathbb{R} \rightarrow \mathbb{R}$ denote a smooth cutoff function satisfying

$$
\chi(x)=\left\{\begin{array}{lll}
1 & \text { if } & x \leq 0,  \tag{2.25}\\
0 & \text { if } & 1 \leq x,
\end{array} \quad \text { and, for all } x \text { in } \mathbb{R}, \quad 0 \leq \chi(x) \leq 1 .\right.
$$

Let $\varepsilon$ denote a positive quantity, small enough so that

$$
c+\varepsilon<c_{1-\max }
$$

and let us consider the function $w: \mathbb{R} \rightarrow \mathbb{R}^{d}$, defined as:

$$
w(\xi)=\chi(1-\xi) e^{-\frac{c+\varepsilon}{2} \xi} u_{1},
$$

and which belongs to $H_{c}^{1}\left(\mathbb{R}, \mathbb{R}^{d}\right)$. It follows from this expression that, for all $\xi$ in $[1,+\infty)$,

$$
\frac{1}{2} w^{\prime}(\xi)^{2}=\frac{1}{8}(c+\varepsilon)^{2} e^{-(c+\varepsilon) \xi},
$$

and that

$$
V(w(\xi)) \sim \frac{1}{2} \mu_{1} e^{-(c+\varepsilon) \xi}=-\frac{1}{8} c_{1-\max }^{2} e^{-(c+\varepsilon) \xi} \quad \text { as } \quad \xi \rightarrow+\infty,
$$

so that

$$
e^{c \xi}\left(\frac{1}{2} w^{\prime}(\xi)^{2}+V(w(\xi))\right) \sim-\frac{1}{8}\left(c_{1-\max }^{2}-(c+\varepsilon)^{2}\right) e^{-\varepsilon \xi} \quad \text { as } \quad \xi \rightarrow+\infty .
$$

It follows that

$$
\mathcal{E}_{c}[w] \rightarrow-\infty \quad \text { as } \quad \varepsilon \rightarrow 0, \quad \varepsilon>0 .
$$

This shows that $c$ belongs to $\mathcal{C}_{-\infty}$, and therefore proves conclusion 2 .
To prove conclusion 3 , let us consider a quantity $c$ in the set $\mathcal{C}_{-\infty}$ (this quantity $c$ is therefore positive). According to the definition (1.25) of $\mathcal{C}_{-\infty}$, there exists a function $w$ in $H_{c}^{1}\left(\mathbb{R}, \mathbb{R}^{d}\right)$ such that the energy $\mathcal{E}_{c}[w]$ is negative. Let us consider again the smooth cutoff function $\chi$ satisfying the conditions (2.25). Let $x_{\text {large }}$ denote a (large) positive quantity to be chosen below and let us consider the function $\tilde{w}$ defined as

$$
\begin{equation*}
\tilde{w}(x)=\chi\left(x-x_{\text {large }}\right) w(x) . \tag{2.26}
\end{equation*}
$$

Since $w$ is in $H_{c}^{1}\left(\mathbb{R}, \mathbb{R}^{d}\right)$, the quantity $\mathcal{E}_{c}[\tilde{w}]$ goes to $\mathcal{E}_{c}[w]$ as $x_{\text {large }}$ goes to $+\infty$; thus, if $x_{\text {large }}$ is large enough positive, the quantity $\mathcal{E}_{c}[\tilde{w}]$ is (also) negative; it follows that, for $c^{\prime}$ close enough to $c$, the quantity $\mathcal{E}_{c^{\prime}}[\tilde{w}]$ is again negative, which shows that $c^{\prime}$ belongs to $\mathcal{C}_{-\infty}$ and yields the intended conclusion.

### 2.8.2. A sufficient condition for invasion to occur

It follows from conclusion 2 of Proposition 2.6 above that, if the maximal nonlinear invasion speed $c_{1 \text {-max }}$ is positive (that is, if the least eigenvalue $\mu_{1}$ of $D^{2} V\left(0_{\mathbb{R}^{d}}\right)$ is negative), then the set $\mathcal{C}_{-\infty}$ (which according to conclusion 2 of Proposition 2.6 contains the interval $\left.\left(0, c_{1-\max }\right)\right)$ is nonempty. The next proposition (which extends [39, Lemma 7]) sets the ground for the upcoming Corollary 2.8 which states that the the set $\mathcal{C}_{-\infty}$ is actually always nonempty.

Proposition 2.7 (a sufficient condition for invasion). For every positive quantity $c_{\text {decay }}$ and every $w$ in $H_{c_{\text {decay }}}^{1}\left(\mathbb{R}, \mathbb{R}^{d}\right)$, if

$$
\begin{equation*}
\limsup _{L \rightarrow+\infty} \int_{-L}^{+\infty}\left(\frac{1}{2} w^{\prime}(x)^{2}+V(w(x))\right) d x<0 \tag{2.27}
\end{equation*}
$$

then, for every sufficiently small speed $c$ (in the interval $\left(0, c_{\text {decay }}\right]$ ), the energy $\mathcal{E}_{c}[w]$ is negative.

Proof. Let $c_{\text {decay }}$ denote a positive quantity and $w$ denote a function in $H_{c_{\text {decay }}}^{1}\left(\mathbb{R}, \mathbb{R}^{d}\right)$. Let us consider the function $\mathfrak{e}: \mathbb{R} \rightarrow \mathbb{R}$ defined as

$$
\mathfrak{e}(x)=\frac{1}{2} w^{\prime}(x)^{2}+V(w(x))
$$

and let us assume that assumption (2.27) above holds, that is

$$
\limsup _{x \rightarrow-\infty} \int_{x}^{+\infty} \mathfrak{e}(y) d y<0
$$

It follows from this assumption that there exists a (small) positive quantity $\varepsilon$ and a (large) negative quantity $x_{\text {left }}$ such that

$$
\begin{equation*}
x \leq x_{\mathrm{left}} \Longrightarrow \int_{x}^{+\infty} \mathfrak{e}(y) d y \leq-\varepsilon \tag{2.28}
\end{equation*}
$$

see figure 2.2. Since $w$ belongs to $H_{c_{\text {decay }}}^{1}\left(\mathbb{R}, \mathbb{R}^{d}\right)$, there exists a (large, positive) quantity


Figure 2.2: Illustration of the proof of Proposition 2.7.
$x_{\text {right }}$ such that the following conclusions hold:

$$
\begin{equation*}
x \geq x_{\text {right }} \Longrightarrow V(w(x)) \geq 0, \quad \text { and thus } \quad \mathfrak{e}(x) \geq 0 \tag{2.29}
\end{equation*}
$$

$$
\begin{equation*}
\text { and } \quad \int_{x_{\text {right }}}^{+\infty} e^{c_{\text {decay }} x} \mathfrak{e}(x) d x \leq \frac{\varepsilon}{2} \tag{2.30}
\end{equation*}
$$

see again figure 2.2. Let $c$ denote a quantity in $\left(0, c_{\text {decay }}\right]$. It follows from the implication (2.29) that inequality (2.30) still holds if $c_{\text {decay }}$ is replaced with $c$, and it follows that

$$
\begin{equation*}
\mathcal{E}_{c}[w] \leq \mathcal{E}_{c}^{\text {trunc }}[w]+\frac{\varepsilon}{2}, \quad \text { where } \quad \mathcal{E}_{c}^{\text {trunc }}[w]=\int_{-\infty}^{x_{\mathrm{right}}} e^{c x} \mathfrak{e}(x) d x \tag{2.31}
\end{equation*}
$$

Let us consider the function $F: \mathbb{R} \rightarrow \mathbb{R}$ defined as:

$$
F(x)=\int_{x}^{x_{\text {right }}} \mathfrak{e}(y) d y, \quad \text { so that } \quad F\left(x_{\text {right }}\right)=0 \quad \text { and } \quad F^{\prime}(x)=-\mathfrak{e}(x)
$$

Integrating by parts the expression of $\mathcal{E}_{c}^{\text {trunc }}[w]$ yields:

$$
\begin{aligned}
\mathcal{E}_{c}^{\mathrm{trunc}}[w] & =\left[-e^{c x} F(x)\right]_{-\infty}^{x_{\mathrm{right}}}+\int_{-\infty}^{x_{\mathrm{right}}} c e^{c x} F(x) d x \\
& =\int_{-\infty}^{x_{\mathrm{right}}} c e^{c x} F(x) d x \\
& =\int_{-\infty}^{x_{\mathrm{left}}} c e^{c x} F(x) d x+\int_{x_{\mathrm{left}}}^{x_{\mathrm{right}}} c e^{c x} F(x) d x
\end{aligned}
$$

Since $\mathfrak{e}(x)$ is nonnegative for $x$ not smaller than $x_{\text {right }}$, it follows from inequality (2.28) that

$$
x \leq x_{\text {left }} \Longrightarrow F(x) \leq-\varepsilon
$$

Thus it follows from the expression of $\mathcal{E}_{c}^{\text {trunc }}[w]$ above that

$$
\mathcal{E}_{c}^{\text {trunc }}[w] \leq-\varepsilon e^{c x_{\text {left }}}+\left(e^{c x_{\mathrm{right}}}-e^{c x_{\text {left }}}\right) \max _{x \in\left[x_{\text {left }}, x_{\mathrm{right}}\right]} F(x)
$$

As a consequence, if the positive quantity $c$ is small enough, the following inequality holds:

$$
\mathcal{E}_{c}^{\text {trunc }}[w]<-\frac{\varepsilon}{2},
$$

and the intended conclusion follows from inequality (2.31). Proposition 2.7 is proved.
Corollary 2.8 (non-emptiness of the set $\mathcal{C}_{-\infty}$ ). There exists a positive quantity $\varepsilon$ such that

$$
\begin{equation*}
(0, \varepsilon) \subset \mathcal{C}_{-\infty} \tag{2.32}
\end{equation*}
$$

Proof. Let $u_{-}$denote a point of $\mathbb{R}^{d}$ such that $V\left(u_{-}\right)$is negative (the existence of such a point $u_{-}$follows from the negativity of $V_{\min }$ stated in $\left.\left(\mathrm{H}_{\text {crit,e }}\right)\right)$. Let us consider the cutoff function $\chi$ introduced in (2.25), and let us consider the function $w$ defined as

$$
w(x)=\chi(x) u_{-}
$$

This function $w$ fulfils the assumptions of Proposition 2.7 so that, according to its conclusion, the intended conclusion (2.32) follows.

### 2.8.3. Lower semi-continuity of the variational invasion speed

Proof of Proposition 1.11. Let $c$ denote a quantity (speed) in $\left(c_{\mathrm{nl}-\mathrm{max}},+\infty\right)$, let $w$ denote a function in the space $H_{\mathrm{ul}}^{1}\left(\mathbb{R}, \mathbb{R}^{d}\right) \cap H_{c}^{1}\left(\mathbb{R}, \mathbb{R}^{d}\right)$ (recall that the critical point $e$ is assumed to be equal to $0_{\mathbb{R}^{d}}$ in this section), and let $u$ denote the solution of the parabolic system (1.1) for the initial condition $w$ at time 0 . According to the definition of the variational speed Definition $1.10, c_{\mathrm{var}}[w]$ is equal to $c_{\mathrm{var}}[u]$, and, for every positive quantity $\varepsilon$, there exists a nonnegative time $t_{0}$ such that

$$
\mathcal{E}_{c_{\operatorname{var}}[w]-\varepsilon}\left[u\left(\cdot, t_{0}\right)\right]<0 .
$$

According to the continuity of the semi-flow of system (1.1) (restricted to $H_{\mathrm{ul}}^{1}\left(\mathbb{R}, \mathbb{R}^{d}\right) \cap$ $H_{c}^{1}\left(\mathbb{R}, \mathbb{R}^{d}\right)$ ) with respect to initial conditions (last assertion of Proposition 1.8), for every function $\tilde{w}$ in $H_{\mathrm{ul}}^{1}\left(\mathbb{R}, \mathbb{R}^{d}\right) \cap H_{c}^{1}\left(\mathbb{R}, \mathbb{R}^{d}\right)$ close enough to $w$ for the $H_{\mathrm{ul}}^{1}\left(\mathbb{R}, \mathbb{R}^{d}\right)$-norm and the $H_{c}^{1}\left(\mathbb{R}, \mathbb{R}^{d}\right)$-norm, if $\tilde{u}$ denotes the solution of system (1.1) for the initial condition $\tilde{w}$ at time 0 , then

$$
\mathcal{E}_{c_{\operatorname{var}}[w]-\varepsilon}\left[\tilde{u}\left(\cdot, t_{0}\right)\right]<0 ;
$$

it follows that

$$
c_{\mathrm{var}}[\tilde{w}]>c_{\mathrm{var}}[w]-\varepsilon
$$

which is the intended conclusion.

### 2.9. Expression of the dissipation in a travelling frame

The expression of the dissipation in (1.23) and (1.24) leads us to consider, for $v$ in the weighted Sobolev space $H_{c}^{2}\left(\mathbb{R}, \mathbb{R}^{d}\right)$ (defined in $(2.5)$ ), the dissipation functional $\mathcal{D}_{c}[v]$ defined as

$$
\mathcal{D}_{c}[v]=\int_{\mathbb{R}} e^{c \xi}\left(-\nabla V(v)+c v^{\prime}+v^{\prime \prime}\right)^{2} d \xi
$$

According to this expression (omitting the argument $\xi$ of $v$ in the integrand),

$$
\begin{aligned}
\mathcal{D}_{c}[v] & =\int_{\mathbb{R}} e^{c \xi}\left(\left(\nabla V(v)^{2}+\left(c v^{\prime}+v^{\prime \prime}\right) \cdot\left(-2 \nabla V(v)+c v^{\prime}+v^{\prime \prime}\right)\right) d \xi\right. \\
& =\int_{\mathbb{R}} e^{c \xi}\left(\nabla V(v)^{2}+\left(c v^{\prime}+v^{\prime \prime}\right) \cdot\left(-2 \nabla V(v)+c v^{\prime}\right)+c v^{\prime} \cdot v^{\prime \prime}+\left(v^{\prime \prime}\right)^{2}\right) d \xi
\end{aligned}
$$

and according to the equality,

$$
\left(e^{c \xi} v^{\prime}\right)^{\prime}=e^{c \xi}\left(c v^{\prime}+v^{\prime \prime}\right)
$$

it follows from an integration by parts of the middle term of the integrand that

$$
\begin{align*}
\mathcal{D}_{c}[v] & =\int_{\mathbb{R}} e^{c \xi}\left(\nabla V(v)^{2}+2 D^{2} V(v) \cdot v^{\prime} \cdot v^{\prime}-c v^{\prime} \cdot v^{\prime \prime}+c v^{\prime} \cdot v^{\prime \prime}+\left(v^{\prime \prime}\right)^{2}\right) d \xi \\
& =\int_{\mathbb{R}} e^{c \xi}\left(\nabla V(v)^{2}+2 D^{2} V(v) \cdot v^{\prime} \cdot v^{\prime}+\left(v^{\prime \prime}\right)^{2}\right) d \xi \tag{2.33}
\end{align*}
$$

see [13, p. 912] for an identical expression in the scalar case. This expression will not be used as such, but it will justify the introduction, in subsection 3.6, of another function $F_{c}(t)$ with the purpose of controlling the amount of energy to the right of the invasion point, in a frame travelling at a speed close to the invasion speed.

## 3. Proof of the main results

### 3.1. Set-up

The proof closely follows the arguments of $[12,13,28]$. Let us consider:

- a potential function $V$ in $\mathcal{C}^{2}\left(\mathbb{R}^{d}, \mathbb{R}\right)$ and a critical point $e$ of $V$ satisfying assumptions $\left(\mathrm{H}_{\text {coerc }}\right)$ and $\left(\mathrm{H}_{\text {crit }, e}\right)$;
- a solution $(x, t) \mapsto u(x, t)$ of the parabolic system (1.1) satisfying the condition (1.32) of Theorem 1, that is:

$$
c_{1-\max }<c_{\mathrm{var}}[u]<c_{\text {decay }}[u] .
$$

Let $c_{0}$ and $c_{\text {decay }}$ denote two quantities (speeds) satisfying:

$$
\begin{equation*}
c_{1-\max }<c_{0}<c_{\mathrm{var}}[u]<c_{\text {decay }}<c_{\text {decay }}[u] \tag{3.1}
\end{equation*}
$$

According to the definition (1.30) of $c_{\mathrm{var}}[u]$ and $c_{\text {decay }}[u]$ (Definition 1.10), it may be assumed that, up to changing the origin of times,

$$
\begin{equation*}
\mathcal{E}_{c_{0}}[u(\cdot, 0)]<0 \quad \text { and } \quad u(\cdot, 0) \in H_{c_{\text {decay }}}^{1}\left(\mathbb{R}, \mathbb{R}^{d}\right) \tag{3.2}
\end{equation*}
$$

Let us consider the (negative) quantity $\mu_{0}$ defined as

$$
\mu_{0}=-\frac{c_{0}^{2}}{4}
$$

It follows from inequalities $(1.29),(1.31)$ and $(3.1)$ that $c_{0}$ is less than $c_{\text {quad-hull }}$; thus,

$$
\begin{equation*}
c_{1-\max }<c_{0}<c_{\text {quad-hull }}, \quad \text { or equivalently, } \quad \mu_{\text {quad-hull }}<\mu_{0}<\mu_{1} \tag{3.3}
\end{equation*}
$$

### 3.1.1. Maximal radius of stability for pushed invasion at the speed $c_{0}$

Definition 3.1 (maximal radius of stability for pushed invasion at the speed $c_{0}$ ). Let us call maximal radius of stability for pushed invasion at the speed $c_{0}$ the quantity $\delta_{\text {stab }}\left(c_{0}\right)$ defined as:

$$
\begin{equation*}
\delta_{\text {stab }}\left(c_{0}\right)=\inf \left\{|u|: u \in \mathbb{R}^{d} \text { and } V(u)<\frac{1}{2} \mu_{0}(u-e)^{2}\right\} \tag{3.4}
\end{equation*}
$$

According to this definition and to inequalities (3.3),

$$
0<\delta_{\text {stab }}\left(c_{0}\right)<+\infty
$$

and

$$
\begin{equation*}
\text { for every } u \text { in } \bar{B}_{\mathbb{R}^{d}}\left(e, \delta_{\mathrm{stab}}\left(c_{0}\right)\right), \quad V(u) \geq \frac{1}{2} \mu_{0}(u-e)^{2} \tag{3.5}
\end{equation*}
$$

in addition, $\delta_{\text {stab }}\left(c_{0}\right)$ is the largest positive quantity satisfying this property $(3.5)$, see figures 1.2 and 3.1.


Figure 3.1: Maximal radius of stability $\delta_{\text {stab }}\left(c_{0}\right)$.

### 3.1.2. Invaded critical point at the origin of $\mathbb{R}^{d}$ and upper bound on the solution

For convenience, it will be assumed, until the end of section 3, that $e$ is equal to the origin of $\mathbb{R}^{d}$. Let us recall the quantity $R_{\text {att }}$, depending only on $V$, introduced in inequality (2.2). According to this inequality, up to changing the origin of times (and without loss of generality), it may be assumed that, for every nonnegative time $t$,

$$
\begin{equation*}
\sup _{x \in \mathbb{R}}|u(x, t)|+\left|u_{x}(x, t)\right| \leq R_{\mathrm{att}} \tag{3.6}
\end{equation*}
$$

Likewise, it may be assumed that the conclusion (1.24) of Proposition 1.8 holds for every nonnegative time $t$ (and not only for every positive time $t$ ).

### 3.2. Invasion point

For every nonnegative time $t$ and every quantity $\delta$ in $\left(0, \delta_{\text {stab }}\left(c_{0}\right)\right]$, let us consider the set

$$
\begin{equation*}
\Sigma_{\mathrm{far}, \delta}(t)=\{x \in \mathbb{R}:|u(x, t)|>\delta\} . \tag{3.7}
\end{equation*}
$$

It follows from the properties (3.2) of $u(\cdot, 0)$ and from Proposition 1.8 that the quantity $\mathcal{E}_{c_{0}}[u(\cdot, t)]$ is negative, so that the set $\Sigma_{\mathrm{far}, \delta}(t)$ is:

- according to inequality (2.20) of statement 1 of Lemma 2.5, nonempty,
- and according to Proposition 1.8, bounded from above.

Definition 3.2 (invasion point). Let us call invasion point in the laboratory frame (at time $t$ ) the quantity $\bar{x}(t)$ defined as

$$
\begin{equation*}
\bar{x}(t)=\sup \left(\Sigma_{\mathrm{far}, \delta_{\mathrm{stab}}\left(c_{0}\right)}(t)\right) \tag{3.8}
\end{equation*}
$$

(according to the remark above this quantity is finite), and, for every real quantity $c$, let us call invasion point in the frame travelling at the speed $c$ the quantity $\bar{\xi}_{c}(t)$ defined as

$$
\begin{equation*}
\bar{\xi}_{c}(t)=\bar{x}(t)-c t, \tag{3.9}
\end{equation*}
$$

see figure 3.2.

Remarks. 1. The point labelled as "invasion point" in this article is often called "leading edge" in the literature, see for instance $[25,31]$.
2. In most places, $c$ will be assumed to be positive; however allowing $c$ to be nonpositive in the notation (3.9) above is more convenient for the presentation of Lemma 3.10 and Corollary 3.11 in subsection 3.7.


Figure 3.2: Frame travelling at a (positive) speed $c$, maximal radius of stability $\delta_{\text {stab }}\left(c_{0}\right)$ for pushed invasion at the speed $c_{0}$, and invasion points $\bar{x}(t)$ and $\bar{\xi}_{c}(t)$ defined by this radius; and invasion points $\hat{x}(t)$ and $\hat{\xi}_{c}(t)$ introduced in subsection 3.5 , defined by the radius $\delta_{\text {Hess }}\left(c_{0}\right)$, and $\tilde{x}(t)$ and $\tilde{\xi}_{c}(t)$ introduced in subsection 3.10, defined by the radius $\delta_{\text {loc-man }}(\bar{c})$.

According to this notation,

$$
\begin{equation*}
\left|v\left(\bar{\xi}_{c}(t), t\right)\right|=\delta_{\text {stab }}\left(c_{0}\right) \quad \text { and, for all } \xi \text { in }\left[\bar{\xi}_{c}(t),+\infty\right), \quad|v(\xi, t)| \leq \delta_{\text {stab }}\left(c_{0}\right) \tag{3.10}
\end{equation*}
$$

and both quantities $\bar{x}(t)$ and $\bar{\xi}_{c}(t)$ are lower semi-continuous (but not necessarily continuous) with respect to $t$. This lower semi-continuity will not be used as such (more quantitative estimates on these quantities will be obtained in the next subsection).

### 3.3. Invasion speed

The content of this subsection owe much to the arguments of [13, Propositions 3.1 and 3.2], [12, section 5], and [28, section 3].

### 3.3.1. Lower bound on energy in a travelling frame

Let $c$ denote a quantity in the interval ( $c_{0}, c_{\text {decay }}$ ], and let us consider the solution $(\xi, t) \mapsto v(\xi, t)$ of system (1.19) defined in (1.18) (for the speed $c$ ). For every nonnegative
time $t$, it follows from the second assertion of (3.2) and from Proposition 1.8 that the quantity $E_{c}(t)$ defined as

$$
\begin{equation*}
E_{c}(t)=\mathcal{E}_{c}[v(\cdot, t)] \tag{3.11}
\end{equation*}
$$

is finite. In addition, it follows from inequality (2.22) of Lemma 2.5 that there exists a positive quantity $\alpha$, depending on $c$ and $c_{0}$ (only) such that, for every nonnegative time $t$,

$$
\begin{equation*}
E_{c}(t) \geq-e^{c \bar{\xi}_{c}(t)} \frac{\left|V_{\min }\right|}{c}+\alpha \int_{\bar{\xi}_{c}(t)}^{+\infty} e^{c \xi}\left(v_{\xi}(\xi, t)^{2}+v(\xi, t)^{2}\right) d \xi \tag{3.12}
\end{equation*}
$$

### 3.3.2. Bounds on invasion point

Lemma 3.3 (lower bound on invasion point). For every $c$ in $\left(c_{0}, c_{\mathrm{var}}[u]\right)$, there exists a positive quantity $K$ such that, for every large enough positive time $t$,

$$
\begin{equation*}
K+c t \leq \bar{x}(t) \tag{3.13}
\end{equation*}
$$

Proof. According to the definition (3.9) of $\bar{\xi}_{c}(t)$, the intended inequality (3.13) is equivalent to

$$
\begin{equation*}
K \leq \bar{\xi}_{c}(t) \tag{3.14}
\end{equation*}
$$

Since $c$ is assume to be smaller than $c_{\mathrm{var}}[u]$, it follows from the definition (1.30) of $c_{\mathrm{var}}[u]$ that there exists a nonnegative time $t^{\prime}$ such that $E_{c}\left(t^{\prime}\right)$ is negative. Then, according to Proposition 1.8 and inequality (3.12), for every time $t$ greater than or equal to $t^{\prime}$,

$$
0>E_{c}\left(t^{\prime}\right) \geq E_{c}(t) \geq-e^{c \bar{\xi}_{c}(t)} \frac{\left|V_{\min }\right|}{c}, \quad \text { so that } \quad 0<\left|E_{c}\left(t^{\prime}\right)\right| \leq e^{c \bar{\xi}_{c}(t)} \frac{\left|V_{\min }\right|}{c}
$$

and so that, if we consider the quantity

$$
K=\frac{1}{c} \ln \left(\left|E_{c}\left(t^{\prime}\right)\right| \frac{c}{\left|V_{\min }\right|}\right)
$$

then inequality (3.14) follows.
Besides Proposition 3.5 below, which provides more control on the asymptotic behaviour of the invasion point, the following elementary lemma will be convenient in some of the upcoming arguments.
Lemma 3.4 (upper bound over bounded time intervals on the invasion point). For every positive time $T$, the quantity

$$
\begin{equation*}
\sup _{t \in[0, T]} \bar{x}(t)<+\infty \tag{3.15}
\end{equation*}
$$

Proof. Let us proceed by contradiction and assume that, for some positive time $T$, the converse holds. Then there exists a sequence $\left(t_{n}\right)_{n \in \mathbb{N}}$ of nonnegative times, converging to some limit $t_{\infty}$ in $[0, T]$, such that $\bar{x}\left(t_{n}\right)$ goes to $+\infty$ as $n$ goes to $+\infty$. Since the function $x \mapsto u\left(x, t_{\infty}\right)$ is in $H_{c_{\text {decay }}}^{1}\left(\mathbb{R}, \mathbb{R}^{d}\right)$, it converges to $0_{\mathbb{R}^{d}}$ to the right end of space. Thus, since the solution varies continuously in $H_{\mathrm{ul}}^{1}\left(\mathbb{R}, \mathbb{R}^{d}\right)$ with respect to time, $u(x, t)$ is arbitrarily close to $0_{\mathbb{R}^{d}}$ if $x$ is large enough positive and $t$ is close enough to $t_{\infty}$, a contradiction with the fact that $\left|u\left(\bar{x}\left(t_{n}\right), t_{n}\right)\right|$ equals $\delta_{\text {stab }}\left(c_{0}\right)$ for all $n$ in $\mathbb{N}$.

### 3.3.3. Upper control on invasion point

Let us consider the quantities

$$
\bar{c}_{-}=\liminf _{t \rightarrow+\infty} \frac{\bar{x}(t)}{t} \quad \text { and } \quad \bar{c}_{+}=\limsup _{t \rightarrow+\infty} \frac{\bar{x}(t)}{t} .
$$

It follows from Lemma 3.3 and from these expressions that

$$
\begin{equation*}
c_{\mathrm{var}}[u] \leq \bar{c}_{-} \leq \bar{c}_{+} \leq+\infty . \tag{3.16}
\end{equation*}
$$

Proposition 3.5 (invasion speed). The following equality holds:

$$
c_{\mathrm{var}}[u]=\bar{c}_{-}=\bar{c}_{+} .
$$

Proof. Let us proceed by contradiction and assume that

$$
c_{\mathrm{var}}[u]<\bar{c}_{+},
$$

and let us consider a sequence $\left(t_{n}\right)_{n \in \mathbb{N}}$ of nonnegative times going to $+\infty$, such that

$$
\frac{\bar{x}\left(t_{n}\right)}{t_{n}} \underset{n \rightarrow+\infty}{ } \bar{c}_{+} .
$$

By compactness (Lemma 2.2), up to replacing the sequence $\left(t_{n}\right)_{n \in \mathbb{N}}$ by a subsequence, there exists an entire solution $u_{\infty}$ of system (1.1) such that, with the notation of subsection 2.2,

$$
\begin{equation*}
D^{2,1} u\left(\bar{x}\left(t_{n}\right)+\cdot, t_{n}+\cdot\right) \rightarrow D^{2,1} u_{\infty} \quad \text { as } \quad n \rightarrow+\infty, \tag{3.17}
\end{equation*}
$$

uniformly on every compact subset of $\mathbb{R}^{2}$. Recall that, according to the definition (3.8) of $\bar{x}(\cdot),\left|u\left(\bar{x}\left(t_{n}\right), t_{n}\right)\right|$ equals $\delta_{\text {stab }}\left(c_{0}\right)$ (for every nonnegative integer $n$ ), so that the same is true for $\left|u_{\infty}(0,0)\right|$ (this property will be called upon at the end of the proof).

Let us pick a quantity $c$ in the interval $\left(c_{\mathrm{var}}[u], \min \left(\bar{c}_{+}, c_{\text {decay }}\right)\right)$. Since $c$ is less than $\bar{c}_{+}$,

$$
\begin{equation*}
\bar{\xi}_{c}\left(t_{n}\right) \xrightarrow[n \rightarrow+\infty]{\longrightarrow}+\infty, \tag{3.18}
\end{equation*}
$$

and since $c$ is greater than $c_{\mathrm{var}}[u]$ but less than $c_{\text {decay }}$, the quantity $E_{c}(t)$ is nonnegative for every nonnegative time $t$. It follows that, for every positive quantity $T$, the nonnegative quantity
$E_{c}\left(t_{n}-T\right)-E_{c}\left(t_{n}+T\right), \quad$ which, according to equality (1.24), equals $\int_{t_{n}-T}^{t_{n}+T} D_{c}(t) d t$, goes to 0 as $n$ goes to $+\infty$. Let us consider the function $v(\xi, t)$ defined as in (1.18). For every positive quantity $L$, the substitutions

$$
\xi=x-c t \quad \text { and } \quad t=t_{n}+s \quad \text { and } \quad x=\bar{x}\left(t_{n}\right)+y
$$

lead to:

$$
\begin{aligned}
\int_{t_{n}-T}^{t_{n}+T} D_{c}(t) d t & =\int_{t_{n}-T}^{t_{n}+T}\left(\int_{\mathbb{R}} e^{c \xi} v_{t}(\xi, t)^{2} d \xi\right) d t \\
& =\int_{t_{n}-T}^{t_{n}+T}\left(\int_{\mathbb{R}} e^{c(x-c t)}\left(u_{t}+c u_{x}\right)^{2}(x, t) d x\right) d t \\
& =\int_{-T}^{T} e^{c\left(\bar{x}\left(t_{n}\right)-c t_{n}-c s\right)}\left(\int_{\mathbb{R}} e^{c y}\left(u_{t}+c u_{x}\right)^{2}\left(\bar{x}\left(t_{n}\right)+y, t_{n}+s\right) d y\right) d s \\
& \geq \int_{-T}^{T} e^{c\left(\bar{x}\left(t_{n}\right)-c t_{n}-c s\right)}\left(\int_{-L}^{L} e^{c y}\left(u_{t}+c u_{x}\right)^{2}\left(\bar{x}\left(t_{n}\right)+y, t_{n}+s\right) d y\right) d s
\end{aligned}
$$

Let us consider the integrals

$$
\begin{aligned}
\mathcal{I}_{n} & =\int_{-T}^{T}\left(\int_{-L}^{L}\left(u_{t}+c u_{x}\right)^{2}\left(\bar{x}\left(t_{n}\right)+y, t_{n}+s\right) d y\right) d s \\
\text { and } \quad \mathcal{I}_{\infty} & =\int_{-T}^{T}\left(\int_{-L}^{L}\left(\partial_{t} u_{\infty}+c \partial_{x} u_{\infty}\right)^{2}(y, s) d y\right) d s
\end{aligned}
$$

It follows from inequality (3.19) that

$$
\int_{t_{n}-T}^{t_{n}+T} D_{c}(t) d t \geq e^{c\left(\bar{x}\left(t_{n}\right)-c t_{n}-c T-L\right)} \mathcal{I}_{n}=e^{c\left(\bar{\xi}\left(t_{n}\right)-c T-L\right)} \mathcal{I}_{n}
$$

and according to the limit (3.18) the exponential factor of $\mathcal{I}_{n}$ on the right-hand side of this inequality goes to $+\infty$ as $n$ goes to $+\infty$. Thus the nonnegative quantity $\mathcal{I}_{n}$ must go to 0 as $n$ goes to $+\infty$. On the other hand, according to the limits (3.17), $\mathcal{I}_{n}$ goes to $\mathcal{I}_{\infty}$ as $n$ goes to $+\infty$, so that $\mathcal{I}_{\infty}$ must be equal to 0 . Since this holds for all positive quantities $T$ and $L$, the function $\partial_{t} u_{\infty}+c \partial_{x} u_{\infty}$ must be identically equal to $0_{\mathbb{R}^{d}}$ on $\mathbb{R}^{2}$.

At this stage, the key observation is that, while the entire solution $u_{\infty}$ defined by the limits (3.17) does not depend on $c$, the previous conclusion must hold not only for one particular value of $c$, but for every $c$ in the interval $\left(\bar{c}_{-}, \bar{c}_{+}\right)$. It thus follows that both functions $\partial_{t} u_{\infty}$ and $\partial_{x} u_{\infty}$ must actually be identically equal to $0_{\mathbb{R}^{d}}$ on $\mathbb{R}^{2}$. In other words, $u_{\infty}$ must be identically equal to some point of $\mathbb{R}^{d}$, which, according to the remark made at the beginning of the proof, must be at distance $\delta_{\text {stab }}\left(c_{0}\right)$ from $0_{\mathbb{R}^{d}}$.

Besides, it follows from inequality (3.12) that, for every nonnegative integer $n$,

$$
\begin{equation*}
E_{c}(0) \geq E_{c}\left(t_{n}\right) \geq-e^{c \bar{\xi}_{c}\left(t_{n}\right)} \frac{\left|V_{\min }\right|}{c}+\alpha \int_{\bar{\xi}_{c}\left(t_{n}\right)}^{+\infty} e^{c \xi}\left(v_{\xi}\left(\xi, t_{n}\right)^{2}+v\left(\xi, t_{n}\right)^{2}\right) d \xi \tag{3.20}
\end{equation*}
$$

Let us consider the integrals

$$
\begin{aligned}
\mathcal{J}_{n} & =\int_{\bar{\xi}_{c}\left(t_{n}\right)}^{+\infty} e^{c\left(\xi-\bar{\xi}_{c}\left(t_{n}\right)\right)}\left(v_{\xi}\left(\xi, t_{n}\right)^{2}+v\left(\xi, t_{n}\right)^{2}\right) d \xi \\
\text { and } \quad \mathcal{J}_{\infty} & =\int_{0}^{+\infty} e^{c x}\left(\partial_{x} u_{\infty}(x, 0)^{2}+u_{\infty}(x, 0)^{2}\right) d x
\end{aligned}
$$

It follows from inequality (3.20) that

$$
\begin{equation*}
\frac{1}{\alpha}\left(e^{-c \bar{\xi}_{c}\left(t_{n}\right)} E_{c}(0)+\frac{\left|V_{\min }\right|}{c}\right) \geq \mathcal{J}_{n} \tag{3.21}
\end{equation*}
$$

On the other hand,

$$
\begin{aligned}
\mathcal{J}_{n} & =\int_{\bar{x}\left(t_{n}\right)}^{+\infty} e^{c\left(x-\bar{x}\left(t_{n}\right)\right)}\left(u_{x}\left(x, t_{n}\right)^{2}+u\left(x, t_{n}\right)^{2}\right) d x \\
& =\int_{0}^{+\infty} e^{c y}\left(u_{x}^{2}+u^{2}\right)\left(\bar{x}\left(t_{n}\right)+y, t_{n}\right) d y
\end{aligned}
$$

so that, in view of the limits (3.17) and according to Fatou Lemma,

$$
\mathcal{J}_{\infty} \leq \liminf _{n \rightarrow+\infty} \mathcal{J}_{n}
$$

and since according to the limit (3.18) $\bar{\xi}_{c}\left(t_{n}\right)$ goes to $+\infty$ as $n$ goes to $+\infty$, it follows from inequality (3.21) that

$$
\limsup _{n \rightarrow+\infty} \mathcal{J}_{n}<+\infty,
$$

so that the integral $\mathcal{J}_{\infty}$ is finite, a contradiction with the fact that $\left|u_{\infty}(\cdot, 0)\right|$ must be identically equal to $\delta_{\text {stab }}\left(c_{0}\right)$. Proposition 3.5 is proved.

In the following, the positive quantity equal to $c_{\mathrm{var}}[u]$ and to $\bar{c}_{-}$and to $\bar{c}_{+}$will simply be denoted as $\bar{c}$; with symbols,

$$
\bar{c}=c_{\mathrm{var}}[u]=\bar{c}_{-}=\bar{c}_{+} .
$$

### 3.4. Scheme of the end of the proof

To complete the proof, the crux is to prove that the dissipation goes to 0 , on every compact interval around the invasion point, in the frame traveling at the speed $\bar{c}$ (Proposition 3.17 on page 53 ); from this stage, the convergence readily follows (subsection 3.10 on page 57 ).

If the converse holds (if that dissipation does not go to 0 ), then there exists a sequence of times $t_{n}$, going to $+\infty$, at which "some" dissipation occurs. If, up to replacing the sequence $\left(t_{n}\right)$ by a subsequence, the quantities $\bar{\xi}_{\bar{c}}\left(t_{n}\right)$ are bounded from below, then reaching a contradiction is rather straightforward (see [13, figure 2 and beginning of the proof of Proposition 4.4]): for $c$ slightly greater than $\bar{c}$, the energy $E_{c}(t)$ remains bounded from below in spite of an arbitrarily large "amount" of dissipation, which is impossible.

Unfortunately, if $\bar{\xi}_{\bar{c}}\left(t_{n}\right)$ goes to $-\infty$ as $n$ goes to $+\infty$, this argument fails: in a frame travelling at a constant speed, adjusted so that the invasion point is (say) at the origin $\xi=0$ at two times $t_{n}$ and $t_{n+p}$ (for some positive integer $p$ ), the energy is indeed bounded from below at time $t_{n+p}$, but, while the "dissipation bursts" at times $t_{n}$ and $t_{n+p}$ contribute to a non-negligible amount of dissipation, the other dissipation bursts occurring in between (at times $t_{n+q}$ for the integers $q$ that are positive and smaller than $p$ ) may be very small, since they may occur far to the left of the origin of this travelling frame, [13, figure 4].

To circumvent this difficulty, the strategy proposed by Gallay and Joly in [12] is to follow the invasion point between consecutive dissipation bursts: the benefit of this setting is that each dissipation burst contributes significantly to the decrease of the energy, and that the energy remains bounded from below, but the price to be paid is that the speed of the travelling frame must be adjusted between each dissipation burst. These speed changes induce changes in the value of the energy in the corresponding travelling frames, and these latter changes must be, asymptotically, arbitrarily small if the intended contradiction is to be reached. The crucial step is thus to obtain some control on the variation of the energy with respect to the speed (Corollary 3.16 on page 52). This control will in turn follow from the key observation, made for the first time by Gallay and Joly in [12], that, for some speed $c^{*}$ greater than $\bar{c}$ but close enough to $\bar{c}$, the energy at the invasion point in a frame travelling at the speed $c^{*}$ (Definition 3.12) remains bounded from above (Proposition 3.14 on page 51).

Finally, the proof of this Proposition 3.14 follows from two arguments:

1. this energy (at the invasion point) has (due to Poincaré inequality (2.12)) the same magnitude as its "kinetic" part (Lemma 3.8 on page 43 ), and, due to the parabolic system (1.1) satisfied by the solution, this kinetic part decreases with time, up to some "pollution" issued from the half space to the left of the invasion point, Lemma 3.7 on page 42 ;
2. the "drift to the left" of the invasion point (which induces an increase of this energy at the invasion point as soon as it occurs, equality (3.30) on page 45), is controlled, Corollary 3.11 on page 48 .

In order to state the "linear decrease up to pollution" Lemma 3.7 mentioned above, another invasion point is introduced in the next subsection.

### 3.5. Invasion point defined by a smaller radius

Observe that the set

$$
\begin{equation*}
\left\{|w|: w \in \mathbb{R}^{d} \text { and } \sigma\left(D^{2} V(w)\right) \not \subset\left[\mu_{0},+\infty\right)\right\} \tag{3.22}
\end{equation*}
$$

is nonempty; indeed, if this set was empty, then we would have, for every $w$ in $\mathbb{R}^{d}$,

$$
\begin{equation*}
V(w) \geq \frac{1}{2} \mu_{0}|w|^{2} \tag{3.23}
\end{equation*}
$$

a contradiction with the fact that $\mu_{0}$ is greater than the quantity $\mu_{\text {quad-hull }}$ (inequalities (3.3)). Let us denote by $\delta_{\text {Hess }}\left(c_{0}\right)$ the infimum of this set $(3.22)$. Since $\sigma\left(D^{2} V\left(0_{\mathbb{R}^{d}}\right)\right)$ is included in $\left[\mu_{1},+\infty\right)$, this quantity $\delta_{\text {Hess }}\left(c_{0}\right)$ must be positive. In addition, for every $w$ in $\bar{B}_{\mathbb{R}^{d}}\left(0_{\mathbb{R}^{d}}, \delta_{\mathrm{Hess}}\left(c_{0}\right)\right)$,

$$
\begin{equation*}
\sigma\left(D^{2} V(w)\right) \subset\left[\mu_{0},+\infty\right) \tag{3.24}
\end{equation*}
$$

see figure 3.2, and inequality (3.23) holds. According to the definition of $\delta_{\text {stab }}\left(c_{0}\right)$ (in subsection 3.1), it follows that

$$
\begin{equation*}
0<\delta_{\mathrm{Hess}}\left(c_{0}\right) \leq \delta_{\mathrm{stab}}\left(c_{0}\right) \tag{3.25}
\end{equation*}
$$

For every nonnegative time $t$, let us consider the set $\Sigma_{\text {far, } \delta_{\mathrm{Hess}}\left(c_{0}\right)}(t)$ (see definition (3.7)). It follows from the second inequality of (3.25) that this set contains the set $\Sigma_{\text {far, }, \delta_{\text {stab }}\left(c_{0}\right)}(t)$; it is therefore nonempty, and, for the same reason as for the set $\Sigma_{\text {far, } \delta_{\text {stab }}\left(c_{0}\right)}(t)$ (namely, according to Proposition 1.8), it is bounded from above; let $\hat{x}(t)$ denote its supremum and, as in (3.9), let us write (for a real quantity $c$ )

$$
\hat{\xi}_{c}(t)=\hat{x}(t)-c t
$$

see figure 3.2. According to these definitions,

$$
\bar{x}(t) \leq \hat{x}(t)<+\infty \quad \text { and } \quad \bar{\xi}_{c}(t) \leq \hat{\xi}_{c}(t)<+\infty
$$

This new "invasion point" $\hat{x}(t)$ (and $\hat{\xi}_{c}(t)$ in a travelling frame), defined by the smaller radius $\delta_{\text {Hess }}\left(c_{0}\right)$, will be used in the next two subsections. The next lemma shows that this new invasion point and the previous one do not behave much differently.

Lemma 3.6 (the gap between the two invasion points is bounded). The (nonnegative) quantity $\hat{x}(t)-\bar{x}(t)$ is bounded, uniformly with respect to $t$ in $[0,+\infty)$. In particular,

$$
\frac{\hat{x}(t)}{t} \rightarrow \bar{c} \quad \text { as } \quad t \rightarrow+\infty
$$

Proof. Take a speed $c$ in $\left(c_{0}, c_{\text {decay }}\right]$ and let us define the function $v(\xi, t)$ as in (1.18). For every nonnegative time $t$ (omitting the argument $(\xi, t)$ of $v$ and $v_{\xi}$ ),

$$
\begin{aligned}
E_{c}(t) & =\int_{-\infty}^{\bar{\xi}_{c}(t)} e^{c \xi}\left(\frac{1}{2} v_{\xi}^{2}+V(v)\right) d \xi+\int_{\bar{\xi}_{c}(t)}^{+\infty} e^{c \xi}\left(\frac{1}{2} v_{\xi}^{2}+V(v)\right) d \xi \\
\geq & \geq \frac{\left|V_{\min }\right|}{c} e^{c \bar{\xi}_{c}(t)}+\int_{\bar{\xi}_{c}(t)}^{\hat{\xi}_{c}(t)} e^{c \xi}\left(\frac{1}{2} v_{\xi}^{2}+\frac{1}{2} \mu_{0} v^{2}\right) d \xi+\int_{\hat{\xi}_{c}(t)}^{+\infty} e^{c \xi}\left(\frac{1}{2} v_{\xi}^{2}+\frac{1}{2} \mu_{0} v^{2}\right) d \xi
\end{aligned}
$$

so that, applying Poincaré inequality (2.11) with $\lambda$ equals $c_{0} / 2$ on the interval $\left[\bar{\xi}_{c}(t), \hat{\xi}_{c}(t)\right]$ and Poincaré inequality (2.13) (that is, (2.12) with $\lambda$ equals $c / 2$ ) on the interval $\left[\hat{\xi}_{c}(t),+\infty\right)$, it follows that

$$
\begin{aligned}
E_{c}(t) \geq & -\frac{\left|V_{\min }\right|}{c} e^{c \bar{\xi}_{c}(t)}+\frac{c_{0}}{4} \delta_{\mathrm{stab}}\left(c_{0}\right)^{2} e^{c \bar{\xi}_{c}(t)}-\frac{c_{0}}{4} \delta_{\mathrm{Hess}}\left(c_{0}\right)^{2} e^{c \hat{\xi}_{c}(t)} \\
& +\frac{1}{2}\left(\frac{c_{0}\left(2 c-c_{0}\right)}{4}+\mu_{0}\right) \int_{\bar{\xi}_{c}(t)}^{\hat{\xi}_{c}(t)} e^{c \xi} v^{2} d \xi+\frac{c}{4} \delta_{\mathrm{Hess}}\left(c_{0}\right)^{2} e^{c \hat{\xi}_{c}(t)}
\end{aligned}
$$

Since $2 c-c_{0}$ is greater than $c_{0}$ the factor of the remaining integral on the right-hand side of this inequality is nonnegative, so that

$$
E_{c}(t) \geq-\frac{\left|V_{\min }\right|}{c} e^{c \bar{\xi}_{c}(t)}+\frac{c_{0}}{4} \delta_{\text {stab }}\left(c_{0}\right)^{2} e^{c \bar{\xi}_{c}(t)}+\frac{c-c_{0}}{4} \delta_{\text {Hess }}\left(c_{0}\right)^{2} e^{c \hat{\xi}_{c}(t)}
$$

Let us assume that $t$ is large enough (positive) so that $\bar{x}(t) / t$ is in $\left(c_{0}, c_{\text {decay }}\right]$ and let us choose $c$ equal to $\bar{x}(t) / t$. It follows that

$$
\bar{\xi}_{c}(t)=0 \quad \text { thus } \quad \hat{\xi}_{c}(t)=\hat{\xi}_{c}(t)-\bar{\xi}_{c}(t)=\hat{x}(t)-\bar{x}(t)
$$

so that the previous inequality reads

$$
E_{c}(t) \geq-\frac{\left|V_{\min }\right|}{c}+\frac{c_{0}}{4} \delta_{\mathrm{stab}}\left(c_{0}\right)^{2}+\frac{c-c_{0}}{4} \delta_{\mathrm{Hess}}\left(c_{0}\right)^{2} e^{c(\hat{x}(t)-\bar{x}(t))}
$$

Equivalently,

$$
\hat{x}(t)-\bar{x}(t) \leq \frac{1}{c} \ln \left(\frac{4}{\left(c-c_{0}\right) \delta_{\mathrm{Hess}}\left(c_{0}\right)^{2}}\left(E_{c}(t)+\frac{\left|V_{\min }\right|}{c}-\frac{c_{0}}{4} \delta_{\mathrm{stab}}\left(c_{0}\right)^{2}\right)\right)
$$

and the argument of the logarithm must be positive. Since $E_{c}(t)$ is less than or equal to $E_{c}(0)$ and since $\bar{x}(t) / t$ goes to $\bar{c}$ as $t$ goes to $+\infty$, it follows that

$$
\limsup _{t \rightarrow+\infty} \hat{x}(t)-\bar{x}(t) \leq \frac{1}{\bar{c}} \ln \left(\frac{4}{\left(\bar{c}-c_{0}\right) \delta_{\mathrm{Hess}}\left(c_{0}\right)^{2}}\left(E_{\bar{c}}(0)+\frac{\left|V_{\min }\right|}{\bar{c}}\right)\right)<+\infty .
$$

Thus there exists a positive time $T$ such that the quantity $\hat{x}(t)-\bar{x}(t)$ is bounded, uniformly with respect to $t$ in $[T,+\infty)$.

On the other hand, the function $t \mapsto \hat{x}(t)$ is bounded from above on the bounded interval $[0, T]$ (the reason is the same as for $t \mapsto \bar{x}(t)$, see the proof of Lemma 3.4). Since according to Lemma 3.3 the function $t \mapsto \bar{x}(t)$ is bounded from below on $[0, T]$, the same is true for the difference $\hat{x}(t)-\bar{x}(t)$, and the conclusion follows.

### 3.6. Delayed control of the energy to the right of the invasion point

For $c$ in $\left(0, c_{\text {decay }}\right]$, let us consider the function $t \mapsto F_{c}(t)$, defined on $[0,+\infty)$ as

$$
F_{c}(t)=\int_{\mathbb{R}} e^{c \xi} \frac{1}{2} v_{\xi}(\xi, t)^{2} d \xi
$$

where the function $v(\xi, t)$ is defined as in (1.18). According to the second assumption of (3.2) and to Proposition 1.8, the function $x \mapsto u(x, t)$ (and thus the function $\xi \mapsto v(\xi, t)$ ) is in $H_{c}^{1}\left(\mathbb{R}, \mathbb{R}^{d}\right)$ for every nonnegative time $t$, so that $F_{c}(t)$ is well defined (and finite). The reason for introducing this function $F_{c}(\cdot)$ is that it satisfies the "linear decrease up to pollution" property (3.26) stated by the next Lemma 3.7, which as a consequence will provide some control over the energy function $E_{c}(t)$, as stated in Corollary 3.9 below. It would be more straightforward if this "linear decrease up to pollution" held directly for $E_{c}(t)$, as it happens when the invaded equilibrium is stable, see [13, inequality (2.14)]. Unfortunately this does not seem to hold in the present context where the invaded equilibrium is not stable, see the remark in the proof of Lemma 3.7 below. Introducing the function $F_{c}(t)$ is thus a way to circumvent this difficulty.

Let us recall that, according to inequality (3.16), the speed $c_{0}$ is smaller than the invasion speed $\bar{c}$, and let us consider quantities $c_{0}^{\prime}$ and $\mu_{0}^{\prime}$ satisfying:

$$
c_{0}^{\prime} \in\left(c_{0}, \bar{c}\right) \quad \text { and } \quad \mu_{0}^{\prime}=-\frac{\left(c_{0}^{\prime}\right)^{2}}{4}, \quad \text { so that } \quad \mu_{0}^{\prime}<\mu_{0} \quad \text { and } \quad\left|\mu_{0}^{\prime}\right|>\left|\mu_{0}\right|,
$$

see figure 3.5 on page 49 . The value of $c_{0}^{\prime}$ does not matter much, provided that it is in the interval $\left(c_{0}, \bar{c}\right)$; for instance $c_{0}^{\prime}$ can be chosen as the mean of $c_{0}$ and $\bar{c}$. The following lemma is the "parabolic" analogue of [12, inequality (6.7)], and of [28, inequality (4.9) and the inequality at the bottom of p. 276], and the "unstable invaded equilibrium" version of [13, inequality (2.14)].

Lemma 3.7 (linear decrease up to pollution for $\left.F_{c}(t)\right)$. There exist positive quantities $\nu$ and $K_{F}$ (depending only on $V$ and $c_{0}$ and $c_{0}^{\prime}$ ) such that, for every $c$ in $\left[c_{0}^{\prime}, c_{\text {decay }}\right]$ and for every nonnegative time $t$, the following inequality holds:

$$
\begin{equation*}
F_{c}^{\prime}(t) \leq-\nu F_{c}(t)+K_{F} e^{c \hat{\xi}_{c}(t)} . \tag{3.26}
\end{equation*}
$$

Proof. It follows from the expression of $F_{c}(t)$ that, for every nonnegative time $t$ (omitting the arguments $(\xi, t)$ of $v$ and its partial derivatives and proceeding as in subsection 2.9, and according to the assumptions made in subsection 3.1 on the origin of times),

$$
\begin{aligned}
F_{c}^{\prime}(t) & =\int_{\mathbb{R}} e^{c \xi} v_{\xi} \cdot v_{\xi t} d \xi \\
& =-\int_{\mathbb{R}} e^{c \xi}\left(c v_{\xi}+v_{\xi \xi}\right) \cdot v_{t} d \xi \\
& =-\int_{\mathbb{R}} e^{c \xi}\left(c v_{\xi}+v_{\xi \xi}\right) \cdot\left(c v_{\xi}+v_{\xi \xi}-\nabla V(v)\right) d \xi \\
& =-\int_{\mathbb{R}} e^{c \xi}\left(\left(c v_{\xi}+v_{\xi \xi}\right) \cdot\left(c v_{\xi}-\nabla V(v)\right)+\left(c v_{\xi}+v_{\xi \xi}\right) \cdot v_{\xi \xi}\right) d \xi \\
& =-\int_{\mathbb{R}} e^{c \xi}\left(v_{\xi} \cdot\left(-c v_{\xi \xi}+D^{2} V(v) \cdot v_{\xi}\right)+\left(c v_{\xi}+v_{\xi \xi}\right) \cdot v_{\xi \xi}\right) d \xi \\
& =-\int_{\mathbb{R}} e^{c \xi}\left(v_{\xi \xi}^{2}+D^{2} V(v) \cdot v_{\xi} \cdot v_{\xi}\right) d \xi .
\end{aligned}
$$

According to Proposition 1.8, the function $v(\cdot, t)$ is in $H_{c}^{2}\left(\mathbb{R}, \mathbb{R}^{d}\right)$, so that Poincaré inequality (2.14) applies to the function $v_{\xi}(\cdot, t)$, leading to

$$
\begin{aligned}
F_{c}^{\prime}(t) & \leq-\int_{\mathbb{R}} e^{c \xi}\left(\frac{c^{2}}{4} v_{\xi}^{2}+D^{2} V(v) \cdot v_{\xi} \cdot v_{\xi}\right) d \xi \\
& \leq-\int_{\mathbb{R}} e^{c \xi}\left(\left|\mu_{0}^{\prime}\right| v_{\xi}^{2}+D^{2} V(v) \cdot v_{\xi} \cdot v_{\xi}\right) d \xi
\end{aligned}
$$

Remark. Observe that this last expression is easier to handle than expression (2.33) of $\mathcal{D}_{c}[\cdot]$ obtained in subsection 2.9: here the "bad" term $D^{2} V(v) \cdot v_{\xi} \cdot v_{\xi}$ ("bad" since it may be as negative as roughly $\mu_{1} v_{\xi}^{2}$ when $v$ is small) is, fortunately, not strengthened by a " 2 " factor as in the expression of $\mathcal{D}_{c}[\cdot]$.

According to the property (3.24) defining $\delta_{\text {Hess }}\left(c_{0}\right)$, it follows from the previous inequality that

$$
F_{c}^{\prime}(t) \leq-\int_{-\infty}^{\hat{\xi}_{c}(t)} e^{c \xi}\left(\left|\mu_{0}^{\prime}\right| v_{\xi}^{2}+D^{2} V(v) \cdot v_{\xi} \cdot v_{\xi}\right) d \xi-\int_{\hat{\xi}_{c}(t)}^{+\infty} e^{c \xi}\left(\left|\mu_{0}^{\prime}\right|-\left|\mu_{0}\right|\right) v_{\xi}^{2} d \xi
$$

so that, for every positive quantity $\nu$,

$$
\begin{align*}
F_{c}^{\prime}(t)+\nu F_{c}(t) \leq & -\int_{-\infty}^{\hat{\xi}_{c}(t)} e^{c \xi}\left(\left(\left|\mu_{0}^{\prime}\right|-\frac{\nu}{2}\right) v_{\xi}^{2}+D^{2} V(v) \cdot v_{\xi} \cdot v_{\xi}\right) d \xi  \tag{3.27}\\
& -\int_{\hat{\xi}_{c}(t)}^{+\infty} e^{c \xi}\left(\left|\mu_{0}^{\prime}\right|-\left|\mu_{0}\right|-\frac{\nu}{2}\right) v_{\xi}^{2} d \xi
\end{align*}
$$

Thus, if the (positive) quantity $\nu$ is chosen as

$$
\nu=2\left(\left|\mu_{0}^{\prime}\right|-\left|\mu_{0}\right|\right), \quad \text { so that } \quad \frac{\nu}{2}=\left|\mu_{0}^{\prime}\right|-\left|\mu_{0}\right|<\left|\mu_{0}^{\prime}\right|
$$

then it follows from inequality (3.27) that that

$$
F_{c}^{\prime}(t)+\nu F_{c}(t) \leq-\int_{-\infty}^{\hat{\xi}_{c}(t)} e^{c \xi} D^{2} V(v) \cdot v_{\xi} \cdot v_{\xi} d \xi
$$

and inequality (3.26) follows from the bound (3.6) on the solution.
Lemma 3.8 (framing of $E_{c}(t)$ with $F_{c}(t)$ ). There exist positive quantities $C_{1}$ and $C_{2}$ (depending only on $V$ and $c_{0}$ and $c_{0}^{\prime}$ ) such that, for every $c$ in $\left[c_{0}^{\prime}, c_{\text {decay }}\right]$ and for every nonnegative time $t$, the following inequality holds:

$$
\begin{equation*}
\frac{1}{C_{1}} F_{c}(t)-C_{2} e^{c \hat{\xi}_{c}(t)} \leq E_{c}(t) \leq C_{1} F_{c}(t)+C_{2} e^{c \hat{\xi}_{c}(t)} \tag{3.28}
\end{equation*}
$$

Proof. Let $\varepsilon$ denote quantity in $(0,1]$. For every nonnegative time $t$ (omitting the argument $(\xi, t)$ of $v$ and $v_{\xi}$ in the integrands and using the Poincaré inequality (2.13)),

$$
\begin{aligned}
E_{c}(t)-\varepsilon F_{c}(t) & =\int_{-\infty}^{\hat{\xi}_{c}(t)}\left(\frac{1}{2}(1-\varepsilon) v_{\xi}^{2}+V(v)\right) d \xi+\int_{\hat{\xi}_{c}(t)}^{+\infty}\left(\frac{1}{2}(1-\varepsilon) v_{\xi}^{2}+V(v)\right) d \xi \\
& \geq-\frac{\left|V_{\min }\right|}{c} e^{c \hat{\xi}_{c}(t)}+\frac{1}{2} \int_{\hat{\xi}_{c}(t)}^{+\infty}\left((1-\varepsilon) v_{\xi}^{2}-\left|\mu_{0}\right| v^{2}\right) d \xi \\
& \geq-\frac{\left|V_{\min }\right|}{c} e^{c \hat{\xi}_{c}(t)}+\frac{1}{2}\left((1-\varepsilon)\left|\mu_{0}^{\prime}\right|-\left|\mu_{0}\right|\right) \int_{\hat{\xi}_{c}(t)}^{+\infty} v^{2} d \xi
\end{aligned}
$$

so that if $\varepsilon$ is chosen as

$$
\varepsilon=1-\frac{\left|\mu_{0}\right|}{\left|\mu_{0}^{\prime}\right|}
$$

then the factor of the integral of this last expression vanishes. On the other hand, introducing the quantities $\mu_{0, \max }$ and $V_{\text {max }}$ defined as

$$
\mu_{0, \max }=\max _{w \in \bar{B}_{\mathbb{R}^{d}}\left(0_{\mathbb{R}^{d}}, \delta_{\mathrm{Hess}}\left(c_{0}\right)\right)} \max \sigma\left(D^{2} V(w)\right) \quad \text { and } \quad V_{\max }=\max _{w \in \mathbb{R}^{d},|w| \leq R_{\mathrm{att}}} V(w)
$$

it follows from (3.6) that

$$
\begin{aligned}
E_{c}(t) & \leq \frac{V_{\max }}{c} e^{\hat{\xi}_{c}(t)}+\int_{-\infty}^{\hat{\xi}_{c}(t)} \frac{1}{2} v_{\xi}^{2} d \xi+\int_{\hat{\xi}_{c}(t)}^{+\infty}\left(\frac{1}{2} v_{\xi}^{2}+\frac{1}{2} \mu_{0, \max } v^{2}\right) d \xi \\
& \leq \frac{V_{\max }}{c} e^{\hat{\xi}_{c}(t)}+\int_{-\infty}^{\hat{\xi}_{c}(t)} \frac{1}{2} v_{\xi}^{2} d \xi+\frac{1}{2}\left(1+\max \left(\mu_{0, \max }, 0\right) \frac{4}{c^{2}}\right) \int_{\hat{\xi}_{c}(t)}^{+\infty} v_{\xi}^{2} d \xi \\
& \leq \frac{V_{\max }}{c} e^{\hat{\xi}_{c}(t)}+\frac{1}{2}\left(1+\frac{\max \left(\mu_{0, \max }, 0\right)}{\left|\mu_{0}^{\prime}\right|}\right) F_{c}(t) .
\end{aligned}
$$

Finally, if $C_{1}$ and $C_{2}$ are chosen as

$$
\begin{aligned}
C_{1} & =\max \left(\frac{\left|\mu_{0}^{\prime}\right|}{\left|\mu_{0}^{\prime}\right|-\left|\mu_{0}\right|}, \frac{1}{2}\left(1+\frac{\max \left(\mu_{0, \max }, 0\right)}{\left|\mu_{0}^{\prime}\right|}\right)\right), \\
\text { and } \quad C_{2} & =\max \left(\frac{\left|V_{\min }\right|}{c_{0}^{\prime}}, \frac{\max \left(V_{\max }, 0\right)}{c_{0}^{\prime}}\right)
\end{aligned}
$$

(these quantities depend only on $V$ and $c_{0}$ and $c_{0}^{\prime}$ ), then inequality (3.28) holds.
The following corollary of Lemmas 3.7 and 3.8 is the analogue of [12, Lemma 6.4] and [28, Lemma 4.2].

Corollary 3.9 (delayed control of the energy to the right of the invasion point). There exist positive quantities $K$ and $K^{\prime}$ (depending only on $V$ and $c_{0}$ and $c_{0}^{\prime}$ ) such that, for every $c$ in $\left[c_{0}^{\prime}, c_{\text {decay }}\right]$ and for all nonnegative times $t$ and $T$, the following inequality holds:

$$
\begin{equation*}
E_{c}(t+T) \leq K e^{-\nu T} E_{c}(t)+K^{\prime} e^{c \hat{\hat{c}}_{c, \text { sup }}(t, T)}, \quad \text { where } \quad \hat{\xi}_{c, \text { sup }}(t, T)=\sup _{t \leq s \leq t+T} \hat{\xi}_{c}(s) \tag{3.29}
\end{equation*}
$$

Proof. For all nonnegative times $t$ and $T$, with the notation $\hat{\xi}_{c, \text { sup }}(t, T)$ of (3.29), it follows from Lemma 3.7 that

$$
F_{c}(t+T) \leq e^{-\nu T} F_{c}(t)+\frac{K_{F}}{\nu} e^{c \hat{\xi}_{c}, \text { sup }}(t, T),
$$

so that, according to inequality (3.28) of Lemma 3.8,

$$
\begin{aligned}
E_{c}(t+T) & \leq C_{1} F_{c}(t+T)+C_{2} e^{\hat{\xi}_{c, s \text { sup }}(t, T)} \\
& \leq C_{1} e^{-\nu T} F_{c}(t)+\left(\frac{C_{1} K_{F}}{\nu}+C_{2}\right) e^{c \hat{\xi}_{c, \text { sup }}(t, T)} \\
& \leq C_{1}^{2} e^{-\nu T} E_{c}(t)+\left(C_{1}^{2} C_{2}+\frac{C_{1} K_{F}}{\nu}+C_{2}\right) e^{c \hat{\hat{c}}_{c, \text { sup }}(t, T)}
\end{aligned}
$$

and so that, choosing the quantities $K$ and $K^{\prime}$ as

$$
K=C_{1}^{2} \quad \text { and } \quad K^{\prime}=C_{1}^{2} C_{2}+\frac{C_{1} K_{F}}{\nu}+C_{2}
$$

(these quantities depend only on $V$ and $c_{0}$ and $c_{0}^{\prime}$ ), inequality (3.29) follows.

### 3.7. Control on the left drift of the invasion point

The following notation is the "parabolic" analogue of the one introduced in [12, (4.7)] and $[28,(1.14)]$.
Notation. For every speed $c$ in $\left(0, c_{\text {decay }}\right]$, every nonnegative time $t$ and every real quantity $\xi$, if $v(\cdot, \cdot)$ denotes the function introduced in (1.18), let us consider the quantities

$$
\begin{aligned}
E_{c}(\xi, t) & =\mathcal{E}_{c}[v(\xi+\cdot, t)]=\int_{\mathbb{R}} e^{c \zeta}\left(\frac{1}{2} v_{\xi}(\xi+\zeta, t)^{2}+V(v(\xi+\zeta, t))\right) d \zeta \\
\text { and } \quad D_{c}(\xi, t) & =\int_{\mathbb{R}} e^{c \zeta} v_{t}(\xi+\zeta, t)^{2} d \zeta .
\end{aligned}
$$

These quantities differ from the energy $E_{c}(t)$ and the dissipation $D_{c}(t)$ defined in (1.23) and (3.11) only by the fact that their exponential weight is normalized so that it takes the value 1 at the value $\xi$ (rather than 0 ) of the travelling abscissa, and they are related to these initial energy and dissipation by:

$$
\begin{align*}
& E_{c}(\xi, t) \tag{3.30}
\end{align*}=e^{-c \xi} E_{c}(0, t)=e^{-c \xi} E_{c}(t), ~=e^{-c \xi} D_{c}(t), ~ l
$$

so that, according to Proposition 1.8,

$$
\partial_{t} E_{c}(\xi, t)=-D_{c}(\xi, t) .
$$

In addition, the two-variable function $(\xi, t) \mapsto E_{c}(\xi, t)$ is:

- non-increasing with respect to the time variable $t$,
- and exponentially decreasing, in size, with respect to the space variable $\xi$,
see figure 3.3. The following lemma is the analogue of [12, Lemma 6.2].


Figure 3.3: Monotonicity of the function $(\xi, t) \mapsto E_{c}(\xi, t)$ with respect to its arguments.

Lemma 3.10 (control on the left drift of the invasion point in a frame travelling at a speed which is less than $\bar{c})$. For every speed $c$ in $(-\infty, \bar{c})$,

$$
\begin{equation*}
\inf _{0 \leq t \leq t^{\prime}} \hat{\xi}_{c}\left(t^{\prime}\right)-\hat{\xi}_{c}(t)>-\infty . \tag{3.32}
\end{equation*}
$$

Proof. If inequality (3.32) holds for some speed $c$, then it also holds for every speed $c_{\text {less }}$ in $(-\infty, c]$; indeed, for such speeds $c$ and $c_{\text {less }}$ and for all times $t$ and $t^{\prime}$ satisfying $0 \leq t \leq t^{\prime}$,

$$
\begin{align*}
\hat{\xi}_{c_{\text {less }}}\left(t^{\prime}\right)-\hat{\xi}_{c_{\text {less }}}(t) & =\hat{x}\left(t^{\prime}\right)-\hat{x}(t)-c_{\text {less }}\left(t^{\prime}-t\right) \\
& =\hat{\xi}_{c}\left(t^{\prime}\right)-\hat{\xi}_{c}(t)+\left(c-c_{\text {less }}\right)\left(t^{\prime}-t\right)  \tag{3.33}\\
& \geq \hat{\xi}_{c}\left(t^{\prime}\right)-\hat{\xi}_{c}(t)
\end{align*}
$$

Thus, it is sufficient to prove inequality (3.32) for $c$ almost equal to $\bar{c}$ (unsurprisingly, it is for such speeds that this conclusion will called upon later), and in particular for $c$ greater than or equal to $c_{0}$. Let us proceed by contradiction and assume that there exists some speed $c$ in $\left[c_{0}, \bar{c}\right)$ and sequences of times $\left(t_{n}\right)_{n \in \mathbb{N}}$ and $\left(t_{n}^{\prime}\right)_{n \in \mathbb{N}}$ such that

$$
\begin{equation*}
0 \leq t_{n} \leq t_{n}^{\prime} \text { for every nonnegative integer } n \tag{3.34}
\end{equation*}
$$

and $\quad \hat{\xi}_{c}\left(t_{n}^{\prime}\right)-\hat{\xi}_{c}\left(t_{n}\right) \rightarrow-\infty \quad$ as $\quad n \rightarrow+\infty$,
see figure 3.4. According to Lemma 3.6, the limit (3.35) still holds if $\hat{\xi}_{c}(\cdot)$ is replaced


Figure 3.4: Illustration of the proof of Lemma 3.10.
with $\bar{\xi}_{c}(\cdot)$, namely:

$$
\begin{equation*}
\bar{\xi}_{c}\left(t_{n}\right)-\bar{\xi}_{c}\left(t_{n}^{\prime}\right) \rightarrow+\infty \quad \text { as } \quad n \rightarrow+\infty \tag{3.36}
\end{equation*}
$$

Now it follows from the inequality (3.34), from the limit (3.36), and from Lemmas 3.3 and 3.4 that $t_{n}^{\prime}$ must go to $+\infty$ as $n$ goes to $+\infty$. On the other hand, since $c$ is less then $\bar{c}, \bar{\xi}_{c}(t)$ goes to $+\infty$ as $t$ goes to $+\infty$, and it follows that $\bar{\xi}_{c}\left(t_{n}^{\prime}\right)$ goes to $+\infty$ as $n$ goes to $+\infty$ (and the same holds for $\hat{\xi}_{c}\left(t_{n}^{\prime}\right)$ ). Thus $\bar{\xi}_{c}\left(t_{n}\right)$ also goes to $+\infty$ as $n$ goes to $+\infty$ (and the same holds for $\hat{\xi}_{c}\left(t_{n}\right)$ ), and again due to Lemma 3.4, it follows that $t_{n}$ goes to $+\infty$ as $n$ goes to $+\infty$. In short, the three quantities

$$
t_{n} \quad \text { and } \quad \hat{\xi}_{c}\left(t_{n}\right) \quad \text { and } \quad \hat{\xi}_{c}\left(t_{n}\right)-\hat{\xi}_{c}\left(t_{n}^{\prime}\right)
$$

go to $+\infty$ as $n$ goes to $+\infty$, see figure 3.4. By compactness (Lemma 2.2), up to replacing the sequence $\left(t_{n}\right)_{n \in \mathbb{N}}$ by a subsequence, there exists an entire solution $u_{\infty}$ of system (1.1)
such that, with the notation of subsection 2.2,

$$
\begin{equation*}
D^{2,1} u\left(\hat{x}\left(t_{n}\right)+\cdot, t_{n}+\cdot\right) \rightarrow D^{2,1} u_{\infty} \quad \text { as } \quad n \rightarrow+\infty \tag{3.37}
\end{equation*}
$$

uniformly on every compact subset of $\mathbb{R}^{2}$. Since

$$
E_{c}\left(\hat{\xi}_{c}\left(t_{n}\right), 0\right)=\exp \left(-\hat{\xi}_{c}\left(t_{n}\right)\right) E_{c}(0,0),
$$

it follows that

$$
E_{c}\left(\hat{\xi}_{c}\left(t_{n}\right), 0\right) \rightarrow 0 \quad \text { as } \quad n \rightarrow+\infty,
$$

see figure 3.4 ; and since, according to Proposition 1.8 , the function $t \mapsto E_{c}\left(\hat{\xi}_{c}\left(t_{n}\right), t\right)$ is non-increasing, it follows that

$$
\limsup _{n \rightarrow+\infty} E_{c}\left(\hat{\xi}_{c}\left(t_{n}\right), t_{n}\right) \leq 0
$$

see figure 3.4. On the other hand, it follows from inequality (3.12) (which holds since $c$ was assumed to be in $\left[c_{0}, \bar{c}\right)$ ) that

$$
\begin{aligned}
E_{c}\left(\hat{\xi}_{c}\left(t_{n}\right), t_{n}^{\prime}\right) & =e^{-c \hat{\xi}_{c}\left(t_{n}\right)} E_{c}\left(0, t_{n}^{\prime}\right) \\
& \geq-e^{c\left(\bar{\xi}_{c}\left(t_{n}^{\prime}\right)-\hat{\xi}_{c}\left(t_{n}\right)\right)} \frac{\left|V_{\min }\right|}{c} \\
& \geq-e^{c\left(\hat{\xi}_{c}\left(t_{n}^{\prime}\right)-\hat{\xi}_{c}\left(t_{n}\right)\right)} \frac{\left|V_{\min }\right|}{c}
\end{aligned}
$$

so that, according to the limit (3.35),

$$
\liminf _{n \rightarrow+\infty} E_{c}\left(\hat{\xi}_{c}\left(t_{n}\right), t_{n}^{\prime}\right) \geq 0
$$

see figure 3.4. It follows that the (nonnegative) quantity
$E_{c}\left(\hat{\xi}_{c}\left(t_{n}\right), t_{n}\right)-E_{c}\left(\hat{\xi}_{c}\left(t_{n}\right), t_{n}^{\prime}\right)$, which, according to (1.24), equals $\int_{t_{n}}^{t_{n}^{\prime}} D_{c}\left(\hat{\xi}_{c}\left(t_{n}\right), t\right) d t$,
must go to 0 as $n$ goes to $+\infty$, see figure 3.4. Proceeding as in the proof of Proposition 3.5, it follows that the function $\partial_{t} u_{\infty}+c \partial_{x} u_{\infty}$ must be identically equal to 0 on $\mathbb{R} \times[0,+\infty)$.

The key observation is that, for every speed $c^{\prime}$ in $(c, \bar{c})$, the following limits "still" hold:

$$
\hat{\xi}_{c^{\prime}}\left(t_{n}\right) \rightarrow+\infty \quad \text { and } \quad \hat{\xi}_{c^{\prime}}\left(t_{n}\right)-\hat{\xi}_{c^{\prime}}\left(t_{n}^{\prime}\right) \rightarrow+\infty \quad \text { as } \quad n \rightarrow+\infty
$$

so that, repeating the same argument, the function $\partial_{t} u_{\infty}+c^{\prime} \partial_{x} u_{\infty}$ must (still) be identically equal to 0 on $\mathbb{R} \times[0,+\infty)$. It thus follows that both functions $\partial_{t} u_{\infty}$ and $\partial_{x} u_{\infty}$ must actually vanish on $\mathbb{R} \times[0,+\infty)$, and the same contradiction as in the proof of Proposition 3.5 follows. Lemma 3.10 is proved.

The following corollary is the analogue of [12, Corollary 6.3].

Corollary 3.11 (control on the left drift of the invasion point in a frame travelling at a speed which is slightly greater than $\bar{c})$. For every positive quantity $\gamma$, there exists a positive quantity $\hat{\xi}_{\text {left }}(\gamma)$ such that, for every speed $c$ in $(-\infty, \bar{c}+\gamma]$ and for all times $t$ and $t^{\prime}$ satisfying $0 \leq t \leq t^{\prime}$,

$$
\begin{equation*}
\hat{\xi}_{c}\left(t^{\prime}\right) \geq \hat{\xi}_{c}(t)-2 \gamma\left(t^{\prime}-t\right)-\hat{\xi}_{\text {left }}(\gamma) \tag{3.38}
\end{equation*}
$$

Proof. For every positive quantity $\gamma$ and for all times $t$ and $t^{\prime}$ satisfying $0 \leq t \leq t^{\prime}$, arguing as in (3.33),

$$
\begin{aligned}
\hat{\xi}_{c}\left(t^{\prime}\right)-\hat{\xi}_{c}(t)+2 \gamma\left(t^{\prime}-t\right) & =\hat{\xi}_{c-2 \gamma}\left(t^{\prime}\right)-\hat{\xi}_{c-2 \gamma}(t) \\
& \geq \hat{\xi}_{\bar{c}-\gamma}\left(t^{\prime}\right)-\hat{\xi}_{\bar{c}-\gamma}(t),
\end{aligned}
$$

and the intended conclusion follows from the conclusion of Lemma 3.10 for the speed $\bar{c}-\gamma$.

### 3.8. Lipschitz continuity with respect to speed of the energy at the invasion point

### 3.8.1. The energy at the invasion point

Definition 3.12 (energy at the invasion point). For every speed $c$ in $\left(0, c_{\text {decay }}\right]$ and for every nonnegative time $t$, let us call energy at the invasion point (at time $t$, in a frame travelling at the speed $c$ ) the quantity $\hat{E}_{c}(t)$ defined as

$$
\begin{equation*}
\hat{E}_{c}(t)=E_{c}\left(\hat{\xi}_{c}(t), t\right)=e^{-c \hat{\xi}_{c}(t)} E_{c}(0, t)=e^{-c \hat{\xi}_{c}(t)} E_{c}(t) \tag{3.39}
\end{equation*}
$$

Among the family $E_{c}(\xi, t)$ of energies, this specific energy $\hat{E}_{c}(t)$ is characterized by an exponential weight which is normalized so that it takes the value 1 at the invasion point $\hat{\xi}_{c}(t)$.

The aim of this subsection is to prove Corollary 3.16 in sub-subsection 3.8.6 below, which states that this "energy at the invasion point" is Lipschitz continuous with respect to the speed $c$, uniformly in time. This continuity property is key for the relaxation scheme set up in the next subsection. The main step leading to Corollary 3.16 is Proposition 3.14, which states that the energy at the invasion point $\hat{E}_{c^{*}}(t)$ is bounded from above, uniformly with respect to $t$, for a speed $c^{*}$ slightly greater than $\bar{c}$ to be chosen below.

### 3.8.2. Choice of a speed slightly greater than the invasion speed

Let $\gamma$ denote a (small) positive quantity to be chosen below, and let us consider the speed $c^{*}$ defined as

$$
c^{*}=\bar{c}+\gamma,
$$

see figure 3.5. In order to obtain an upper bound on $\hat{E}_{c^{*}}(t)$, the rate $\nu$ involved in the exponential decrease of $F_{c^{*}}(t)$ (Lemma 3.7) and thus (on the long term) of $E_{C^{*}}(t)$ (Corollary 3.9) must balance the (possible) increase of $\hat{E}_{c^{*}}(t)$ due to the (possible) drift
to the left of the invasion point $\hat{\xi}_{c^{*}}(t)$; according to Corollary 3.11 this drift to the left does not occur, on the long term, at a speed larger than $2 \gamma$ provided that $c$ is less than or equal to $c^{*}$, and a drift to the left at the speed $2 \gamma$ induces an increase rate equal to $2 \gamma c^{*}$. This leads us to introduce the positive quantity $\gamma$ defined as

$$
\begin{equation*}
\gamma=\min \left(\frac{-\bar{c}+\sqrt{\bar{c}^{2}+\nu}}{2}, c_{\text {decay }}-\bar{c}\right) . \tag{3.40}
\end{equation*}
$$

This choice ensures that

$$
\begin{equation*}
\gamma>0 \quad \text { and } \quad \bar{c}<c^{*}=\bar{c}+\gamma \leq c_{\text {decay }} \quad \text { and } \quad 2 \gamma c^{*} \leq \frac{\nu}{2} \tag{3.41}
\end{equation*}
$$

see figure 3.5.


Figure 3.5: Speeds involved in the proof.

### 3.8.3. Factor two shrinkage of the energy at the invasion point

According to the last inequality of (3.41), the combination of conclusion (3.29) of Corollary 3.9 and conclusion (3.38) of Corollary 3.11 show that, on the long run and as long as the quantity $\hat{E}_{c^{*}}(t)$ is large positive, this quantity decreases at an exponential rate which is at least equal to $\nu / 2$, even if the possible drift to the left of the invasion point is taken into account, and provided that the invasion point $\hat{\xi}_{c^{*}}(t)$ is not too large positive. Let us consider the quantity $\hat{\xi}_{\text {left }}(\gamma)$, provided by Corollary 3.11 for the choice (3.40) of $\gamma$, and let us recall the quantities $K$ and $K^{\prime}$ involved in the conclusion (3.29) of Corollary 3.9. In order to formalize these observations in the next Lemma 3.13, let us introduce the two parameters $T_{\text {shrink }}$ and $\hat{E}_{\text {large }}$ defined as

$$
T_{\text {shrink }}=\frac{2}{\nu}\left(\ln (4 K)+c^{*} \hat{\xi}_{\text {left }}(\gamma)\right) \quad \text { and } \quad \hat{E}_{\text {large }}=8 K^{\prime} e^{c^{*}\left(2 \gamma T_{\text {shrink }}+\hat{\xi}_{\text {left }}(\gamma)\right)}
$$

so that

$$
\begin{equation*}
K e^{-\frac{\nu}{2} T_{\text {shrink }}+c^{*} \hat{\xi}_{\text {left }}(\gamma)} \leq \frac{1}{4} \quad \text { and } \quad \frac{2 K^{\prime} e^{c^{*}\left(2 \gamma T_{\text {shrink }}+\hat{\xi}_{\text {left }}(\gamma)\right)}}{\hat{E}_{\text {large }}} \leq \frac{1}{4} \tag{3.42}
\end{equation*}
$$

The following lemma is the analogue of the claim in the proof of [12, Proposition 6.1].
Lemma 3.13 (factor two shrinkage of the energy at the invasion point on some time interval). For every nonnegative time $t$, if

$$
\hat{E}_{c^{*}}(t) \geq \hat{E}_{\text {large }}
$$

then there exists a time $t_{\text {shrink }}(t)$ in the interval $\left(t, t+T_{\text {shrink }}\right]$ such that

$$
\begin{equation*}
\hat{E}_{c^{*}}\left(t_{\text {shrink }}(t)\right) \leq \frac{1}{2} \hat{E}_{c^{*}}(t) \tag{3.43}
\end{equation*}
$$

Proof. Let us distinguish two cases, see figure 3.6.


Figure 3.6: Illustration of the proof of Lemma 3.13.

Case 1. There exists a time $t^{\prime}$ in the interval $\left(t, t+T_{\text {shrink }}\right]$ such that

$$
\begin{equation*}
\hat{\xi}_{c^{*}}\left(t^{\prime}\right) \geq \hat{\xi}_{c^{*}}(t)+\frac{\ln (2)}{c^{*}} . \tag{3.44}
\end{equation*}
$$

In this case, let us choose $t_{\text {shrink }}(t)=t^{\prime}$; the intended conclusion (3.43) follows from the expression (3.39) of $\hat{E}_{c}(\cdot)$.

Case 2. For every time $t^{\prime \prime}$ in the interval $\left(t, t+T_{\text {shrink }}\right]$,

$$
\hat{\xi}_{c^{*}}\left(t^{\prime \prime}\right) \leq \hat{\xi}_{c^{*}}(t)+\frac{\ln (2)}{c^{*}} .
$$

In this case, let us choose $t_{\text {shrink }}(t)=t+T_{\text {shrink }}$. It follows from the expression (3.39) of $\hat{E}_{c}(\cdot)$ and conclusion (3.29) of Corollary 3.9 that

$$
\begin{aligned}
\hat{E}_{c^{*}}\left(t_{\text {shrink }}(t)\right) & =e^{-c^{*} \hat{\xi}_{c^{*}}\left(t_{\text {shrink }}(t)\right)} E_{c^{*}}\left(t+T_{\text {shrink }}\right) \\
& \leq e^{-c^{*} \hat{\xi}_{c^{*}}\left(t_{\text {shrink }}(t)\right)}\left(K e^{-\nu T_{\text {shrink }}} E_{c^{*}}(t)+K^{\prime} e^{c^{*}\left(\hat{\xi}_{c^{*}}(t)+\ln (2) / c^{*}\right)}\right) \\
& \leq e^{-c^{*}\left(\hat{\xi}_{c^{*}}\left(t_{\text {shrink }}(t)\right)-\hat{\xi}_{c^{*}}(t)\right)}\left(K e^{-\nu T_{\text {shrink }}} \hat{E}_{c^{*}}(t)+2 K^{\prime}\right),
\end{aligned}
$$

so that, according to conclusion (3.38) of Corollary 3.11 and the last inequality of (3.41),

$$
\begin{aligned}
\frac{\hat{E}_{c^{*}}\left(t_{\text {shrink }}(t)\right)}{\hat{E}_{c^{*}}(t)} & \leq e^{c^{*}\left(2 \gamma T_{\text {shrink }}+\hat{\xi}_{\text {left }}(\gamma)\right)}\left(K e^{-\nu T_{\text {shrink }}}+\frac{2 K^{\prime}}{\hat{E}_{\text {large }}}\right) \\
& \leq K e^{-\frac{\nu}{2} T_{\text {shrink }}+c^{*} \hat{\xi}_{\text {left }}(\gamma)}+\frac{2 K^{\prime} e^{c^{*}\left(2 \gamma T_{\text {shrink }}+\hat{\xi}_{\text {left }}(\gamma)\right)}}{\hat{E}_{\text {large }}}
\end{aligned}
$$

and it follows from the inequalities (3.42) satisfied by $T_{\text {shrink }}$ and $\hat{E}_{\text {large }}$ that the right-hand side of this last inequality is smaller than or equal to $1 / 2$, showing that the intended inequality (3.43) holds.

### 3.8.4. Uniform upper bound on the energy at the invasion point

The following proposition is the analogue of [12, Proposition 6.1] and [28, Proposition 4.1].
Proposition 3.14 (uniform upper bound on the energy at the invasion point). The quantity $\hat{E}_{c^{*}}(t)$ is bounded from above, uniformly with respect to $t$ in $[0,+\infty)$.

Proof. Let us consider the sequence $\left(t_{n}\right)_{n \in \mathbb{N}}$ defined as follows: $t_{0}=0$, and, for every nonnegative time $n$,

$$
t_{n+1}=\left\{\begin{array}{rll}
t_{n}+1 & \text { if } & \hat{E}_{c^{*}}\left(t_{n}\right)<\hat{E}_{\text {large }} \\
t_{\text {shrink }}\left(t_{n}\right) & \text { if } & \hat{E}_{c^{*}}\left(t_{n}\right) \geq \hat{E}_{\text {large }}
\end{array}\right.
$$

where $T_{\text {shrink }}(\cdot)$ is the time provided by Lemma 3.13. The sequence $\left(t_{n}\right)_{n \in \mathbb{N}}$ is thus strictly increasing, and in the second of those cases it follows from the conclusion (3.43) of Lemma 3.13 that $\hat{E}_{c^{*}}\left(t_{n+1}\right)$ is less than or equal to $\hat{E}_{c^{*}}\left(t_{n}\right) / 2$; as a consequence, the first case where $t_{n+1}$ equals $t_{n}+1$ must occur for an infinite number of nonnegative integers $n$, so that $t_{n}$ goes to $+\infty$ as $n$ goes to $+\infty$.

Now, it follows from the expression (3.39) of $\hat{E}_{c}(\cdot)$, from the non-increase of energy with respect to time (Proposition 1.8), and from the conclusion (3.38) of Corollary 3.11 that, for every nonnegative integer $n$ and for every time $t$ in the interval $\left[t_{n}, t_{n+1}\right]$,

$$
\begin{aligned}
\hat{E}_{c^{*}}(t) & =e^{c^{*}\left(\hat{\xi}_{c^{*}}\left(t_{n}\right)-\hat{\xi}_{c^{*}}(t)\right)} \hat{E}_{c^{*}}\left(t_{n}\right) \\
& \leq e^{c^{*}\left(\hat{\xi}_{c^{*}}\left(t_{n}\right)-\hat{\xi}_{c^{*}}(t)\right)} \max \left(\hat{E}_{c^{*}}\left(t_{n}\right), 0\right) \\
& \leq e^{c^{*}\left(2 \gamma\left(t-t_{n}\right)+\hat{\xi}_{\mathrm{left}}(\gamma)\right)} \max \left(\hat{E}_{c^{*}}\left(t_{n}\right), 0\right) .
\end{aligned}
$$

It follows that, for every nonnegative integer $n$,

$$
\hat{E}_{c^{*}}\left(t_{n}\right) \leq \max \left(e^{c^{*}\left(2 \gamma+\hat{\xi}_{\text {left }}(\gamma)\right)} \hat{E}_{\text {large }}, \hat{E}_{c^{*}}(0)\right),
$$

and that, for every nonnegative time $t$,

$$
\hat{E}_{c^{*}}(t) \leq e^{c^{*}\left(2 \gamma T_{\text {shrink }}+\hat{\xi}_{\text {left }}(\gamma)\right)} \max \left(e^{c^{*}\left(2 \gamma+\hat{\xi}_{\text {left }}(\gamma)\right)} \hat{E}_{\text {large }}, \hat{E}_{c^{*}}(0)\right)
$$

which completes the proof.
3.8.5. Uniform bound on the $H_{c^{*}}^{1}$-norm with weight normalized at the invasion point

The following corollary is the analogue of [12, inequality (7.2)].
Corollary 3.15 (uniform bound on the $H_{c^{*}}^{1}$-norm with weight normalized at the invasion point). The quantity

$$
\begin{equation*}
\int_{0}^{+\infty} e^{c^{*} y}\left(u^{2}+u_{x}^{2}\right)(\hat{x}(t)+y, t) d y \tag{3.45}
\end{equation*}
$$

is bounded, uniformly with respect to $t$ in $[0,+\infty)$.

Proof. For every nonnegative time $t$, it follows from the definition (3.11) of $E_{c}(\cdot)$ that

$$
\hat{E}_{c^{*}}(t)=\int_{\mathbb{R}} e^{c^{*} y}\left(\frac{1}{2} u_{x}^{2}+V(u)\right)(\hat{x}(t)+y, t) d y
$$

so that, according to the definitions of $\delta_{\mathrm{Hess}}\left(c_{0}\right)$ and $\hat{x}(\cdot)$ (see subsection 3.5 and figure 3.2),

$$
\hat{E}_{c^{*}}(t)+\frac{\left|V_{\min }\right|}{c^{*}} \geq \frac{1}{2} \int_{0}^{+\infty} e^{c^{*} y}\left(u_{x}^{2}-\left|\mu_{0}\right| u^{2}\right)(\hat{x}(t)+y, t) d y
$$

Let us consider the quantity $\alpha$ defined as

$$
\alpha=\frac{\left|\mu_{0}^{\prime}\right|+\left|\mu_{0}\right|}{2\left|\mu_{0}^{\prime}\right|}
$$

so that both quantities

$$
\begin{equation*}
1-\alpha=\frac{\left|\mu_{0}^{\prime}\right|-\left|\mu_{0}\right|}{2\left|\mu_{0}^{\prime}\right|} \quad \text { and } \quad \alpha\left|\mu_{0}^{\prime}\right|-\left|\mu_{0}\right|=\frac{\left|\mu_{0}^{\prime}\right|-\left|\mu_{0}\right|}{2} \tag{3.46}
\end{equation*}
$$

are positive. It follows from the previous inequality that

$$
2\left(\hat{E}_{c^{*}}(t)+\frac{\left|V_{\min }\right|}{c^{*}}\right) \geq \int_{0}^{+\infty} e^{c^{*} y}\left((1-\alpha) u_{x}^{2}+\alpha u_{x}^{2}-\left|\mu_{0}\right| u^{2}\right)(\hat{x}(t)+y, t) d y
$$

so that, applying the Poincaré inequality (2.13) (with $c^{*}$ instead of $c$ ) to the term $\alpha u_{x}^{2}$ in the integrand and using the inequality $\left(c^{*}\right)^{2} / 4>\left|\mu_{0}\right|$ it follows that, denoting by $\beta$ the minimum of the two (positive) quantities (3.46),

$$
2\left(\hat{E}_{c^{*}}(t)+\frac{\left|V_{\min }\right|}{c^{*}}\right) \geq \beta \int_{0}^{+\infty} e^{c^{*} y}\left(u_{x}^{2}+u^{2}\right)(\hat{x}(t)+y, t) d y
$$

and, in view of Proposition 3.14, the intended conclusion (3.45) follows.
3.8.6. Lipschitz continuity with respect to speed of the energy at the invasion point

The next Corollary 3.16 is the analogue of [12, Lemma 7.2].
Corollary 3.16 (Lipschitz continuity with respect to speed of the energy at the invasion point). There exist a (finite, positive) quantity $K_{\text {Lip }}$ such that, for all speeds $c_{1}$ and $c_{2}$ in $\left[c_{0}, c^{*}\right]$ and every time $t$ in $[0,+\infty)$,

$$
\begin{equation*}
\left|\hat{E}_{c_{1}}(t)-\hat{E}_{c_{2}}(t)\right| \leq K_{\text {Lip }}\left|c_{1}-c_{2}\right| \tag{3.47}
\end{equation*}
$$

Proof. For all speeds $c_{1}$ and $c_{2}$ in $\left[c_{0}, c^{*}\right]$ and every time $t$ in $[0,+\infty)$,

$$
\hat{E}_{c_{1}}(t)-\hat{E}_{c_{2}}(t)=\int_{\mathbb{R}}\left(e^{c_{1} y}-e^{c_{2} y}\right)\left(\frac{1}{2} u_{x}(\hat{x}(t)+y, t)^{2}+V(u(\hat{x}(t)+y, t))\right) d y
$$

Besides, for every $y$ in $\mathbb{R}$,

$$
\left|e^{c_{1} y}-e^{c_{2} y}\right| \leq\left\{\begin{array}{lll}
\left|c_{1}-c_{2}\right| e^{\max \left(c_{1}, c_{2}\right) y} \leq\left|c_{1}-c_{2}\right| e^{c^{*} y} & \text { if } & y \geq 0, \\
\left|c_{1}-c_{2}\right| e^{\min \left(c_{1}, c_{2}\right) y} \leq\left|c_{1}-c_{2}\right| e^{c_{0} y} & \text { if } & y \leq 0 .
\end{array}\right.
$$

It follows that, if $c_{1}$ and $c_{2}$ differ,

$$
\begin{aligned}
\frac{\left|\hat{E}_{c_{1}}(t)-\hat{E}_{c_{2}}(t)\right|}{\left|c_{1}-c_{2}\right|} \leq & \int_{-\infty}^{0} e^{c_{0} y}\left|\frac{1}{2} u_{x}(\hat{x}(t)+y, t)^{2}+V(u(\hat{x}(t)+y, t))\right| d y \\
& +\int_{0}^{+\infty} e^{c^{*} y}\left|\frac{1}{2} u_{x}(\hat{x}(t)+y, t)^{2}+V(u(\hat{x}(t)+y, t))\right| d y .
\end{aligned}
$$

It follows from the bound (3.6) on the solution that the first among the two integrals of the right-hand side of this inequality is bounded (uniformly with respect to $t$ in $[0,+\infty)$ ), and it follows from inequality (3.45) of Corollary 3.15 that the same is true for the second integral. Inequality (3.47) (for a large enough positive quantity $K_{\text {Lip }}$ ) is proved.

### 3.9. Relaxation

The aim of this subsection is to prove the following proposition, which is the analogue of [12, Proposition 7.1] and [12, limit (4.2)].

Proposition 3.17 (relaxation). For every positive quantity T, the following limit holds:

$$
\begin{equation*}
\int_{t-T}^{t} D_{\bar{c}}\left(\hat{\xi}_{\bar{c}}(t), s\right) d s \rightarrow 0 \quad \text { as } \quad t \rightarrow+\infty \tag{3.48}
\end{equation*}
$$

Proof. Let us proceed by contradiction and assume that the converse holds. In this case, there exists a positive quantity $\varepsilon_{\text {dissip }}$ and a sequence $\left(t_{n}\right)_{n \in \mathbb{N}}$ of times, going to $+\infty$ such that, for every $n$ in $\mathbb{N}, t_{n}-T$ is nonnegative and

$$
\begin{equation*}
\int_{t_{n}-T}^{t_{n}} D_{\bar{c}}\left(\hat{\xi}_{\bar{c}}\left(t_{n}\right), s\right) d s \geq \varepsilon_{\mathrm{dissip}} . \tag{3.49}
\end{equation*}
$$

Up to replacing the sequence $\left(t_{n}\right)_{n \in \mathbb{N}}$ by a subsequence, let us assume that, for every $n$ in $\mathbb{N}, t_{n+1}$ is greater than $t_{n}+T$. For every $n$ in $\mathbb{N}$, let us consider the speed $\bar{c}_{n}$ defined as

$$
\begin{equation*}
\bar{c}_{n}=\frac{\left(\hat{x}\left(t_{n+1}\right)-\bar{c} T\right)-\hat{x}\left(t_{n}\right)}{\left(t_{n+1}-T\right)-t_{n}}=\bar{c}+\frac{\hat{\xi}_{\bar{c}}\left(t_{n+1}\right)-\hat{\xi}_{\bar{c}}\left(t_{n}\right)}{\left(t_{n+1}-T\right)-t_{n}}, \tag{3.50}
\end{equation*}
$$

see figure 3.7. Again up to replacing the sequence $\left(t_{n}\right)_{n \in \mathbb{N}}$ by a subsequence, it may be assumed, according to Proposition 3.5, that

$$
\bar{c}_{n} \xrightarrow[n \rightarrow+\infty]{\longrightarrow} \bar{c} \text { and, for every } n \text { in } \mathbb{N}, \quad c_{0} \leq \bar{c}_{n} \leq c^{*} .
$$



Figure 3.7: Broken line in the coordinates $(t, x)$ and $(t, \xi=x-\bar{c} t)$ used to decompose the differences $\Delta_{n}$ between $\hat{E}_{\bar{c}}\left(t_{n}\right)$ and $\hat{E}_{\bar{c}}\left(t_{n+1}\right)$ (and $\Delta_{n+1}$ between $\hat{E}_{\bar{c}}\left(t_{n+1}\right)$ and $\hat{E}_{\bar{c}}\left(t_{n+2}\right)$ ). Along the green lines, the contribution (dissipation) is nonnegative, and it is significant (not smaller than the positive quantity $\varepsilon_{\text {dissip }}$ ) along the blue lines (which have slope $\bar{c}$ in the coordinates $(t, x)$ and slope 0 in the coordinates $(t, \xi)$ ). The contributions due to the changes of speed at the vertices (in purple) are small.

Following the notation of [12, Proposition 7.1], let us introduce, for every $n$ in $\mathbb{N}$, the quantities

$$
\begin{align*}
\Delta_{n} & =\hat{E}_{\bar{c}}\left(t_{n}\right)-\hat{E}_{\bar{c}}\left(t_{n+1}\right),  \tag{3.51}\\
\text { and } \quad \Delta_{n}^{1} & =\hat{E}_{\bar{c}}\left(t_{n}\right)-\hat{E}_{\bar{c}_{n}}\left(t_{n}\right), \\
\text { and } \quad \Delta_{n}^{2} & =\hat{E}_{\bar{c}_{n}}\left(t_{n}\right)-E_{\bar{c}_{n}}\left(\hat{\xi}_{\bar{c}_{n}}\left(t_{n}\right), t_{n+1}-T\right) \\
& =E_{\bar{c}_{n}}\left(\hat{\xi}_{\bar{c}_{n}}\left(t_{n}\right), t_{n}\right)-E_{\bar{c}_{n}}\left(\hat{\xi}_{\bar{c}_{n}}\left(t_{n}\right), t_{n+1}-T\right), \\
\text { and } \Delta_{n}^{3} & =E_{\bar{c}_{n}}\left(\hat{\xi}_{\bar{c}_{n}}\left(t_{n}\right), t_{n+1}-T\right)-E_{\bar{c}}\left(\hat{\xi}_{\bar{c}}\left(t_{n+1}\right), t_{n+1}-T\right), \\
\text { and } \quad \Delta_{n}^{4} & =E_{\bar{c}}\left(\hat{\xi}_{\bar{c}}\left(t_{n+1}\right), t_{n+1}-T\right)-\hat{E}_{\bar{c}}\left(t_{n+1}\right) \\
& =E_{\bar{c}}\left(\hat{\xi}_{\bar{c}}\left(t_{n+1}\right), t_{n+1}-T\right)-E_{\bar{c}}\left(\hat{\xi}_{\bar{c}}\left(t_{n+1}\right), t_{n+1}\right), \\
\text { so that } \quad \Delta_{n} & =\Delta_{n}^{1}+\Delta_{n}^{2}+\Delta_{n}^{3}+\Delta_{n}^{4} . \tag{3.52}
\end{align*}
$$

According to inequality (3.47) of Corollary 3.16,

$$
\begin{equation*}
\left|\Delta_{n}^{1}\right| \leq K_{\mathrm{Lip}}\left|\bar{c}-\bar{c}_{n}\right| \tag{3.53}
\end{equation*}
$$

According to equality (1.24) of Proposition 1.8,

$$
\begin{equation*}
\Delta_{n}^{2}=\int_{t_{n}}^{t_{n+1}-T} D_{\bar{c}_{n}}\left(\hat{\xi}_{\bar{c}_{n}}\left(t_{n}\right), s\right) d s \geq 0 \tag{3.54}
\end{equation*}
$$

and according to assumption (3.49),

$$
\begin{equation*}
\Delta_{n}^{4}=\int_{t_{n+1}-T}^{t_{n+1}} D_{\bar{c}}\left(\hat{\xi}_{\bar{c}}\left(t_{n+1}\right), s\right) d s \geq \varepsilon_{\text {dissip }} \tag{3.55}
\end{equation*}
$$

Let us consider the quantity $\zeta_{n}$ defined as

$$
\begin{equation*}
\zeta_{n}=\hat{\xi}_{\bar{c}_{n}}\left(t_{n+1}-T\right)-\hat{\xi}_{\bar{c}_{n}}\left(t_{n}\right) . \tag{3.56}
\end{equation*}
$$

According to the first inequality of (3.50),

$$
\begin{align*}
\zeta_{n} & =\hat{x}\left(t_{n+1}-T\right)-\hat{x}\left(t_{n}\right)-\bar{c}_{n}\left(t_{n+1}-T-t_{n}\right) \\
& =\hat{x}\left(t_{n+1}-T\right)-\hat{x}\left(t_{n+1}\right)+\bar{c} T \\
& =\hat{\xi}_{\bar{c}}\left(t_{n+1}-T\right)-\hat{\xi}_{\bar{c}}\left(t_{n+1}\right), \tag{3.57}
\end{align*}
$$

and according to inequality (3.38) of Corollary 3.11,

$$
\begin{equation*}
\zeta_{n} \leq 2 \gamma T+\hat{\xi}_{\mathrm{left}}(\gamma) \tag{3.58}
\end{equation*}
$$

According to the two expressions (3.56) and (3.57) of $\zeta_{n}$,

$$
\begin{aligned}
\Delta_{n}^{3} & =e^{\bar{c}_{n} \zeta_{n}} \hat{E}_{\bar{c}_{n}}\left(t_{n+1}-T\right)-e^{\overline{\omega_{\zeta}}} \hat{E_{\bar{c}}}\left(t_{n+1}-T\right) \\
& =\left(e^{\bar{c}_{n} \zeta_{n}}-e^{\overline{\zeta_{\zeta}}{ }_{n}}\right) \hat{E}_{\bar{c}_{n}}\left(t_{n+1}-T\right)+e^{\overline{\zeta_{\zeta}}}\left(\hat{E}_{\bar{c}_{n}}\left(t_{n+1}-T\right)-\hat{E}_{\bar{c}}\left(t_{n+1}-T\right)\right),
\end{aligned}
$$

so that, according to inequality (3.47) of Corollary 3.16 and inequality (3.58),

$$
\begin{equation*}
\left|\Delta_{n}^{3}\right| \leq\left|e^{\bar{c}_{n} \zeta_{n}}-e^{\overline{c_{\zeta}^{n}}} \boldsymbol{}\right|\left|\hat{E}_{\bar{c}_{n}}\left(t_{n+1}-T\right)\right|+e^{\bar{c}\left(2 \gamma T+\hat{\xi}_{\text {left }}(\gamma)\right)} K_{\text {Lip }}\left|\bar{c}_{n}-\bar{c}\right| . \tag{3.59}
\end{equation*}
$$

Observe that, for every positive quantities $z_{\text {max }}$ and $c$

$$
\sup _{z \in\left(-\infty, z_{\max }\right]} z e^{c z}=\max \left(\frac{1}{c e}, z_{\max } e^{c z_{\max }}\right) .
$$

Thus it follows from inequality (3.58) that

$$
\left.\begin{array}{rl}
\left|e^{\bar{c}_{n} \zeta_{n}}-e^{\bar{c} \zeta_{n}}\right| & \leq\left|\bar{c}_{n}-\bar{c}\right|\left|\zeta_{n}\right| \max \left(e^{\bar{c}_{n} \zeta_{n}}, e^{\overline{c_{\zeta}^{n}}}\right.
\end{array}\right) .
$$

Since $\bar{c}_{n}$ goes to $\bar{c}$ as $n$ goes to $+\infty$, it follows from inequalities (3.53) to (3.55), (3.59) and (3.60) and from the expression (3.52) of $\Delta_{n}$ that

$$
\begin{equation*}
\liminf _{n \rightarrow+\infty} \Delta_{n} \geq \varepsilon_{\text {dissip }} . \tag{3.61}
\end{equation*}
$$

According to the definition (3.51) of $\Delta_{n}$, for every positive integer $n$,

$$
\hat{E}_{c_{0}}\left(t_{0}\right)-\hat{E}_{\bar{c}_{n}}\left(t_{n}\right)=\sum_{k=0}^{n-1} \Delta_{k},
$$

so that, according to inequality (3.61),

$$
\begin{equation*}
\hat{E}_{\bar{c}_{n}}\left(t_{n}\right) \rightarrow-\infty \quad \text { as } \quad n \rightarrow+\infty . \tag{3.62}
\end{equation*}
$$

On the other hand, for every speed $c$ in $\left[c_{0}, c_{\text {decay }}\right]$ and for every nonnegative time $t$, it follows from inequality (3.12) that

$$
\begin{aligned}
\hat{E}_{c}(t) & \geq-\frac{\left|V_{\min }\right|}{c} e^{-c\left(\hat{\xi}_{c}(t)-\bar{\xi}_{c}(t)\right)} \\
& \geq-\frac{\left|V_{\min }\right|}{c}
\end{aligned}
$$

a contradiction with the limit (3.62). Proposition 3.17 is proved.
Remark. In the proof above, inequality (3.58) is intimately related to the choice of the "dissipation interval" (namely $\left[t_{n+1}-T, t_{n+1}\right]$, rather than, say $\left[t_{n}, t_{n}+T\right]$ ), and is the reason for the choice of the integration interval $[t-T, t]$ (rather than, say, $[t, t+T]$ ) in inequality (3.48) of Proposition 3.17.

### 3.10. Convergence and proof of Theorem 1

Let $\delta_{\text {loc-man }}(\bar{c})$ denote a positive quantity, small enough so that the "local steep stable manifold" Proposition 1.5 holds for $e$ equal to $0_{\mathbb{R}^{d}}$ and $c$ equal to $\bar{c}$ and $\delta$ equal to $\delta_{\text {loc-man }}(\bar{c})$. Let us assume in addition that $\delta_{\text {loc-man }}(\bar{c})$ is smaller than or equal to the quantity $\delta_{\text {Hess }}\left(c_{0}\right)$ defined in subsection 3.5. For every nonnegative time $t$, let us consider the set $\Sigma_{\text {far }, \delta_{\text {loc-man }}(\bar{c})}(t)$ (see definition (3.7)). For the same reasons as for the set $\Sigma_{\text {far }, \delta_{\text {Hess }}(\bar{c})}(t)$ (see the beginning of subsection 3.5), this set $\Sigma_{\text {far, } \delta_{\text {loc-man }}(\bar{c})}(t)$ is altogether nonempty and bounded from above; let $\tilde{x}(t)$ denote its supremum and let us write (for a positive quantity $c$ )

$$
\tilde{\xi}_{c}(t)=\tilde{x}(t)-c t
$$

see figure 3.2. According to these definitions,

$$
\begin{equation*}
\bar{x}(t) \leq \hat{x}(t) \leq \tilde{x}(t)<+\infty \quad \text { and } \quad \bar{\xi}_{c}(t) \leq \hat{\xi}_{c}(t) \leq \tilde{\xi}_{c}(t)<+\infty \tag{3.63}
\end{equation*}
$$

and

$$
\begin{equation*}
|u(\tilde{x}(t), t)|=\delta_{\text {loc-man }}(\bar{c}) . \tag{3.64}
\end{equation*}
$$

Remark. According to Proposition A.3, it turns out that the quantity $\delta_{\text {loc-man }}(\bar{c})$ could actually be chosen equal to the quantity $\delta_{\text {Hess }}\left(c_{0}\right)$ introduced in subsection 3.5 ; with such a choice, the invasion points $\tilde{x}(t)$ and $\tilde{\xi}_{c}(t)$ would not differ from $\hat{x}(t)$ and from $\hat{\xi}_{c}(t)$, respectively. However, this would not significantly simplify the remaining part of the proof; for that reason, this remaining part will be presented for a quantity $\delta_{\text {loc-man }}(\bar{c})$ not necessarily equal to $\delta_{\text {Hess }}\left(c_{0}\right)$, in other words without calling upon the conclusions of Proposition A.3.

Let us recall the notation $\mathcal{U}_{\text {pushed-front, }} 0_{\mathbb{R}^{d}}, \delta_{\text {loc-man }}(\bar{c}), \bar{c}$ introduced in (1.16), and, for every $w$ in $\partial B_{\mathbb{R}^{d}}\left(0_{\mathbb{R}^{d}}, \delta_{\text {loc-man }}(\bar{c})\right)$, the notation $\phi_{\bar{c}, w}$ introduced in (1.15).

Lemma 3.18 (invasion through profiled of pushed fronts, 1). The following conclusions hold:

1. $\lim \sup _{t \rightarrow+\infty} u(\tilde{x}(t), t) \cdot u_{x}(\tilde{x}(t), t)<0$.
2. the set $\mathcal{U}_{\text {pushed-front }, 0_{\mathbb{R}^{d}}, \delta_{\text {loc-man }}(\bar{c}), \bar{c}}$ is nonempty;
3. the following limits hold as $t$ goes to $+\infty$ :
a) $\operatorname{dist}\left(u(\tilde{x}(t), t), \mathcal{U}_{\text {pushed-front, }} 0_{\mathbb{R}^{d}}, \delta_{\text {loc-man }}(\bar{c}), \bar{c}\right) \rightarrow 0$;
b) $u_{t}(\tilde{x}(t), t)+\bar{c} u_{x}(\tilde{x}(t), t) \rightarrow 0$;
c) for every positive quantity $L$,

$$
\sup _{y \in[-L,+\infty)}\left|u(\tilde{x}(t)+y, t)-\phi_{\bar{c}, u(\tilde{x}(t), t)}(y)\right| \rightarrow 0
$$

The proof calls upon some properties of the profiles of pushed travelling waves invading a critical point, namely Lemmas A. 1 and A. 2 stated in the next appendix A.

Proof. Let us proceed by contradiction and assume that at least one of the conclusions of this lemma does not hold. Then, there exists a sequence $\left(t_{n}\right)_{n \in \mathbb{N}}$ of times going to $+\infty$ such that one of the following properties hold:

A the quantity $u_{t}\left(\tilde{x}\left(t_{n}\right), t_{n}\right)+\bar{c} u_{x}\left(\tilde{x}\left(t_{n}\right), t_{n}\right)$ does not go to 0 as $n$ goes to $+\infty$;
B or, either the set $\mathcal{U}_{\text {pushed-front, }} 0_{\mathbb{R}^{d}}, \delta_{\text {loc-man }}(\bar{c}), \bar{c}$ is empty or, if it is nonempty, the distance $\operatorname{dist}\left(u\left(\tilde{x}\left(t_{n}\right), t_{n}\right), \mathcal{U}_{\text {pushed-front, }} 0_{\mathbb{R}^{d}}, \delta_{\text {loc-man }}(\bar{c}), \bar{c}\right)$ does not go to 0 as $n$ goes to $+\infty$;

C or the quantity $\limsup _{n \rightarrow+\infty} u\left(\tilde{x}\left(t_{n}\right), t_{n}\right) \cdot u_{x}\left(\tilde{x}\left(t_{n}\right), t_{n}\right)$ is nonnegative;
D or there exists a positive quantity $L_{0}$ such that the quantity

$$
\sup _{y \in\left[-L_{0},+\infty\right)}\left|u\left(\tilde{x}\left(t_{n}\right)+y, t_{n}\right)-\phi_{\bar{c}, u\left(\tilde{x}\left(t_{n}\right), t_{n}\right)}(y)\right|
$$

does not go to 0 as $n$ goes to $+\infty$.
By compactness (Lemma 2.2), up to replacing the sequence $\left(t_{n}\right)_{n \in \mathbb{N}}$ by a subsequence, there exists an entire solution $u_{\infty}$ of system (1.1) such that, with the notation of subsection 2.2,

$$
\begin{equation*}
D^{2,1} u\left(\tilde{x}\left(t_{n}\right)+\cdot, t_{n}+\cdot\right) \rightarrow D^{2,1} u_{\infty} \quad \text { as } \quad n \rightarrow+\infty \tag{3.65}
\end{equation*}
$$

uniformly on compact subsets of $\mathbb{R}^{2}$. Let $T$ denote a positive quantity, and let us consider the quantity $\mathcal{I}_{n}$ defined as

$$
\mathcal{I}_{n}=\int_{t_{n}-T}^{t_{n}} D_{\bar{c}}\left(\hat{\xi}_{\bar{c}}\left(t_{n}\right), t\right) d t
$$

According to Proposition 3.17, this quantity $\mathcal{I}_{n}$ goes to 0 as $n$ goes to $+\infty$. Observe that

$$
\begin{aligned}
\mathcal{I}_{n} & =\int_{t_{n}-T}^{t_{n}} e^{-\bar{c} \hat{\xi}_{\bar{c}}\left(t_{n}\right)} D_{\bar{c}}(t) d t \\
& =\int_{t_{n}-T}^{t_{n}} e^{-\bar{c} \hat{\xi}_{\bar{c}}\left(t_{n}\right)}\left(\int_{\mathbb{R}} e^{\bar{c}(x-\bar{c} t)}\left(u_{t}+\bar{c} u_{x}\right)^{2}(x, t) d x\right) d t
\end{aligned}
$$

so that, substituting $t$ with $t_{n}+s$ and $x$ with $\tilde{x}\left(t_{n}\right)+y$,

$$
\mathcal{I}_{n}=\int_{-T}^{0} e^{\bar{c}\left(\tilde{x}\left(t_{n}\right)-\bar{c} t_{n}-\hat{\xi}_{\bar{c}}\left(t_{n}\right)-\bar{c} s\right)}\left(\int_{\mathbb{R}} e^{\bar{c} y}\left(u_{t}+\bar{c} u_{x}\right)^{2}\left(\tilde{x}\left(t_{n}\right)+y, t_{n}+s\right) d y\right) d s
$$

According to inequality (3.63),

$$
\tilde{x}\left(t_{n}\right)-\bar{c} t_{n}-\hat{\xi}_{\bar{c}}\left(t_{n}\right)=\tilde{\xi}_{\bar{c}}\left(t_{n}\right)-\hat{\xi}_{\bar{c}}\left(t_{n}\right) \geq 0
$$

and the term $-\bar{c}^{2} s$ in the argument of the exponential factor is nonnegative for $s$ in $[-T, 0]$; it follows that

$$
\mathcal{I}_{n} \geq \int_{-T}^{0}\left(\int_{\mathbb{R}} e^{\bar{c} y}\left(u_{t}+\bar{c} u_{x}\right)^{2}\left(\tilde{x}\left(t_{n}\right)+y, t_{n}+s\right) d y\right) d s
$$

Let $L$ denote a positive quantity, and let us consider the integrals

$$
\begin{aligned}
\mathcal{J}_{n} & =\int_{-T}^{0}\left(\int_{-L}^{L}\left(u_{t}+\bar{c} u_{x}\right)^{2}\left(\tilde{x}\left(t_{n}\right)+y, t_{n}+s\right) d y\right) d s, \\
\text { and } \quad \mathcal{J}_{\infty} & =\int_{-T}^{0}\left(\int_{-L}^{L}\left(\partial_{t} u_{\infty}(y, s)+\bar{c} \partial_{x} u_{\infty}(y, s)\right)^{2} d y\right) d s .
\end{aligned}
$$

It follows from the previous inequality that

$$
\mathcal{I}_{n} \geq e^{-\bar{c} L} \mathcal{J}_{n}
$$

and since $\mathcal{I}_{n}$ goes to 0 as $n$ goes to $+\infty$, the same must therefore be true for the nonnegative quantity $\mathcal{J}_{n}$. On the other hand, it follows from the convergence (3.65) that $\mathcal{J}_{n}$ goes to $\mathcal{J}_{\infty}$ as $n$ goes to $+\infty$. It follows that $\mathcal{J}_{\infty}$ must be equal to 0 , and since the positive quantity $L$ was any, it follows that the function $\partial_{t} u_{\infty}+\bar{c} \partial_{x} u_{\infty}$ is identically equal to $0_{\mathbb{R}^{d}}$ on $\mathbb{R} \times[0,+\infty)$, thus in particular on $\mathbb{R} \times\{0\}$. In view of the convergence (3.65), it follows that the property A above cannot hold.

Let us consider the function $\phi_{\infty}: \mathbb{R} \rightarrow \mathbb{R}^{d}$ defined as

$$
\phi_{\infty}(\xi)=u_{\infty}(\xi, 0), \quad \text { for all } \quad \xi \text { in } \mathbb{R} .
$$

Then, since $u_{\infty}$ is a solution of the parabolic system (1.1), it follows that $\phi_{\infty}$ is a solution of the differential systems (1.4) and (1.5) (for $c$ equal to $\bar{c}$ ) governing the profiles of waves travelling at the speed $\bar{c}$. In addition, since according to inequalities $(3.63) \tilde{x}(t)$ is greater than or equal to $\hat{x}(t)$, it follows from conclusion (3.45) of Corollary 3.15 that the quantity

$$
\begin{equation*}
\int_{0}^{+\infty} e^{c^{*} y}\left(u^{2}+u_{x}^{2}\right)\left(\tilde{x}\left(t_{n}\right)+y, t_{n}\right) d y \tag{3.66}
\end{equation*}
$$

is bounded, uniformly with respect to $n$; thus, according to Fatou Lemma, it follows from the convergence (3.65) that $\phi_{\infty}$ must belong to the space $H_{c^{*}}^{1}\left(\mathbb{R}, \mathbb{R}^{d}\right)$. Thus, according to conclusion 1 of Lemma 2.4, the following limit holds:

$$
\begin{equation*}
\phi_{\infty}(\xi)=o\left(e^{-\frac{1}{2} c^{*} \xi}\right) \quad \text { as } \quad \xi \rightarrow+\infty . \tag{3.67}
\end{equation*}
$$

This shows that $\phi_{\infty}$ is the profile of a pushed travelling wave invading $0_{\mathbb{R}^{d}}$ (Definition 1.4). And, since according to equality (3.64) $\left|\phi_{\infty}(0)\right|$ is equal to $\delta_{\text {loc-man }}(\bar{c})$, it follows that

$$
\phi_{\infty}=\phi_{\bar{c}, \phi_{\infty}(0)}=\phi_{\bar{c}, u_{\infty}(0,0)} \quad(\text { notation (1.15)) }) .
$$

Finally, since according to the bound (3.6) $\phi_{\infty}(\xi)$ is bounded, uniformly with respect to $\xi$, it follows from conclusion 1 of Lemma A. 1 that $\phi_{\infty}$ must be the profile of a pushed front
invading $0_{\mathbb{R}^{d}}$ at the speed $\bar{c}$. And since according to equality (3.64) the quantity $\left|\phi_{\infty}(0)\right|$ is equal to $\delta_{\text {loc-man }}(\bar{c})$, the vector $\phi_{\infty}(0)$ must belong to the set $\mathcal{U}_{\text {pushed-front }, 0_{\mathbb{R}} d, \delta_{\text {loc-man }}(\bar{c}, \bar{c}}$, which is therefore nonempty. In view of the convergence (3.65), this shows that the property B above cannot hold. In addition, since according to conclusion 2 of Lemma A. 1 (applied with $\delta$ equal to $\delta_{\text {Hess }}\left(c_{0}\right)$ and $c$ equal to $\bar{c}$ ) the scalar product $\phi_{\infty}(0) \cdot \phi_{\infty}^{\prime}(0)$ is negative, it follows from the convergence (3.65) that the property C above cannot hold either.

It remains to derive a contradiction from property D. Observe that, since $u\left(\tilde{x}\left(t_{n}\right), t_{n}\right)$ goes to $u_{\infty}(0,0)$ as $n$ goes to $+\infty$, according to the continuity of the solutions of the differential systems (1.4) and (1.5) with respect to initial conditions,

$$
\phi_{\bar{c}, u\left(\tilde{x}\left(t_{n}\right), t_{n}\right)}(\cdot) \rightarrow \phi_{\bar{c}, u_{\infty}(0,0)}(\cdot)=\phi_{\infty}(\cdot)=u_{\infty}(\cdot, 0),
$$

uniformly on every compact subset of $\mathbb{R}$. Thus, it follows from the convergence (3.65) that

$$
u\left(\tilde{x}\left(t_{n}\right)+\cdot, t_{n}\right)-\phi_{\bar{c}, u\left(\tilde{x}\left(t_{n}\right), t_{n}\right)}(\cdot) \rightarrow 0_{\mathbb{R}^{d}},
$$

uniformly on every compact subset of $\mathbb{R}$. Therefore, it follows from property $D$ that there must exist a sequence $\left(y_{n}\right)_{n \in \mathbb{N}}$, going to $+\infty$ as $n$ goes to $+\infty$, such that

$$
\begin{equation*}
\liminf _{n \rightarrow+\infty}\left|u\left(\tilde{x}\left(t_{n}\right)+y_{n}, t_{n}\right)-\phi_{\bar{c}, u\left(\tilde{x}\left(t_{n}\right), t_{n}\right)}\left(y_{n}\right)\right|>0 . \tag{3.68}
\end{equation*}
$$

According to the uniform convergence stated in Lemma A. 2 (for the same parameters and $\delta$ and $c$ as the ones chosen above to apply Lemma A.1),

$$
\phi_{\bar{c}, u\left(\tilde{x}\left(t_{n}\right), t_{n}\right)}\left(y_{n}\right) \rightarrow 0_{\mathbb{R}^{d}} \quad \text { as } \quad n \rightarrow+\infty ;
$$

thus, it follows from inequality (3.68) that

$$
\liminf _{n \rightarrow+\infty}\left|u\left(\tilde{x}\left(t_{n}\right)+y_{n}, t_{n}\right)\right|>0,
$$

a contradiction with the uniform bound on the quantity (3.66). Lemma 3.18 is proved.
End of the proof of Theorem 1. Let us consider the function $f: \mathbb{R} \times[0,+\infty) \rightarrow \mathbb{R}$ defined as: $f(x, t)=\frac{1}{2} u(x, t)^{2}$. Then, in view of the property (3.64), for every $(x, t)$ in $\mathbb{R} \times[0,+\infty)$,

$$
\begin{aligned}
f(\tilde{x}(t), t)=\frac{1}{2} \delta_{\text {loc-man }}(\bar{c})^{2} \quad \text { and } \quad \partial_{x} f(x, t) & =u_{x}(x, t) \cdot u(x, t), \\
\text { and } \quad \partial_{t} f(x, t) & =u_{t}(x, t) \cdot u(x, t) .
\end{aligned}
$$

It thus follows from conclusion 1 of Lemma 3.18 and from the Implicit Function Theorem that, for $t$ large enough positive, the function $t \mapsto \tilde{x}(t)$ is of class $C^{1}$ and satisfies:

$$
\begin{aligned}
\tilde{x}^{\prime}(t) & =-\frac{u_{t}(\tilde{x}(t), t) \cdot u(\tilde{x}(t), t)}{u_{x}(\tilde{x}(t), t) \cdot u(\tilde{x}(t), t)} \\
& =\bar{c}-\frac{\left(u_{t}(\tilde{x}(t), t)+\bar{c} u_{x}(\tilde{x}(t), t)\right) \cdot u(\tilde{x}(t), t)}{u_{x}(\tilde{x}(t), t) \cdot u(\tilde{x}(t), t)},
\end{aligned}
$$

and it follows from this expression, from conclusions 1 and 3b of Lemma 3.18, and from the bound (3.6) on $|u(x, t)|$ that

$$
\tilde{x}^{\prime}(t) \rightarrow \bar{c} \quad \text { as } \quad t \rightarrow+\infty
$$

In view of the property (3.64) and of the conclusions of Lemma 3.18, all the conclusions of Theorem 1 are proved.

### 3.11. Proof of Theorem 2

As in the previous subsections, let us assume that the critical point $e$ is equal to $0_{\mathbb{R}^{d}}$.
Proof of the equivalence between conditions 1 and 2 of Theorem 2. Let us assume that condition 1 of Theorem 2 holds. Since $e$ is assumed to be equal to $0_{\mathbb{R}^{d}}$, this means that there exists a quantity $c_{0}$, greater than $c_{1 \text {-max }}$, and a function $w$ in $H_{c_{0}}^{1}\left(\mathbb{R}, \mathbb{R}^{d}\right)$ such that the energy $\mathcal{E}_{c_{0}}[w]$ is negative. Let $\chi: \mathbb{R} \rightarrow \mathbb{R}$ denote a smooth cutoff function satisfying the conditions (2.25), let $x_{\text {large }}$ denote a (large) positive quantity to be chosen below, and let us consider the function $\tilde{w}$ defined as in (2.26):

$$
\tilde{w}(x)=\chi\left(x-x_{\text {large }}\right) w(x)
$$

Let us consider the solution $(x, t) \mapsto u(x, t)$ of the parabolic system (1.1) for the initial condition $u(\cdot, 0)=\tilde{w}(\cdot)$. According to the definition of $\tilde{w}$, the quantity $c_{\text {decay }}[u]$ (defined in $(1.30))$ is equal to $+\infty$. In addition, since $w$ is in $H_{c_{0}}^{1}\left(\mathbb{R}, \mathbb{R}^{d}\right)$, the quantity $\mathcal{E}_{c_{0}}[\tilde{w}]$ goes to $\mathcal{E}_{c_{0}}[w]$ as $x_{\text {large }}$ goes to $+\infty$; thus, if $x_{\text {large }}$ is large enough positive, the quantity $\mathcal{E}_{c_{0}}[\tilde{w}]$ is (also) negative, so that, in this case the variational speed $c_{\mathrm{var}}[u]$ (also defined in (1.30)) is greater than $c_{0}$. It follows that

$$
c_{1-\max }<c_{\mathrm{var}}[u]<c_{\text {decay }}[u]
$$

or in other words that the condition (1.32) of Theorem 1 holds. According to the conclusion of this theorem, the solution $u$ invades the critical point $0_{\mathbb{R}^{d}}$ through the profiles of pushed fronts, which ensures the existence of (at least) one pushed front invading $0_{\mathbb{R}^{d}}$ at the speed $c_{\operatorname{var}}[u]$ (see Definition 1.6); in other words, conclusion 2 of Theorem 2 holds.

Conversely, if conclusion 2 of Theorem 2 holds (with e equal to $0_{\mathbb{R}^{d}}$ ), then there exists a pushed front invading $0_{\mathbb{R}^{d}}$ at a speed $c$ greater than $c_{1-\max }$; let us denote by $\phi$ the profile of this pushed front. According to equality (2.9) of Proposition 2.3, for every speed $c^{\prime}$ in the interval $\left(c_{1-\max }, c\right)$, the energy $\mathcal{E}_{c^{\prime}}[\phi]$ is negative. Since $\phi$ belongs to $H_{c}^{1}\left(\mathbb{R}, \mathbb{R}^{d}\right)$, it also belongs to $H_{c^{\prime}}^{1}\left(\mathbb{R}, \mathbb{R}^{d}\right)$, thus $c^{\prime}$ belongs to the set $\mathcal{C}_{-\infty}$; this ensures that the quantity $c_{\text {nl-max }}$ is greater than or equal to $c^{\prime}$, and thus greater than $c_{1-m a x}$; in other words, condition 1 of Theorem 2 holds.

Proof of conclusion 3 of Theorem 2. Let us proceed by contradiction and assume that no pushed front invades $0_{\mathbb{R}^{d}}$ at the speed $c_{\mathrm{nl} \text {-max }}$. The proof (written above) that condition 1 (of Theorem 2) implies condition 2 that there exists a pushed front invading $e$ at a
speed arbitrarily close to $c_{\mathrm{nl}-\text { max }}$ in the interval ( $c_{\mathrm{l} 1 \text {-max }}, c_{\mathrm{nl}-\text { max }}$ ). In other words, there exists an increasing sequence $\left(c_{n}\right)_{n \in \mathbb{N}}$ of speeds in the interval ( $c_{1-m a x}, c_{\text {nl-max }}$ ), going to $c_{\mathrm{n} \text { l-max }}$ as $n$ goes to $+\infty$, such that, for every nonnegative integer $n$, there exists a pushed front invading $e$ at the speed $c_{n}$. Let $\phi_{n}$ denote the profile of this pushed front, normalized (with respect to space translations) by the condition $\left|\phi_{n}(0)\right|=\delta_{\text {Hess }}\left(c_{0}\right)$. Up to replacing the sequence $\left(\phi_{n}\right)_{n \in \mathbb{N}}$ by a subsequence, it may be assumed that the vectors $\phi_{n}(0)$ converge, as $n$ goes to $+\infty$, towards a vector $u_{\infty}$ of $\partial B_{\mathbb{R}^{d}}\left(0_{\mathbb{R}^{d}}, \delta_{\text {Hess }}\left(c_{0}\right)\right)$. As shown by Proposition A.3, the map $w_{\text {loc }, e, \delta_{\text {Hess }}\left(c_{0}\right), c_{\text {nl-max }}}^{\mathrm{Ss}}$ defining the stable manifold of $\left(e, 0_{\mathbb{R}^{d}}\right)$ for the differential system (1.5) governing the profiles of fronts travelling at the speed $c_{\mathrm{nl} \text {-max }}$ is defined on the closed ball $\bar{B}_{\mathbb{R}^{d}}\left(e, \delta_{\text {Hess }}\left(c_{0}\right)\right)$. Let $\phi_{\infty}$ denote the solution of the corresponding second order differential (1.4) (still for the speed $c_{\mathrm{n} 1 \text {-max }}$ ) for the initial condition:

$$
\left(\phi_{\infty}(0), \phi_{\infty}^{\prime}(0)\right)=\left(u_{\infty}, w_{\mathrm{loc}, e, \delta_{\mathrm{Hess}}\left(c_{0}\right), c_{\mathrm{nl}-\text { max }}^{\mathrm{ss}}}\left(u_{\infty}\right)\right) .
$$

According to this definition, $\phi_{\infty}$ is the profile of a pushed travelling wave invading $e$ at the speed $c_{\text {nl-max }}$ (Definition 1.4). In addition, since according to conclusion 1 of Lemma A. 1 the quantities $\sup _{\xi \in \mathbb{R}}\left|\phi_{n}(\xi)\right|$ are bounded from above by a quantity depending only on $V$, the solution $\phi_{\infty}$ is globally defined, and $\sup _{\xi \in \mathbb{R}}\left|\phi_{\infty}(\xi)\right|$ is bounded from above by the same quantity. In other words, $\phi_{\infty}$ is the profile of a pushed travelling front (and not only a pushed travelling wave).

Remark. For a generic potential $V$, the set of profiles of pushed travelling fronts and the set of speeds of pushed travelling fronts are discrete, [20], so that in this case, the speeds $c_{n}$ introduced in the proof above must be equal to $c_{\text {nl-max }}$ for $n$ large enough, and the last compactness argument is unnecessary.

Proof of conclusion 4 of Theorem 2. Let $\phi$ denote the profile of a pushed front invading $e$ at the speed $c_{\mathrm{nl}-\text { max }}$. It follows from equality (2.10) of Proposition 2.3 that its energy $\mathcal{E}_{c_{\mathrm{nl} 1 \text {-max }}}[\phi]$ vanishes. On the other hand, it follows from the definition of $c_{\mathrm{nl} \text {-max }}$ (Definition 1.9) and from the fact that $\mathcal{C}_{0}$ is closed (conclusion 3 of Proposition 2.6) that $c_{\mathrm{nl} \text {-max }}$ belongs to $\mathcal{C}_{0}$; according to the definition (1.25) of $\mathcal{C}_{0}, \phi$ is therefore a global minimizer of the energy $\mathcal{E}_{c_{1-\max }}[\cdot]$ in $H_{c_{\mathrm{nl}-\text { max }}}^{1}\left(\mathbb{R}, \mathbb{R}^{d}\right)$, which is the intended conclusion.

### 3.12. Proof of Corollary 1.12

Proof of Corollary 1.12. According to conclusions 2 and 3 of Proposition 2.6 and to the definition (1.28) of the quantity $c_{\mathrm{nl}-\max }$,

$$
\begin{equation*}
\left(0, c_{1-\max }\right) \subset \mathcal{C}_{-\infty} \subset\left(0, c_{\mathrm{nl}-\max }\right) \tag{3.69}
\end{equation*}
$$

and these inclusions show that, if $c_{\mathrm{n} 1 \text {-max }}$ is equal to (that is, not larger than) $c_{1 \text {-max }}$, then conclusion (1.33) of Corollary 1.12 holds.

Let us assume that the converse holds, or in other words let us assume that $c_{\mathrm{nl} \text {-max }}$ is larger than $c_{1 \text {-max }}$. In this case, conclusion 3 of Theorem 2 states that there exists a pushed front invading $e$ at the speed $c_{\mathrm{nl} \text {-max }}$. Let us denote by $\phi$ the profile of this pushed front. According to equality (2.9) of Proposition 2.3 (see figure 2.1), for every $c$ in
$\left(0, c_{\text {nl-max }}\right)$, the energy $\mathcal{E}_{c}[\phi]$ is negative; this shows that the whole interval $\left(0, c_{\mathrm{nl} \text {-max }}\right)$ is included in $\mathcal{C}_{-\infty}$, and in view of the inclusions (3.69), conclusion (1.33) of Corollary 1.12 again holds.

Still in this case where $c_{\text {nl-max }}$ is larger than $c_{1-m a x}$, it follows from equality (2.10) of Proposition 2.3 that the energy $\mathcal{E}_{c_{\mathrm{nl}-\max }}[\phi]$ vanishes. This shows that $c_{\mathrm{nl} \text {-max }}$ cannot be equal to $c_{\text {quad-hull }}$, or else conclusion 1 of Lemma 2.5 would ensure that the same energy is positive, a contradiction. In view of the second inequality of (1.29), conclusion (1.34) of Corollary 1.12 is proved.

According to conclusion 4 of Theorem 2, for $c$ equals $c_{\text {nl-max }}$ there exists at least one global minimizer of $\mathcal{E}_{c}[\cdot]$ in $H_{c}^{1}\left(\mathbb{R}, \mathbb{R}^{d}\right)$ which is not identically equal to $0_{\mathbb{R}^{d}}$. According to the definition of $\mathcal{C}_{-\infty}$, such a global minimizer does not exist for $c$ in $\left(-\infty, c_{\mathrm{nl}-\max }\right)$. To complete the proof, let us proceed by contradiction and assume that a global minimizer of $\mathcal{E}_{c}[\cdot]$ in $H_{c}^{1}\left(\mathbb{R}, \mathbb{R}^{d}\right)$, not identically equal to $0_{\mathbb{R}^{d}}$, exists for some $c$ in $\left(c_{\text {nl-max }},+\infty\right)$. It follows from Proposition 1.8 that this minimizer must be the profile of a travelling wave invading $e$ at the speed $c$ (and, since this profile is in $H_{c}^{1}\left(\mathbb{R}, \mathbb{R}^{d}\right)$, a pushed travelling wave). In addition, it follows from the coercivity assumption $\left(\mathrm{H}_{\text {coerc }}\right)$ that this profile must be bounded, it is therefore the profile of a pushed travelling front; and again according to equality (2.9) of Proposition 2.3, it follows that the whole interval $(0, c)$ must be in $\mathcal{C}_{-\infty}$, a contradiction with the definition of $c_{\text {nl-max }}$. Corollary 1.12 is proved.

## A. Some properties of the profiles of pushed travelling waves invading a critical point

As in the previous sections, let us consider a potential $V$ in $\mathcal{C}^{2}\left(\mathbb{R}^{d}, \mathbb{R}\right)$ and a critical point $e$ of $V$, and let us assume that assumptions $\left(\mathrm{H}_{\text {coerc }}\right)$ and $\left(\mathrm{H}_{\text {crit }, e}\right)$ (stated in subsections 1.1 and 1.2) hold (in this appendix it will not be assumed that e equals $0_{\mathbb{R}^{d}}$ ). As in the notation (1.8) let us denote by $\mu_{1}$ the least eigenvalue of $D^{2} V(e)$, and as in (1.12) let us denote by $c_{1-m a x}$ the maximal linear invasion speed of $e$. Let us recall the notation $\mathcal{E}_{c}[\cdot]$ introduced in (1.22), the notation $H_{c}^{1}\left(\mathbb{R}, \mathbb{R}^{d}\right)$ introduced in (1.20), and the notation $\mu_{\text {quad-hull }}$ and $c_{\text {quad-hull }}$ introduced in sub-subsection 1.6.2. As in subsection 3.1 , let us consider a positive quantity $c_{0}$ and a negative quantity $\mu_{0}$ related by

$$
\begin{equation*}
c_{0}=2 \sqrt{-\mu_{0}} \Longleftrightarrow \mu_{0}=-\frac{c_{0}^{2}}{4} \tag{A.1}
\end{equation*}
$$

and let us assume that

$$
\begin{equation*}
c_{1 \text {-max }}<c_{0}<c_{\text {quad-hull }}, \quad \text { or equivalently } \quad \mu_{\text {quad-hull }}<\mu_{0}<\mu_{1} \tag{A.2}
\end{equation*}
$$

see figure 1.2 on page 4 . According to this assumption the quantity $\delta_{\text {Hess }}\left(c_{0}\right)$ can be defined exactly as in subsection 3.5 , so that, for every $w$ in $\bar{B}_{\mathbb{R}^{d}}\left(e, \delta_{\text {Hess }}\left(c_{0}\right)\right)$,

$$
\begin{equation*}
\sigma\left(D^{2} V(w)\right) \subset\left[\mu_{0},+\infty\right) \tag{A.3}
\end{equation*}
$$

see figure 3.2. Finally, let us consider a speed $c$ greater than $c_{0}$, and let us consider the differential systems (1.4) and (1.5) governing the profiles $\xi \mapsto \phi(\xi)$ of waves travelling at
the speed $c$ for the parabolic system (1.1):

$$
\begin{equation*}
\phi^{\prime \prime}=-c \phi^{\prime}+\nabla V(\phi), \quad \text { or equivalently } \quad\binom{\phi^{\prime}}{\psi^{\prime}}=\binom{\psi}{-c \psi+\nabla V(\phi)} \tag{A.4}
\end{equation*}
$$

## A.1. Asymptotics at the two ends of space

Let $\xi \mapsto \phi(\xi)$ denote a solution of the differential system (A.4), defined on a maximal interval $\left(\xi_{-},+\infty\right)$ (for same quantity $\xi_{-}$in $\{-\infty\} \cup \mathbb{R}$ ) and satisfying the following properties:

$$
\phi(\xi) \underset{\xi \rightarrow+\infty}{ } e \quad \text { and } \quad \phi \not \equiv e
$$

Lemma A. 1 (asymptotics at the two ends of space). The following statements hold.

1. If $\phi(\cdot)$ is bounded on $\left(\xi_{-},+\infty\right)$, then $\xi_{-}$equals $-\infty$, the quantity $\sup _{\xi \in \mathbb{R}}|\phi(\xi)|$ is bounded from above by a quantity depending only on $V$, and there exists a negative quantity $V_{-\infty}$ such that the following limits hold as $\xi$ goes to $-\infty$ :

$$
\phi^{\prime}(\xi) \rightarrow 0 \quad \text { and } \quad \operatorname{dist}\left(\phi(\xi), \Sigma_{\text {crit }}(V) \cap V^{-1}\left(\left\{V_{-\infty}\right\}\right)\right) \rightarrow 0
$$

2. If $\phi$ is the profile of a pushed travelling wave (Definition 1.4), then there exists a unique quantity $\hat{\xi}$ in $\left(\xi_{-},+\infty\right)$ such that

$$
\begin{equation*}
|\phi(\hat{\xi})-e|=\delta_{\mathrm{Hess}}\left(c_{0}\right), \tag{A.5}
\end{equation*}
$$

and such that, for every $\xi$ in $(\hat{\xi},+\infty)$,

$$
\begin{equation*}
|\phi(\xi)-e|<\delta_{\mathrm{Hess}}\left(c_{0}\right) \quad \text { and } \quad(\phi(\xi)-e) \cdot \phi^{\prime}(\xi)<0 . \tag{A.6}
\end{equation*}
$$

Proof. The proof of statement 1 is identical to the proof of the last statement of [39, Lemma 9] (see also the proof of [40, statement 6 of Lemma 7.1]). Let us prove statement 2. For $\xi$ in $\left(\xi_{-},+\infty\right)$, let us consider the quantity $q(\xi)$ defined as

$$
q(\xi)=\frac{1}{2}(\phi(\xi)-e)^{2}
$$

Thus, for every $\xi$ in $\left(\xi_{-},+\infty\right)$,

$$
q^{\prime}(\xi)=(\phi(\xi)-e) \cdot \phi^{\prime}(\xi) \quad \text { and } \quad q^{\prime \prime}(\xi)+c q^{\prime}(\xi)=\phi^{\prime}(\xi)^{2}+(\phi(\xi)-e) \cdot \nabla V(\phi \xi)
$$

In accordance with the notation introduced in (3.7), let us consider the set

$$
\Sigma_{\mathrm{far}, \delta_{\mathrm{Hess}}\left(c_{0}\right)}=\left\{\xi \in\left(\xi_{-},+\infty\right):|\phi(\xi)-e|>\delta_{\mathrm{Hess}}\left(c_{0}\right)\right\}
$$

If this set is empty, then $\phi$ is bounded, and as a consequence $\xi_{-}$is equal to $-\infty$. If it is nonempty, let us consider the quantity

$$
\hat{\xi}=\sup \left(\Sigma_{\mathrm{far}, \delta_{\text {Hess }}\left(c_{0}\right)}\right),
$$

and let us consider the interval $I_{\text {close, } \delta_{\text {Hess }}\left(c_{0}\right)}$ defined as

$$
I_{\text {close }, \delta_{\mathrm{Hess}}\left(c_{0}\right)}=\left\{\begin{aligned}
\mathbb{R} & \text { if } \Sigma_{\mathrm{far}, \delta_{\mathrm{Hess}}\left(c_{0}\right)} \text { is empty } \\
{[\hat{\xi},+\infty) } & \text { if } \Sigma_{\mathrm{far}, \delta_{\mathrm{Hess}}\left(c_{0}\right)} \text { is nonempty. }
\end{aligned}\right.
$$

It follows from the inclusion (A.3) that, for every $\xi$ in $I_{\text {close }, \delta_{\text {Hess }}\left(c_{0}\right)}$,

$$
q^{\prime \prime}(\xi)+c q^{\prime}(\xi) \geq \phi^{\prime}(\xi)^{2}+\mu_{0}(\phi(\xi)-e)^{2}
$$

or, equivalently,

$$
\frac{d}{d \xi}\left(e^{c \xi} q^{\prime}(\xi)\right) \geq e^{c \xi}\left(\phi^{\prime}(\xi)^{2}-\left|\mu_{0}\right|(\phi(\xi)-e)^{2}\right)
$$

Since $\phi$ is assumed to be the profile of a pushed travelling wave (Definition 1.4), it follows that, for every $\xi_{0}$ in $I_{\text {close }, ~} \delta_{\text {Hess }}\left(c_{0}\right)$,

$$
-e^{c \xi_{0}} q^{\prime}\left(\xi_{0}\right) \geq \int_{\xi_{0}}^{+\infty} e^{c \xi}\left(\phi^{\prime}(\xi)^{2}-\left|\mu_{0}\right|(\phi(\xi)-e)^{2}\right) d \xi
$$

and it follows to Poincaré inequality (2.13) applied to the function $\phi(\cdot)-e$ that

$$
-e^{c \xi_{0}} q^{\prime}\left(\xi_{0}\right) \geq 2\left(\frac{c^{2}}{4}-\left|\mu_{0}\right|\right) \int_{\xi_{0}}^{+\infty} e^{c \xi} q(\xi) d \xi
$$

so that

$$
q^{\prime}\left(\xi_{0}\right) \leq-2\left(\frac{c^{2}}{4}-\left|\mu_{0}\right|\right) \int_{0}^{+\infty} e^{c \zeta} q\left(\xi_{0}+\zeta\right) d \zeta
$$

and since $c$ is assumed to be greater than the quantity $c_{0}$ introduced in (A.1), it follows that $q^{\prime}\left(\xi_{0}\right)$ is negative, so that $q(\cdot)$ is strictly decreasing on $I_{\text {close, } \delta_{\text {Hess }}\left(c_{0}\right) \text {. If in addition }}$ the set $\Sigma_{\text {far, }} \delta_{\text {Hess }}\left(c_{0}\right)$ is empty, then $q(\xi)$ must go to some finite positive limit $q_{-\infty}$ as $\xi$ goes to $-\infty$, and it would follow from the previous inequality that

$$
\limsup _{\xi \rightarrow-\infty} q^{\prime}(\xi) \leq-2\left(\frac{c^{2}}{4}-\left|\mu_{0}\right|\right) \frac{q_{-\infty}}{c}<0
$$

a contradiction. Thus the set $\Sigma_{\text {far, }, \delta_{\text {Hess }}\left(c_{0}\right)}$ is nonempty, equality (A.5) follows from the definition of $\hat{\xi}$, and inequalities (A.6) from the fact that $q(\cdot)$ is strictly decreasing on $[\hat{\xi},+\infty)$. Statement 2 is proved.

## A.2. Uniform convergence at the right end of space

Let us keep the notation and assumptions introduced at the beginning of appendix A, and let us consider a positive quantity $\delta$, smaller than or equal to $\delta_{\text {Hess }}\left(c_{0}\right)$, such that the conclusions of Proposition 1.5 (local steep stable manifold) hold. The following lemma calls upon the notation $\phi_{c, u}(\cdot)$ introduced in (1.15).
Lemma A. 2 (uniform convergence at the right end of space). The convergence

$$
\begin{equation*}
\phi_{c, u}(\xi) \rightarrow e \quad \text { as } \quad \xi \rightarrow+\infty \tag{A.7}
\end{equation*}
$$

is uniform with respect to $u$ in $\partial B_{\mathbb{R}^{d}}(e, \delta)$.
Proof. For every $u$ in $\partial B_{\mathbb{R}^{d}}(e, \delta)$, the limit (A.7) follows from the definition (1.15) of $\phi_{c, u}$ (the only thing to prove is that this convergence is uniform). As a consequence, for every positive quantity $\varepsilon$, there exists a positive time $\xi(u, \varepsilon)$ such that $\left|\phi_{c, u}(\xi(u, \varepsilon))\right|$ is smaller than $\varepsilon / 2$. Thus, by continuity of the solutions of system (A.4) with respect to initial conditions, there exists an open neighbourhood $\nu(u, \varepsilon)$ of $u$ in $\partial B_{\mathbb{R}^{d}}(e, \delta)$ such that, for every $u^{\prime}$ in $\nu(u, \varepsilon)$,

$$
\left|\phi_{c, u^{\prime}}(\xi(u, \varepsilon))-e\right|<\varepsilon .
$$

Since this set $\partial B_{\mathbb{R}^{d}}(e, \delta)$ is compact, there exist a finite set $\left\{u_{1}, \ldots, u_{n}\right\}$ of points of this set such that

$$
\partial B_{\mathbb{R}^{d}}(e, \delta) \subset \bigcup_{i=1}^{n} \nu\left(u_{i}, \varepsilon\right) .
$$

According to statement 2 of Lemma A. 1 above, for every $u$ in $\partial B_{\mathbb{R}^{d}}(e, \delta)$, the function $\xi \mapsto\left|\phi_{c, u}(\xi)-e\right|$ is decreasing on $[0,+\infty)$. It follows that, for every time $\xi$ greater than $\max \left(\xi\left(u_{1}, \varepsilon\right), \ldots, \xi\left(u_{n}, \varepsilon\right)\right)$, and for every $u$ in $\partial B_{\mathbb{R}^{d}}(e, \delta)$,

$$
\left|\phi_{c, u}(\xi)-e\right|<\varepsilon,
$$

which is the intended conclusion.

## A.3. Extension of the local steep stable manifold until the radius $\delta_{\text {Hess }}\left(c_{0}\right)$

Following the notation of sub-subsection 1.3.6, let us consider the set $W_{\text {loc }, e, \delta_{\text {Hess }}\left(c_{0}\right), c}^{\mathrm{ss}}$ defined as
$W_{\text {loc }, e, \delta_{\text {Hess }}\left(c_{0}\right), c}^{\mathrm{ss}}=\left\{\left(\phi_{0}, \psi_{0}\right) \in \mathbb{R}^{d} \times \mathbb{R}^{d}\right.$ : the solution $\xi \mapsto \phi(\xi)$ of the
differential system (A.4) with initial condition $\left(\phi(0), \phi^{\prime}(0)\right)=\left(\phi_{0}, \psi_{0}\right)$ satisfies:

$$
\left.|\phi(\xi)-e| \leq \delta_{\text {Hess }}\left(c_{0}\right) \text { for all } \xi \text { in }[0,+\infty) \text { and } \phi(\xi)-e=o_{\xi \rightarrow+\infty}\left(e^{-\frac{1}{2} c \xi}\right)\right\} .
$$

The following proposition is the analogue [39, Lemma 10]. The proof is similar, however, for sake of completeness and since the context and the notation significantly differ, a comprehensive proof is provided below. Concerning the proof of the main result provided in section 3, this Proposition A. 3 shows that the quantity $\delta_{\text {loc-man }}(\bar{c})$ introduced in
subsection 3.10 could actually be chosen equal to the quantity $\delta_{\text {Hess }}\left(c_{0}\right)$ introduced in subsection 3.5 (allowing a slightly simpler presentation without any significant benefit), see the remark following the notation (3.64).

Proposition A. 3 (extension of the local steep stable manifold until the radius $\delta_{\text {Hess }}\left(c_{0}\right)$ ). The set $W_{\text {loc }, e, \delta_{\text {Hess }}\left(c_{0}\right), c}^{\text {ss }}$ is the graph of a $\mathcal{C}^{1}-$ map: $\bar{B}_{\mathbb{R}^{d}}\left(e, \delta_{\mathrm{Hess}}\left(c_{0}\right)\right) \rightarrow \mathbb{R}^{d}$.

In other words, for $c$ greater than $c_{0}$, the conclusions of Proposition 1.5 (defining the local steep stable manifold of $e$ ) hold for a parameter $\delta$ equal to $\delta_{\text {Hess }}\left(c_{0}\right)$.

The proof of this Proposition A. 3 will follow from the next two lemmas. Let us consider the projectors

$$
\begin{equation*}
\pi_{1}: \mathbb{R}^{d} \times \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}, \quad(u, v) \mapsto u \quad \text { and } \quad \pi_{2}: \mathbb{R}^{d} \times \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}, \quad(u, v) \mapsto v \tag{A.8}
\end{equation*}
$$

and the map

$$
\pi_{1, \mathrm{res}}: W_{\mathrm{loc}, e, \delta_{\mathrm{Hess}}\left(c_{0}\right), c}^{\mathrm{ss}} \rightarrow \bar{B}_{\mathbb{R}^{d}}\left(e, \delta_{\mathrm{Hess}}\left(c_{0}\right)\right)
$$

defined as the restriction of $\pi_{1}$ to the departure set $W_{\text {loc }, e, \delta_{\text {Hess }}\left(c_{0}\right), c}$ and the arrival set $\bar{B}_{\mathbb{R}^{d}}\left(e, \delta_{\mathrm{Hess}}\left(c_{0}\right)\right)$.

Lemma A. 4 (surjectivity). The map $\pi_{1, \text { res }}$ is surjective.
Proof. For every $u$ in $\partial B_{\mathbb{R}^{d}}(e, \delta)$, it follows from statement 2 of Lemma A. 1 that there exists a negative quantity $\hat{\xi}_{u}$ such that the function

$$
\xi \mapsto\left|\phi_{c, u}(\xi)-e\right|
$$

defines a a one-to-one correspondence between the interval $\left[\hat{\xi}_{u},+\infty\right)$ and the interval $\left(0, \delta_{\text {Hess }}\left(c_{0}\right)\right]$, see figure A.1. Let


Figure A.1: One-to-one correspondence $\xi \mapsto\left|\phi_{c, u}(\xi)\right|$ and inverse correspondence $r \mapsto$ $\xi_{u}(r)$.

$$
\left(0, \delta_{\mathrm{Hess}}\left(c_{0}\right)\right] \rightarrow\left[\hat{\xi}_{u},+\infty\right), \quad r \mapsto \xi_{u}(r)
$$

denote the inverse correspondence. Then, for every $r$ in $\left(0, \delta_{\text {Hess }}\left(c_{0}\right)\right]$,

$$
\left(\phi_{c, u}\left(\xi_{u}(r)\right), \phi_{c, u}^{\prime}\left(\xi_{u}(r)\right)\right) \in W_{\mathrm{loc}, e, \delta_{\mathrm{Hess}}\left(c_{0}\right), c}^{\mathrm{ss}}
$$

so that

$$
\phi_{c, u}\left(\xi_{u}(r)\right) \in \pi_{1, \text { res }}\left(W_{\text {loc }, e, \delta_{\text {Hess }}\left(c_{0}\right), c}^{\mathrm{ss}}\right) .
$$

Let us consider the one-parameter family $\left(h_{r}\right)_{r \in\left[\delta, \delta_{\text {Hess }}\left(c_{0}\right)\right]}$ of maps from $\mathbb{S}^{d-1}$ to $\mathbb{S}^{d-1}$ defined as

$$
h_{r}(v)=\frac{1}{r}\left(\phi_{c, \delta v}\left(\xi_{\delta v}(r)\right)-e\right) .
$$

For every $v$ in $\mathbb{S}^{d-1}$, the quantity $\xi_{\delta v}(\delta)$ is equal to 0 , so that $\phi_{c, \delta v}\left(\xi_{\delta v}(r)\right)$ is equal to $\delta v$, and as a consequence $h_{\delta}(v)$ is equal to $v$. Thus $h_{\delta}$ is the identity of $\mathbb{S}^{d-1}$, so that, for every $r$ in $\left[\delta, \delta_{\text {Hess }}\left(c_{0}\right)\right], h_{r}$ is isotopic to the identity of $\mathbb{S}^{d-1}$, thus surjective (for topological reasons there is no retraction of $\mathbb{S}^{d-1}$ to a point, and the property " $h_{r}$ non surjective" would lead to the existence of such a retraction). This shows that, for every $r$ in $\left[\delta, \delta_{\text {Hess }}\left(c_{0}\right)\right]$, the set $\partial B_{\mathbb{R}^{d}}(e, r)$ belongs to the image of $\pi_{1, \text { res }}$, which is is therefore surjective.

Let us denote by $W_{e, c}^{\mathrm{ss}}$ the (global) steep stable manifold of the equilibrium $\left(e, 0_{\mathbb{R}^{d}}\right)$ for the differential system (A.4). This set is a $d$-dimensional $\mathcal{C}^{1}$-submanifold of $\mathbb{R}^{2 d}$, containing $W_{\text {loc }, e, \delta_{\text {Hess }}\left(c_{0}\right), c}^{\text {ss }}$.

Lemma A. 5 (transversality). For every $\left(\phi_{0}, \psi_{0}\right)$ in $W_{\text {loc, } e, \delta_{\text {Hess }}\left(c_{0}\right), c}^{\mathrm{ss}}$, the intersection between the tangent space $T_{\left(\phi_{0}, \psi_{0}\right)} W_{e, c}^{\text {ss }}$ and $\left\{0_{\mathbb{R}^{d}}\right\} \times \mathbb{R}^{d}$ is transverse in $\mathbb{R}^{2 d}$.

Proof. Take $\left(\phi_{0}, \psi_{0}\right)$ in $W_{\text {loc }, e, \delta_{\text {Hess }}\left(c_{0}\right), c}^{\mathrm{ss}}$. If $\left(\phi_{0}, \psi_{0}\right)$ equals $\left(e, 0_{\mathbb{R}^{d}}\right)$, then the conclusion follows from the expression (1.10) of the eigenvectors of the linearized differential systems (1.6). Let us assume that $\left(\phi_{0}, \psi_{0}\right)$ differs from $\left(e, 0_{\mathbb{R}^{d}}\right)$, let us take a vector $\left(\tilde{\phi}_{0}, \tilde{\psi}_{0}\right)$ of $\mathbb{R}^{d} \times \mathbb{R}^{d}$, and let us consider the solution $\xi \mapsto \phi(\xi)$ of the differential systems (A.4) for the initial condition $\left(\phi(0), \phi^{\prime}(0)\right)$ equals $\left(\phi_{0}, \psi_{0}\right)$, and the solution $\xi \mapsto \tilde{\phi}(\xi)$ of the differential system

$$
\tilde{\phi}^{\prime \prime}=-c \tilde{\phi}+D^{2} V(\phi) \cdot \tilde{\phi}, \quad \text { for the initial condition } \quad\left(\tilde{\phi}(0), \tilde{\phi}^{\prime}(0)\right)=\left(\tilde{\phi}_{0}, \tilde{\psi}_{0}\right) .
$$

For every $\xi$ in $[0,+\infty)$, let us write

$$
\tilde{q}(\xi)=\frac{1}{2} \tilde{\phi}(\xi)^{2} .
$$

Thus, for every $\xi$ in $[0,+\infty)$,

$$
\tilde{q}^{\prime}(\xi)=\tilde{\phi}(\xi) \cdot \tilde{\phi}^{\prime}(\xi) \quad \text { and } \quad \tilde{q}^{\prime \prime}(\xi)+c \tilde{q}^{\prime}(\xi)=\tilde{\phi}^{\prime}(\xi)^{2}+D^{2} V(\phi(\xi)) \cdot \tilde{\phi}(\xi) \cdot \tilde{\phi}(\xi),
$$

and it follows from the inclusion (A.3) that

$$
\tilde{q}^{\prime \prime}(\xi)+c \tilde{q}^{\prime}(\xi) \geq \tilde{\phi}^{\prime}(\xi)^{2}+\mu_{0} \tilde{\phi}(\xi)^{2},
$$

or equivalently

$$
\frac{d}{d \xi}\left(e^{c \xi} \tilde{q}^{\prime}(\xi)\right) \geq e^{c \xi}\left(\tilde{\phi}^{\prime}(\xi)^{2}-\left|\mu_{0}\right| \tilde{\phi}(\xi)^{2}\right)
$$

The vector $\left(\tilde{\phi}_{0}, \tilde{\psi}_{0}\right)$ belongs to the tangent space $T_{\left(\phi_{0}, \psi_{0}\right)} W_{e, c}^{\mathrm{ss}}$ if and only if

$$
\begin{equation*}
\tilde{\phi}(\xi)=o\left(e^{-\frac{1}{2} c \xi}\right) \quad \text { as } \quad \xi \rightarrow+\infty . \tag{A.9}
\end{equation*}
$$

If this equality (A.9) holds, then it follows that,

$$
\tilde{q}^{\prime}(0) \geq \int_{0}^{+\infty} e^{c \xi}\left(\tilde{\phi}^{\prime}(\xi)^{2}-\left|\mu_{0}\right| \tilde{\phi}^{2}\right) d \xi
$$

and it follows from Poincaré inequality (2.13) applied to the function $\tilde{\phi}(\cdot)-e$ that

$$
\tilde{q}^{\prime}(0) \geq 2\left(\frac{c^{2}}{4}-\left|\mu_{0}\right|\right) \int_{0}^{+\infty} e^{c \xi} \tilde{q}(\xi) d \xi
$$

and since $c$ is assumed to be greater than the quantity $c_{0}$ introduced in (A.1), it follows that $\tilde{q}^{\prime}(0)$ is negative, so that $\tilde{\psi}(0)$ is nonzero, which is the intended conclusion.

Proof of Proposition A.3. According to Lemmas A. 4 and A.5, the map $\pi_{1, \text { res }}$ defines a covering of $\bar{B}_{\mathbb{R}^{d}}\left(e, \delta_{\mathrm{Hess}}\left(c_{0}\right)\right)$ by $W_{\text {loc }, e, \delta_{\mathrm{Hess}}\left(c_{0}\right), c}^{\mathrm{ss}}$, and since $W_{\text {loc }, e, \delta_{\mathrm{Hess}}\left(c_{0}\right), c}^{\mathrm{ss}}$ is connected and $\bar{B}_{\mathbb{R}^{d}}\left(e, \delta_{\text {Hess }}\left(c_{0}\right)\right)$ is simply connected, this covering must be a one-to-one correspondence. Let us denote by $\pi_{1, \text { res }}^{-1}$ the inverse correspondence. Then, with the notation $\pi_{2}$ introduced in (A.8), the local steep stable manifold $W_{\text {loc }, e, \delta_{\text {Hess }}\left(c_{0}\right), c}^{\text {ss }}$ is the graph of the $\mathcal{C}^{1}$-map

$$
\pi_{2} \circ W_{\mathrm{loc}, e, \delta_{\mathrm{Hess}}\left(c_{0}\right), c}^{\mathrm{ss}}: \bar{B}_{\mathbb{R}^{d}}\left(e, \delta_{\mathrm{Hess}}\left(c_{0}\right)\right) \rightarrow \mathbb{R}^{d}
$$

which is the intended conclusion.

## B. An additional upper bound on the speeds of pushed fronts

Let us keep the notation and assumptions of the beginning of appendix A (until the conditions (A.2), including these conditions). As in sub-subsection 3.1.1, let $\delta_{\text {stab }}\left(c_{0}\right)$ denote the maximal radius of stability of $e$ for pushed invasion at the speed $c_{0}$, and let us consider the quantity $c_{\text {upp }}\left(c_{0}\right)$ defined as

$$
\begin{equation*}
c_{\mathrm{upp}}\left(c_{0}\right)=\frac{2 \sqrt{\left|V_{\min }\right|}}{\delta_{\mathrm{stab}}\left(c_{0}\right)} . \tag{B.1}
\end{equation*}
$$

Both quantities $\delta_{\text {stab }}\left(c_{0}\right)$ and $c_{\text {upp }}\left(c_{0}\right)$ can be viewed as functions of the parameter $c_{0}$, defined on the interval $\left(c_{1-\max }, c_{\text {quad-hull }}\right)$. On this interval, these functions are positive, bounded, and monotone (the function $\delta_{\text {stab }}(\cdot)$ is strictly increasing and the function $c_{\text {upp }}(\cdot)$ is strictly decreasing), but not necessarily continuous, see figure B.2. The following proposition provides an additional constraint on the speed of a pushed front invading $e$.

Proposition B.1. Let c denote the speed of a pushed front invading e. Then,

$$
c_{0} \leq c \Longrightarrow c \leq c_{\mathrm{upp}}\left(c_{0}\right)
$$



Figure B.1: Completion of figure 3.1 with the quantity $\delta_{\text {stab }}\left(c_{\text {quad-hull }}\right)$ introduced in (B.4) and the quantity $\mu_{\text {quad-hull }} \delta_{\text {stab }}\left(c_{\text {quad-hull }}\right)^{2}$ appearing in (B.5).


Figure B.2: Graphs of the functions $c_{0} \mapsto \delta_{\text {stab }}\left(c_{0}\right)$ and $c_{0} \mapsto c_{\text {upp }}\left(c_{0}\right)$ and quantity $c_{\text {upp-diag }}$ defined in (B.3).

Proof. Let $c$ denote the speed of a pushed front invading $e$, let $v$ denote the profile of this front, and let us assume that $c$ is greater than or equal to $c_{0}$. According to equality (2.10) of Proposition 2.3 , the quantity $\mathcal{E}_{c}[v]$ vanishes. As a consequence, it follows from inequality (2.20) of statement 1 of Lemma 2.5 that inequality (2.19) cannot hold for every $\xi$ in $\mathbb{R}$, so that the set

$$
\left\{\xi \in \mathbb{R}:|v(\xi)-e|>\delta_{\text {stab }}\left(c_{0}\right)\right\}
$$

is nonempty. On the other hand, since $v$ is in $H_{c}^{1}\left(\mathbb{R}, \mathbb{R}^{d}\right)$, this set is bounded from above. Let us denote by $\bar{\xi}$ the supremum of this set. Then, $|v(\bar{\xi})-e|$ is equal to $\delta_{\text {stab }}\left(c_{0}\right)$ and inequality (2.19) (with $e$ instead of $0_{\mathbb{R}^{d}}$ ) holds for every $\xi$ in $[\bar{\xi},+\infty$ ), so that, according to inequality (2.21) of statement 2 of Lemma 2.5,

$$
\mathcal{E}_{c}[v] \geq e^{c \bar{\xi}}\left(-\frac{1}{c}\left|V_{\min }\right|+\frac{1}{2}\left|\lambda_{c,-}\left(\mu_{0}\right)\right| \delta_{\mathrm{stab}}\left(c_{0}\right)^{2}\right) .
$$

Since $\mathcal{E}_{c}[v]$ vanishes and since $\left|\lambda_{c,-}\left(\mu_{0}\right)\right|$ is greater than or equal to $c / 2$, it follows that

$$
c \leq \frac{2 \sqrt{V_{\min }}}{\delta_{\mathrm{stab}}\left(c_{0}\right)}=c_{\mathrm{upp}}\left(c_{0}\right),
$$

which is the intended conclusion.
It follows from this Proposition B. 1 that the condition

$$
c_{0} \leq c_{\text {upp }}\left(c_{0}\right), \quad \text { or equivalently } \quad c_{0} \leq \frac{2 \sqrt{\left|V_{\min }\right|}}{\delta_{\text {stab }}\left(c_{0}\right)} \Longleftrightarrow V_{\min } \leq \mu_{0} \delta_{\text {stab }}\left(c_{0}\right)^{2}
$$

(see figure B.1) is mandatory in order pushed fronts invading $e$ at some speed $c$ greater than or equal to $c_{0}$ to exist. In particular, if the condition

$$
\begin{equation*}
c_{1-\max }<\lim _{c_{0} \rightarrow c_{1-\max }^{+}} c_{\text {upp }}\left(c_{0}\right) \tag{B.2}
\end{equation*}
$$

(see figure B.2) is not satisfied, then there exists no pushed front invading $e$ at a speed $c$ greater than $c_{1 \text {-max }}$. Let us therefore assume that this condition (B.2) is fulfilled, and let us consider the quantity $c_{\text {upp-diag }}$ defined as the supremum of the (nonempty) set

$$
\begin{equation*}
\left\{c_{0} \in\left(c_{1-\text { max }}, c_{\text {quad-hull }}\right): c_{0} \leq c_{\text {upp }}\left(c_{0}\right)\right\} . \tag{B.3}
\end{equation*}
$$

The following corollary is an immediate consequence of Proposition B.1.
Corollary B.2. The speed of a pushed front invading e cannot be greater than the quantity $c_{\text {upp-diag }}$.

Let us consider the continuous extensions of the functions $\delta_{\text {stab }}(\cdot)$ and $c_{\text {upp }}(\cdot)$ to the interval ( $c_{1 \text {-max }}, c_{\text {quad-hull }}$ defined by

$$
\begin{align*}
\delta_{\text {stab }}\left(c_{\text {quad-hull }}\right) & =\lim _{c_{0} \rightarrow c_{\text {quad-hull }}^{-}} \delta_{\text {stab }}\left(c_{0}\right),  \tag{B.4}\\
\text { and } \quad c_{\text {upp }}\left(c_{\text {quad-hull }}\right) & =\lim _{c_{0} \rightarrow c_{\text {quad-hull }}^{-}} c_{\text {upp }}\left(c_{0}\right)=\frac{2 \sqrt{\left|V_{\min }\right|}}{\delta_{\text {stab }}\left(c_{\text {quad-hull }}\right)},
\end{align*}
$$

see figures B. 1 and B.2. Observe that, if the following condition holds:

$$
c_{\text {upp }}\left(c_{\text {quad-hull }}\right)<c_{\text {quad-hull }},
$$

see figure B.2, or equivalently:

$$
\begin{equation*}
\frac{2 \sqrt{\left|V_{\min }\right|}}{\delta_{\text {stab }}\left(c_{\text {quad-hull }}\right)}<c_{\text {quad-hull }} \Longleftrightarrow V_{\min }>\mu_{\text {quad-hull }} \delta_{\text {stab }}\left(c_{\text {quad-hull }}\right)^{2}, \tag{B.5}
\end{equation*}
$$

see figure B.1, then it follows that

$$
c_{\text {upp-diag }}<c_{\text {quad-hull }} .
$$

In this case, the upper bound on the speeds of pushed fronts provided by Corollary B. 2 is better than the one provided by conclusion 1 of Proposition 2.6.

## C. Pulled and pushed travelling fronts in Fisher's model

In the scalar case ( $d$ equals 1 ), the speed of a pushed front invading $e$ is necessarily greater than $c_{1-m a x}$ (see the expression (1.7) of the eigenvalues of the linearized system (1.6)), and it follows from conclusion 1 of Proposition 2.6 that, if $\mu_{\text {quad-hull }}$ is not less than $\mu_{1}$, then there is no pushed travelling front invading $e$. This result is well known and goes back (at least) to [16, Corollary 9]; in the same reference, Hadeler and Rothe consider the following reformulation of Fisher's (scalar) model [11]:

$$
\begin{equation*}
u_{t}=f(u)+u_{x x}, \quad f(u)=u(1-u)\left(1+\frac{u}{\nu}\right)=u+\left(\frac{1}{\nu}-1\right) u^{2}-\frac{1}{\nu} u^{3}, \tag{C.1}
\end{equation*}
$$

where $\nu$ is a positive parameter. The reaction term $f(u)$ derives from (that is, is equal to minus the derivative of) the potential $V$ defined as

$$
\begin{equation*}
V(u)=-\frac{1}{2} u^{2}+\frac{1}{3}\left(1-\frac{1}{\nu}\right) u^{3}+\frac{1}{4 \nu} u^{4}, \tag{C.2}
\end{equation*}
$$

see figures C. 1 and C.2. This potential satisfies the coercivity assumption ( $\mathrm{H}_{\text {coerc }}$ ) and has three critical points: a local maximum point at $u=0$ and two local minimum points at $u=-\nu$ and $u=1$. Thus, the role of the critical point $e$ considered insofar is played by 0, and the quantity $\mu_{1}$ is equal to $V^{\prime \prime}(0)$, that is to -1 . For every positive quantity $\nu$, there exist exactly two (up to translation) travelling fronts with monotone profiles invading 0 and which are either pulled or pushed: one to the right of 0 (with 1 as the invading equilibrium) and one to the left of 0 (with $-\nu$ as the invading equilibrium). When $\nu$ is equal to 1 the potential $V$ is even and in this case the quantity called upon as $\mu_{\text {quad-hull }}$ is also equal to -1 , so that no pushed front exists (see conclusion 1 of Proposition 2.6 and comment above), and both fronts are pulled. As shown in [16, Theorem 11], for $\nu$ between 0 and 1 , the front to the left of 0 is still pulled, and the front to the right of 0 is: pulled if $1 / 2 \leq \nu \leq 1$ (and more precisely, pulled "variational" if $\nu$ equals $1 / 2$, and pulled "non-variational" if $1 / 2<\nu \leq 1,[20,31])$, and pushed if $0<\nu<1 / 2$; see Table C.1. For


Figure C.1: Graphs of the Fisher potential (C.2) (in red) for various values of the parameter $\nu$. As on figure B.1, the graph of $u \mapsto \frac{1}{2} \mu_{1} u^{2}=-\frac{1}{2} u^{2}$ is drawn in black, and the graph of $u \mapsto \frac{1}{2} \mu_{\text {quad-hull }} u^{2}$ is drawn in purple.


Figure C.2: Graphs of the Fisher reaction term (C.1) (in red), for various values of the parameter $\nu$, and of the linear function $u \mapsto-\mu_{1} u=u$ (in black) (this representation is more familiar than the potentials of figure C. 1 in the scalar case). The graphs of $u \mapsto-\mu_{\text {quad-hull }} u$, corresponding to the purple parabolas of figure C.1, are irrelevant, and therefore not represented.

| $\nu=1$ | $0<c_{l-m a x}=c_{\mathrm{nl}-\max }=c_{\text {quad-hull }}$ | pulled non variational | 2 |
| :---: | :--- | :---: | :---: |
| $1 / 2<\nu<1$ | $0<c_{\mathrm{l} \text {-max }}=c_{\mathrm{nl} \text {-max }}<c_{\text {quad-hull }}$ | pulled non variational | 3 |
| $\nu=1 / 2$ | $0<c_{\mathrm{l} \text {-max }}=c_{\mathrm{nl} \text {-max }}<c_{\text {quad-hull }}$ | pulled variational | 3 |
| $0<\nu<1 / 2$ | $0<c_{\mathrm{l} \text {-max }}<c_{\mathrm{nl}-\text { max }}<c_{\text {quad-hull }}$ | pushed | 4 |

Table C.1: Relations between the three quantities $c_{1-\max }$ and $c_{\text {nl-max }}$ and $c_{\text {quad-hull }}$ and nature of the monotone travelling front with minimal speed (pulled or pushed) to the right of 0 in Fisher's model (C.1), depending on the value of the parameter $\nu$. The fourth column contains the number of the "case" introduced in sub-subsection 1.6.3 and displayed on figure 1.5.
a similar discussion on the subcritical quintic Ginzburg-Landau equation

$$
u_{t}=-\mu_{1} u+u^{3}-u^{5}+u_{x x}
$$

see [31, section 5].
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