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Recall that if G is a graph, V is the set of vertices of G, and E is the set of edges of G, if p ∈ [0, 1] , we can
consider:

(1) the vertex (or site) percolation, which is a percolation on the vertices of G. It means we consider (Xv)v∈V
a sequence of i.i.d. Bernoulli random variables of parameter p.

(2) the bond (or edge) percolation, which is a percolation on the edges of G. It means we consider (Xe)e∈E a
sequence of i.i.d. Bernoulli random variables of parameter p.

In a site percolation, a path is composed of nearest neighbours which labels are equal to 1, whereas in the bond
percolation, a path is a concatenation of edges which labels are equal to 1.

Exercise 1. Probability θ (p)
Let us consider the bond percolation on Zd of parameter p ∈ [0, 1]. We therefore consider i.i.d Bernoulli random

variables (Xe)e∈Ed of parameter p where Ed is the edge set of Zd. If Xe = 1 we say that the edge is open.
The critical probability pc is such that if p > pc, then there almost surely exists an infinite open cluster in the

percolation of parameter p, and if p < pc there almost surely exists no infinite open cluster in the percolation of
parameter p.

We define
θ (p) = Pp (0→∞)

where by 0→∞ we mean that 0 belongs to an infinite open cluster.
(1) Show that Pp (∃ infinite open cluster) = 0 or 1. Hint : Think about a general theorem which involves 0 and

1.
(2) Recall why p → Pp (∃ infinite open cluster) is non-decreasing. What is the value of this function at p = 0

and 1? Deduce that pc exists.
(3) Show that θ (p) > 0⇐⇒ Pp (∃ infinite open cluster) = 1.
(4) Show that p→ θ (p) is right continuous. Hint : Use some exchange of limits.
(5) Draw the shape of θ (p): can we say anything for now at p = pc?

Remark. Similar arguments can be applied to site percolation on “gentle” infinite graphs, typically the triangle
percolation.

Exercise 2. Existence of a phase transition for Zd for d ≥ 2 : pc ∈ ]0, 1[ .
We still consider the bond percolation of parameter p.We have shown that pc exists yet we have only shown that

pc ∈ [0, 1] . The goal is to prove that pc ∈ ]0, 1[ . Recall that the connective constant (µ) of a graph was defined in
the previous exercise sheet (Exercise 2).

(1) We want to prove that θ (p) = 0 when p is small enough:
(a) Show that, for allN ∈ N∗, Pp (0→∞) ≤ Pp (∃γ, self avoiding walk starting from 0 of length N which is open) .
(b) Prove that if p < 1

µd
where µd ≤ 2d is the connectivity constant of the graph then Pp (0→∞) = 0.

Deduce that pc ≥ 1
µd

.
(2) We want to prove that θ (p) > 0 when p is big enough:

(a) Why do we only need to prove the case where d = 2 ?
(b) Consider the dual graph of Z2: which graph is it ? Explain why a percolation on Z2 induces a natural

percolation on the dual graph (there should be two possibilities, but one is not really interesting if you
look at the next question and if you think about the crossing aguments in the square which were used
in the lesson). What is the parameter of the dual percolation ?

(c) Show that 0 is not in an infinite cluster if and only if there exists a self-avoiding cycle which surrounds
0 in the dual percolation.

(d) Prove that
1− θ (p) ≤ C

∑
`≥0

`4` (1− p)`

where the constant C does not depend on p. Hint : the letter ` was not chosen for nothing...
(e) Show that if p is big enough, θ (p) > 0.

(3) Summarize the result we got.

Remark. Again similar arguments can be used for site percolation on “gentle” infinite graphs, typically the triangular
site percolation. One can show that for the triangle percolation, pc = 1

2 . In the following exercise sheets, we will
only consider the case pc = 1

2 .
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