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Abstract. We study the numerical approximation of scalar conservation laws in dimension 1
via general reconstruction schemes within the finite volume framework. We exhibit a new stability
condition, derived from an analysis of the spatial convolutions of entropy solutions with characteristic
functions of intervals. We then propose a criterion that ensures the existence of some numerical
entropy fluxes. The consequence is the convergence of the approximate solution toward the unique
entropy solution of the considered equation.
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1. Introduction

This paper deals with the scalar initial value problem of first order in dimension
1 in space

∂tu(t,x)+∂xf(u)(t,x)=0, for t∈R+,x∈R, (1.1)

u(0,x)=u0(x), for x∈R, (1.2)

where f ∈C1(R) and u0∈L∞(R). Considering the weak form of (1.1,1.2) allows multi-
ple solutions. Therefore we restrict our study to the entropy solution of this problem,
that is to say to a weak solution that satisfies the additional partial differential in-
equalities

∂tS(u)(t,x)+∂xG(u)(t,x)≤0 for t∈R+,x∈R, (1.3)

for every entropy-entropy flux pair (S,G), i.e. every pair of C1(R) functions (S,G) such
that S is convex and G′ =S′f ′. It is known that there exists a unique entropy weak
solution to (1.1,1.2): cf. [16, 8] for example, this solution belonging to L∞((0,T )×R)
for T ∈R+ and is furthermore total variation decreasing, thus u(t, ·)∈BV (R) ∀t∈R+

if u0∈BV (R). Let us recall that u is the entropy solution to (1.1,1.2) if and only if
for every k∈R

∂tSk(u)(t,x)+∂xGk(u)(t,x)≤0 for t∈R+,x∈R, (1.4)

with Sk(u)= |u−k| and Gk(u)= sgn(u−k)(f(u)−f(k)).
We are here concerned with the numerical approximation of these entropy solu-

tions in the standard framework of finite volume schemes.
Let ∆x∈R

∗
+ =R+ \{0} and ∆t∈R

∗
+ be given positive real numbers, denoting

respectively the space and time steps. We replace equation (1.1) with the discrete in
time and space equation

un+1
j =un

j −
∆t

∆x
(fn

j+1/2−fn
j−1/2), n∈N,j∈Z,
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2 Reconstruction schemes

with the numerical initial condition (u0
j)j∈Z given by

u0
j =

1

∆x

∫ (j+1/2)∆x

(j−1/2)∆x

u0(x)dx, j ∈Z.

The terms fn
j+1/2 (j ∈Z,n∈N) are called the numerical fluxes and are to be computed

in such a manner that the numerical approximation

u∆t
∆x(t,x)=

∑

n∈N

∑

j∈Z

un
j χ[n∆t,(n+1)∆t)(t)χ[(j−1/2)∆x,(j+1/2)∆x)(x)

converges toward the entropy solution to (1.1,1.2) as ∆t and ∆x tend to 0 (in a norm
to be specified). In the following pages, we propose new conditions on the fluxes
ensuring the convergence.

More precisely, this paper is an analysis of reconstruction schemes, whose spirit is
to decompose the resolution, i.e. the computation of the fluxes fn

j+1/2, in three steps:
• given the constant-in-cell solution at time step n, a reconstruction step con-

sisting in reconstructing a new initial condition,
• the exact computation of the solution with this reconstructed condition,
• a “projection” of this solution on the mesh, that is to say an L2-projection on

the space of constant-in-cell functions (to recover a constant-in-cell function).
The aim of the reconstruction step is to add some details in the numerical solution in
order to counter to the loss of details due to the “projection”.

The paper organizes as follows.
First (section 2), we state a theoretical result concerning entropy solutions: we

show that the convolution of any entropy solution with the characteristic function of
a bounded interval verifies a local maximum principle. The result seems to be new.

This result is then used, in section 3, to derive new conditions for a reconstruction
scheme to be L∞-decreasing and Total Variation Diminishing (TVD). These condi-
tions are sufficient for a scheme to converge to a weak solution to (1.1,1.2). However,
the limit solution is not necessarily the entropy solution.

Thus we focus in section 3.3 on numerical entropy inequalities. We give a general
condition on the reconstruction for the global scheme to be consistent with entropy
inequalities. This implies convergence toward the entropy solution. This condition is
a consequence of an inequality of Hardy.

There is a wealth of literature on reconstruction schemes and entropy conditions.
Usually, the focus is given on designing second order or high order schemes. This is
not the aim here: the present paper is only devoted to convergence conditions. Among
the wide amount of studies, the reader can refer to the classical references [27], [28],
to [13] for a general study of discrete entropy conditions, [9] for the geometric limiters
theory (slope limiters), [25] for the flux limiter theory, [5] and its extension to Euler
system [4] and [20] for the study of MUSCL schemes and entropy. One can read [3] for
a precise study of links between geometric reconstruction and decrease of numerical
entropy, [18] for high order approximation with entropy inequalities. We also also
mention [22] for a general study of convergence and order.

2. Convolution of entropy solutions

We here state a preliminary result that will be used in section 3 for controlling the
stability of reconstruction schemes. This result is a stability result concerning the con-
volution in space of the entropy solution to equation (1.1,1.2) with the characteristic
function of any bounded interval.
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Let u∈L∞((0,+∞)×R) be the unique entropy solution to the problem (1.1,1.2).
Let δ∈R

∗
+. Let us denote by [u]δ :R+×R−→R the convolution of u with the char-

acteristic function of [−δ/2,δ/2] normalized by a factor 1/δ:

[u]δ(t,x)=
1

δ

(

u(t, ·)∗χ[−δ/2,δ/2](·)
)

(x)=
1

δ

∫ x+δ/2

x−δ/2

u(t,y)dy.

Let us now define c1 =infx∈Rf ′(u0(x)), c2 =supx∈Rf ′(u0(x)). We denote by Cu(t,x)
the dependence interval of x at time t:

Cu(t,x)= [x−c2t,x−c1t].

Then, the following theorem holds.
Theorem 2.1. The convoluted entropy solution [u]δ verifies

min
y∈Cu(t,x)

[u]δ(0,y)≤ [u]δ(t,x)≤ max
y∈Cu(t,x)

[u]δ(0,y) for (t,x)∈R+×R.

Corollary 2.2. The convoluted entropy solution [u]δ verifies: for every (t,x)∈R+×
R, there exists y(t,x)∈Cu(t,x) such that

[u]δ(t,x)= [u]δ(0,y(t,x)).

This corollary is an immediate consequence of theorem 2.1 and of the fact that
[u]δ(t, ·) is a Lipschitz-continuous function (with Lipschitz constant 2‖u0‖L∞/δ).
Proof . The present proof uses a parabolic regularization of (1.1) and decomposes in
three main parts:

• we first show that the convoluted solution to the problem with parabolic regu-
larization satisfies a global maximum principle,

• we then deduce the same maximum principle for the convolution of the non-
regularized entropy solution,

• we enforce the maximum principle by localizing it.
Regularized equation

Let (ρε)ε∈R∗

+
be a C∞-regularizing set. For ε>0 (fixed) we define the regularized initial

condition

uε0(x)=
(

u0 ∗ρε
)

(x)=

∫

R

u0(y)ρε(x−y)dy

and the regularized flux

fε(u)= (f ∗ρε)(u)=

∫

R

f(v)ρε(u−v)dv.

We consider the solution uε of the following parabolic problem
{

∂tu
ε(t,x)+∂xfε(uε)(t,x)= ε∂2

x,xuε(t,x) for t∈R+,x∈R,

uε(0,x)=uε0(x) for x∈R.
(2.1)

It is well-known that this problem has a unique solution and that this solution belongs
to C∞(R+×R) (see [8], e.g.).

We now introduce the convoluted regularized solution (for δ >0)

[uε]δ (t,x)=
1

δ

(

uε(t, ·)∗χ[−δ/2,δ/2](·)
)

(x),
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that of course belongs to C∞(R+×R). Let us show that [uε]δ is the solution to a partial
differential equation. By performing the convolution of the terms of relation (2.1) with
χ[−δ/2,δ/2], we get

1

δ

[

χ[−δ/2,δ/2](·)∗(∂tu
ε(t, ·)+∂xfε(uε)(t, ·))

]

(x)=

1

δ

[

χ[−δ/2,δ/2](·)∗
(

ε∂2
x,xuε(t, ·)

)]

(x),

which equivalently reads

∂t[u
ε]δ(t,x)+

fε(uε(t,x+δ/2))−fε(uε(t,x−δ/2))

δ
= ε∂2

x,x[uε]δ(t,x).

A key point is now to show that the above equation can be recast into an advection dif-
fusion problem. Let us first remark that δ∂x[uε]δ(t,x)=uε(t,x+δ/2)−uε(t,x−δ/2),
so that whenever uε(t,x+δ/2) 6=uε(t,x−δ/2), we have

fε(uε(t,x+δ/2))−fε(uε(t,x−δ/2))

δ
=

fε(uε(t,x+δ/2))−fε(uε(t,x−δ/2))

uε(t,x+δ/2)−uε(t,x−δ/2)
∂x[uε]δ(t,x).

Furthermore, if uε(t,x+δ/2)=uε(t,x−δ/2), ∂x[uε]δ(t,x)=0. These considerations
allow to define

vε
δ(t,x)=







fε(uε(t,x+δ/2))−fε(uε(t,x−δ/2))

uε(t,x+δ/2)−uε(t,x−δ/2)
if uε(t,x+δ/2) 6=uε(t,x−δ/2),

(fε)
′
(uε(t,x+δ/2)) if uε(t,x+δ/2)=uε(t,x−δ/2),

which acts as a velocity for an advection-diffusion equation. Indeed,

{

∂t[u
ε]δ(t,x)+vε

δ (t,x)∂x[uε]δ(t,x)= ε∂2
x,x[uε]δ(t,x) for t∈R+,x∈R

[uε]δ(0,x)=
1

δ

[

uε0 ∗χ[−δ/2,δ/2]

]

(x) for x∈R.

Let us repeat that ∂x[uε]δ(t,x)=0 when uε(t,x+δ/2)=uε(t,x−δ/2). It would there-
fore be possible to adopt other definitions for the velocity on such points. Indeed,
the solution to the above advection-diffusion equation does not depend on vε

δ(t,x) at
points (t,x) such that uε(t,x+δ/2)=uε(t,x−δ/2)). Nevertheless, the definition we
use here plays a role in the regularity of the velocity, that we now study: we show that
vε

δ ∈C∞(R+×R). One can easily check that

vε
δ(t,x)=

∫ 1

0

fε′(θuε(t,x+δ/2))+(1−θ)uε(t,x−δ/2))dθ,

which states the regularity of vε
δ and shows furthermore that vε

δ is bounded over R+×R.
Let us now sum up what we know about [uε]δ:

• [uε]δ ∈C∞(R+×R),
• [uε]δ verifies the uniformly parabolic partial differential equation

∂t[u
ε]δ(t,x)+vε

δ (t,x)∂x[uε]δ(t,x)= ε∂2
x,x[uε]δ(t,x)

with given velocity vε
δ(t,x)∈L∞(R+×R).
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We can conclude (see [23] or [14] for example) that [uε]δ verifies a global maximum
principle, namely

inf
y∈R

[uε]δ(0,y)≤ [uε]δ(t,x)≤ sup
y∈R

[uε]δ(0,y) for t∈R+. (2.2)

Back to the non-regularized problem

First, uε0 being a regularization of u0, one has

inf
y∈R

[uε]δ(0,y)≥ inf
y∈R

[u]δ(0,y),

sup
y∈R

[uε]δ(0,y)≤ sup
y∈R

[u]δ(0,y),

this is a simple consequence of the fact that

[uε]δ(0,y)=
1

δ

(

u0 ∗ρε
)

∗χ[−δ/2,δ/2](y)

=
1

δ

(

u0 ∗χ[−δ/2,δ/2]

)

∗ρε(y)= [u]δ ∗ρε(0,y).

Thus, combining this with (2.2), on obtain

inf
y∈R

[u]δ(0,y)≤ [uε]δ(t,x)≤ sup
y∈R

[u]δ(0,y) for t∈R+.

Recall (see [8] for example) that the entropy solution u to (1.1,1.2) is such that

lim
ε→0

uε =u in C0
(

[0,T ],L1
loc(R)

)

for T ∈R+. Furthermore,

|[uε]δ(t,x)− [u]δ(t,x)|=

∣

∣

∣

∣

∣

∫ x+δ/2

x−δ/2

uε(t,y)−u(t,y)dy

∣

∣

∣

∣

∣

≤

∫ x+δ/2

x−δ/2

|uε(t,y)−u(t,y)| dy,

so that we have, for δ >0:

lim
ε→0

[uε]δ(t,x)= [u]δ(t,x) for (t,x)∈ [0,∞)×R.

We finally have the estimate

inf
y∈R

[u]δ(0,y)≤ [u]δ(t,x)≤ sup
y∈R

[u]δ(0,y) for t≥0,

which is a global maximum principle.

Local maximum principle

One important property of entropy solutions of equation (1.1) is the finite speed of
propagation. Due to it, the global maximum principle showed above is local. This
ends the proof.
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3. Convergence of reconstruction schemes

As mentioned in the introduction, we consider finite volume approximations
of (1.1,1.2) of the form

un+1
j =un

j −
∆t

∆x
(fn

j+1/2−fn
j−1/2), n∈N,j∈Z, (3.1)

where un
j is ought to represent the value of solution u in the space cell Cj =[(j−

1/2)∆x,(j+1/2)∆x) at time n∆t. The numerical initial condition u0
j is given by

u0
j =

1

∆x

∫ (j+1/2)∆x

(j−1/2)∆x

u0(x)dx, j ∈Z. (3.2)

We propose to compute the numerical fluxes (fn
j+1/2)n∈N,j∈Z using a three-step pro-

cedure:
• given a constant-in-cell function, compute a reconstructed function that con-

tains more details,
• compute the exact (entropy) solution at time ∆t of (1.1) with the recon-

structed function as initial condition,
• “project” this exact solution on the mesh in order to obtain a constant-in-cell

function for the following time step.
Note that the last two steps are equivalent to compute the fluxes of the exact

solution, which shows the finite volume form of the algorithm.
Each of these steps can be associated to an operator: we shall call R, E and P

respectively the reconstruction, the exact resolution and the projection operators. Let
us provide a more precise definition of them.
Definition 3.1. 1 Let u :R−→R be a constant-in-cell function.

Ru :R−→R denotes the reconstruction of u (not a priori constant-in-cell).
2 Let t∈R and u :R−→R be a function in L∞(R).

E(t)u :R−→R denotes the exact entropy solution at time t of equation (1.1)
with initial condition u.

3 Let u :R−→R be a function in L∞(R).
Pu :R−→R denotes the projection of u on the mesh:

Pu(x)=
∑

j∈Z

ujχCj
(x)

where χCj
denotes the characteristic function of

Cj =[(j−1/2)∆x,(j+1/2)∆x), and with uj = 1
∆x

∫ (j+1/2)∆x

(j−1/2)∆x
u(x)dx.

Let us now define the approximate solution un :R−→R at the time step n by

un(x)=
∑

j∈Z

un
j χCj

(x).

The scheme is then defined by

un+1 =PE(∆t)Run. (3.3)

For example, if Ru=u for every constant-in-cell function u, the resulting scheme,
that does not involve reconstruction, is the Godunov scheme. If Ru is an affine-in-cell
function for every constant-in-cell function u, the resulting scheme can be a MUSCL
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scheme as studied in [3]. Nevertheless we do not use such characterizations of the
reconstruction form in the following.

The last two steps (exact computation and projection) are solved in a single step
by taking as numerical fluxes in equation (3.1)

fn
j+1/2 =

1

∆t

∫ ∆t

0

f (E(s)Run((j +1/2)∆x)) ds, n∈N,j∈Z. (3.4)

This shows the finite volume form of the reconstruction scheme.
In this paper, we will not insist on the second step of the algorithm, i.e. the exact

computation of the solution with the reconstructed initial condition. We assume that
it is possible to compute it and focus only on the reconstruction step (the projection
step being classical).

The equivalent formulations (3.3) and (3.1, 3.2, 3.4) will be alternatively used.
Before beginning the numerical analysis, let us introduce the following notation:

{

m=infj∈Z u0
j ,

M =supj∈Z u0
j .

(3.5)

3.1. Conservativity

We consider only conservative reconstructions such that

1

∆x

∫ (j+1/2)∆x

(j−1/2)∆x

Ru(x)dx=
1

∆x

∫ (j+1/2)∆x

(j−1/2)∆x

u(x)dx=Pu(j∆x), j ∈Z (3.6)

for every constant-in-cell function u. The exact operator E(t) and the projection P
being conservative, the whole scheme defined by (3.3) is consequently conservative.

3.2. L∞-decrease and decrease of the total variation

We say that a numerical scheme of the form (3.1, 3.2) is L∞-decreasing if and
only if for every u0∈L∞(R),

sup
j∈Z

|un+1
j |≤ sup

j∈Z

|un
j |, n∈N.

It is said that a numerical scheme of the form (3.1, 3.2) is Total Variation Dimin-
ishing (TVD) if and only if for every u0∈BV (R),

∑

j∈Z

|un+1
j+1 −un+1

j |≤
∑

j∈Z

|un
j+1−un

j |, n∈N.

In the sequel, the initial condition u0 is supposed to belong to BV (R).
Theorem 2.1 will help us in exhibiting a new condition for the finite volume

reconstruction scheme to be L∞-decreasing and TVD.
The same notations as in the previous section for the convoluted solutions is used

and ∆x now shall play the role of δ:

[u]∆x =
1

∆x
χ[−∆x/2,∆x/2] ∗u

for any u∈L∞(R).
From now on, we assume that there is no sonic point in the computational domain,

i.e. for example that

f ′(u)>0 for u∈ [m,M ]. (3.7)
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All the following results remain true for the case f ′(u)<0, u∈ [m,M ]. The case
of a change of sign of f ′ would require a (local) special treatment. One can think
for example of a usual entropy flux such as Lax-Friedrichs’ or Engquist-Osher’s one,
locally where the sign of f ′ changes. This local modification is not the purpose here
and it will not be developed.
Proposition 3.2. Assume that (3.6) (conservativity) and (3.7) (no sonic
point in R) hold. Assume that the CFL (Courant-Friedrichs-Lewy) condition
maxu∈[m,M ]f

′(u)∆t≤∆x is fulfilled. Assume that the reconstructed solution Run

verifies, for n∈N, j∈Z,

min(un
j−1,u

n
j )≤ [Run]∆x((j−θ)∆x)≤max(un

j−1,u
n
j )

for θ∈ [0,1]. (3.8)

Then, the scheme given by (3.1, 3.2, 3.4) or (3.3) is L∞-decreasing and TVD.
This result is not obvious because the constraint (3.8) does not bound the total

variation of the reconstructed solution. Let us insist on this fact: this result states
that the important point is the boundedness of the total variation of the mean value
over one cell of the reconstruction, and not of the reconstruction. The total variation
of the unknown itself may dramatically increase during the reconstruction, according
to the preceding result, it will then decrease enough after the exact step and the
projection. Note that condition (3.8) does not bound the number of local extrema
of the reconstructed solution, so that it covers schemes that are not weakly non-
oscillatory in the sense of [15].
Proof . First note that the conservativity assumption implies that for n∈N, j∈Z,
[Run]∆x(j∆x)=un

j . Thus condition (3.8) is equivalent to

min([Run]∆x((j−1)∆x),[Run]∆x(j∆x))

≤ [Run]∆x((j−θ)∆x)≤

max([Run]∆x((j−1)∆x),[Run]∆x(j∆x)) for θ∈ [0,1].

We here use the formulation (3.3) of the scheme. Under the CFL condition, the
interval of dependence of (j∆x,∆t) is included in [(j−1)∆x,j∆x] (recall that f ′(u)>
0 for every u∈ [m,M ]). Note that [(j−1)∆x,j∆x] is the set of convex combinations of
(j−1)∆x and j∆x: [(j−1)∆x,j∆x]={x∈R s.t. there exists θ∈ [0,1] s.t. x= θ(j−
1)∆x+(1−θ)j∆x}. Thus, a direct consequence of theorem 2.1 is that

min
θ∈[0,1]

[Run]∆x(θ(j−1)∆x+(1−θ)j∆x)

≤ [E(∆t)Run]∆x(j∆x)≤

max
θ∈[0,1]

[Run]∆x(θ(j−1)∆x+(1−θ)j∆x),

and thus, by (3.8), we recover

min(un
j−1,u

n
j )≤ [E(∆t)Run]∆x(j∆x)≤max(un

j−1,u
n
j )

arguing that θ(j−1)∆x+(1−θ)j∆x=(j−θ)∆x. It remains to note that
[E(∆t)Run]∆x(j∆x)=PE(∆t)Run(j∆x)=un+1

j and we obtain

min(un
j−1,u

n
j )≤un+1

j ≤max(un
j−1,u

n
j ).
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This is true for every n∈N and every j∈Z, and, by a classical argument of incremen-
tal analysis of Le Roux and Harten (see [19] and [12]), the scheme is L∞-decreasing
and TVD.

The conclusion of this section is the following convergence result.
Theorem 3.3. Let us consider the scheme defined by (3.3) with constraints (3.6)
and (3.8).
Assume that (3.7) is verified.
Define the approximate solution as

u∆t
∆x(t,x)=

∑

n∈N

∑

j∈Z

un
j χ[n∆t,(n+1)∆t)(t)χCj

(x)

Then, for any sequences (∆tk)k∈N, (∆xk)k∈N converging to 0 and that verify the

CFL condition ∆tk/∆xk ≤
1

maxu∈[m,M] f ′(u) , there exists a sequence u
∆tkj

∆xkj
(t,x) that

converges in L∞((0,T ),L1
loc(R)) for T ∈R+ and whose limit is a weak solution

to (1.1,1.2).

This is a classical consequence of conservativity, L∞-stability and of the decrease
of the total variation: see [8] for example.

3.3. Numerical entropy inequalities

Theorem (3.3) does not imply entropy convergence, i.e. convergence toward the
unique entropy solution to (1.1,1.2). For this purpose, we need the scheme (that is to
say: the reconstruction operator) to verify some entropy inequalities. This is the aim
of this section. We first show a simple and constructive condition that ensures the
existence of numerical entropy fluxes for one strictly convex entropy in section 3.3.1.
This is sufficient to ensure entropy convergence in the case of a strictly convex flux
f , but not in the general case. A more formal condition is then given to obtain the
entropy convergence for any f ∈C1(R) in section 3.3.2.

3.3.1. Decrease of one entropy

Here is derived a sufficient condition on the reconstruction for the global scheme
to be entropy consistent for one entropy. This is not sufficient for the scheme to be
convergent toward the unique Krushkov entropy solution in the general case, but it
is well-known that it allows to select this solution when f is strictly convex, provided
that the chosen entropy is strictly convex too. Let S be the entropy and G the
associated entropy flux.

A very useful technique to prove the entropy convergence of a numerical solution
is to exhibit some discrete entropy fluxes.
Definition 3.4. Let (S,G) be an entropy-entropy flux pair. It is said that scheme (3.1,
3.2, 3.4) has discrete entropy fluxes relatively to (S,G) if and only if for every (un

j )j∈Z

there exists (Gn
j+1/2)j∈Z such that

• Gn
j+1/2 is consistent with G (in the classical sense of finite volume);

•

Sn+1
j ≤Sn

j −
∆t

∆x

(

Gn
j+1/2−Gn

j−/2

)

, n∈N,j∈Z (3.9)

with Sn
j =

1

∆x

∫ (j+1/2)∆x

(j−1/2)∆x

S(Run(x))dx. (3.10)
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Remark 3.5. We here use the definition of [3], taking Sn
j =

1/∆x
∫ (j+1/2)∆x

(j−1/2)∆x
S(Run(x))dx instead of Sn

j =S(un
j ). On an algorithmic point

of view, the schemes we will consider in the following shall make the use of both the
unknown un

j and the entropy associated to it Sn
j . This is already the idea in [2].

It seems reasonable, as the exact resolution is used, to take the exact flux (simi-
larly to eq. (3.4)) as entropy flux Gn

j+1/2,

Gn
j+1/2 =

1

∆t

∫ ∆t

0

G(E(s)Run((j +1/2)∆x)) ds, n∈N,j∈Z. (3.11)

Equation (3.9) acts like a constraint on the reconstruction procedure.
Remark 3.6. In case of a stationary shock at xj+1/2, the entropy flux G(u) is discon-
tinuous for all time at xj+1/2, and formula (3.11) is ambiguous. This case is excluded
thanks to the assumption that f ′ 6=0.

A stronger entropy inequality is also proposed in
Proposition 3.7. Assume that the reconstructed solution Run verifies, for any n∈N

and any j ∈Z,

Sn
j ≤

1

∆x

∫ (j+1/2)∆x

(j−1/2)∆x

S(E(∆t)Run−1(x))dx. (3.12)

Then, the scheme given by (3.1, 3.2, 3.4), or (3.3) owns some discrete entropy fluxes
relatively to (S,G).
Proof . Because E(∆t) is the exact (entropy) operator, we get

∫ (j+1/2)∆x

(j−1/2)∆x

S(E(∆t)Run(x))−S(Run(x))dx

+

(

∫ ∆t

0

G(E(s)Run((j +1/2)∆x))−G(E(s)Run((j−1/2)∆x))ds

)

≤0,

so that

Sn+1
j ≤

1

∆x

∫ (j+1/2)∆x

(j−1/2)∆x

S(E(∆t)Run(x))dx≤Sn
j

−
1

∆x

(

∫ ∆t

0

G(E(s)Run((j+1/2)∆x))−G(E(s)Run((j−1/2)∆x))ds

)

and the discrete entropy fluxes are given by

Gn
j+1/2 =

1

∆t

∫ ∆t

0

G(E(s)Run((j +1/2)∆x))ds, n∈N,j∈Z.

Remark 3.8. The set of reconstructed solutions verifying (3.12) is not empty and
contains the non-reconstructed solution, thanks to Jensen’s inequality:

S(un
j )=S

(

1

∆x

∫ (j+1/2)∆x

(j−1/2)∆x

E(∆t)Run−1(x)dx

)

≤
1

∆x

∫ (j+1/2)∆x

(j−1/2)∆x

S(E(∆t)Run−1(x))dx.
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Thus the set of reconstructions verifying (3.9, 3.10, 3.11) contains the non-
reconstructed solution.

The interest of the existence of numerical entropy fluxes stands in the following
well-known theorem.
Theorem 3.9. Let us consider the scheme defined by (3.3) with constraints (3.6),
(3.8) and (3.9) (conservativity, stability, existence of entropy fluxes). Assume that
(3.7) is fulfilled. Then, any weak solution to (1.1,1.2) that is a limit point of approx-
imate solutions as in theorem 3.3 verifies

∂tS(u)+∂xG(u)≤0.

3.3.2. Decrease of any entropy

We here propose a way to ensure the decrease of any Krushkov entropy, that is to
say the decrease of any entropy of the form Sk(u)= |u−k| with k∈R, with entropy
flux Gk(u)= sgn(u−k)(f(u)−f(k)). This will be done with the help of the entropy
inequality (3.12). By this we mean that we want to ensure

∫ (j+1/2)∆x

(j−1/2)∆x

|Run(x)−k| dx

≤

∫ (j+1/2)∆x

(j−1/2)∆x

∣

∣E(∆t)Run−1(x)−k
∣

∣ dx, k∈R,j ∈Z, (3.13)

This section is essentially based on a link between the Krushkov entropies and the
theory of rearrangement. We make the use of the decreasing (resp. increasing) rear-
rangement of a function on a bounded interval. Following [21], let us recall the
Definition 3.10. Let f ∈L1((a,b),µ) where µ is the Lebesgue measure on (a,b). The
decreasing rearrangement f↓ (resp. increasing rearrangement f↑) is defined by

f↓(x)= sup{y s.t. µ{u s.t. f(u)>y}>x−a} x∈ (a,b)

(resp. f↑(x)= inf{y s.t. µ{u s.t. f(u)<y}>x−a}).
Remark 3.11. It is said that two functions f,g∈L1((a,b),µ) are equimeasurable
if and only if µ{u s.t. f(u)>y}=µ{u s.t. g(u)>y}, y∈R. The decreasing (resp.
increasing) rearrangement f↓ (resp. f↑) is a decreasing (resp. increasing) func-
tion equimeasurable to f , i.e. µ{u s.t. f↓(u)>y}=µ{u s.t. f(u)>y}, y∈R. An-

other straightforward property of these rearrangements is
∫ b

a
f↓(x)dx=

∫ b

a
f↑(x)dx=

∫ b

a f(x)dx.
In the following, we consider the decreasing or increasing rearrangement of a

function with a=(j−1/2)∆x and b=(j+1/2)∆x.
Theorem 3.12. The reconstruction operation verifies (3.13) if and only if it is con-
servative (Eq. (3.6)) and
∫ y

(j−1/2)∆x

(Ru)↓ (x)dx≤

∫ y

(j−1/2)∆x

u↓(x)dx,

y∈ [(j−1/2)∆x,(j+1/2)∆x], j ∈Z. (3.14)

Symmetrically, the reconstruction operation verifies (3.13) if and only if it is conser-
vative and
∫ y

(j−1/2)∆x

(Ru)↑ (x)dx≥

∫ y

(j−1/2)∆x

u↑(x)dx,

y∈ [(j−1/2)∆x,(j+1/2)∆x], j ∈Z.
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Proof . It is a direct consequence of a theorem by Hardy, Littlewood and Pòlya that
can be found in [11] telling that if f,g∈L1((a,b),µ),

∫ y

a

f↓(x)dx≤

∫ y

a

g↓(x)dx for y∈ (a,b)

and

∫ b

a

f↓(x)dx=

∫ b

a

g↓(x)dx

if and only if

∫ b

a

|f(x)−k| dx≤

∫ b

a

|g(x)−k| dx for k∈R.

Let us also mention [10], [7], [1] for developments.
Thus the family of inequalities

∫ (j+1/2)∆x

(j−1/2)∆x

|Ru(x)−k|dx≤

∫ (j+1/2)∆x

(j−1/2)∆x

|u(x)−k|dx for k∈R

is equivalent to
∫ y

(j−1/2)∆x

(Ru)↓ (x)dx≤

∫ y

(j−1/2)∆x

u↓(x)dx

for y∈ [(j−1/2)∆x,(j+1/2)∆x]

and

∫ (j+1/2)∆x

(j−1/2)∆x

(Ru)↓ (x)dx=

∫ (j+1/2)∆x

(j−1/2)∆x

u↓(x)dx.

Now recall that
∫ (j+1/2)∆x

(j−1/2)∆x

(Ru)↓ (x)dx=

∫ (j+1/2)∆x

(j−1/2)∆x

Ru(x)dx

and
∫ (j+1/2)∆x

(j−1/2)∆x

u↓(x)dx=

∫ (j+1/2)∆x

(j−1/2)∆x

u(x)dx.

Condition
∫ (j+1/2)∆x

(j−1/2)∆x (Ru)↓ (x)dx=
∫ (j+1/2)∆x

(j−1/2)∆x u↓(x)dx thus rewrites
∫ (j+1/2)∆x

(j−1/2)∆x Ru(x)dx=
∫ (j+1/2)∆x

(j−1/2)∆x u(x)dx, which is exactly the conservativity assump-

tion (3.6).
The equivalence involving the increasing rearrangement can be shown on the same

way or remarking that f↑ =−(−f)↓.
Theorem 3.12 is of particular interest when the chosen reconstructed solution

is either decreasing in [(j−1/2)∆x,(j+1/2)∆x] (then, (Ru)↓ =Ru) or increasing in
[(j−1/2)∆x,(j+1/2)∆x] (then, (Ru)↑ =Ru).

Applying theorem 3.9 with all Krushkov entropies leads to the convergence of
approximate solutions toward the unique Krushkov solution to (1.1,1.2).

As a conclusion of this paper on general reconstruction schemes, let us point out
that

• condition (3.8) is weaker than the “no sawtooth” condition from [3] (indeed,
saw-teeth are here allowed, the stability condition being required on the con-
volution of the saw-teeth),
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• condition (3.14) is necessary and sufficient for the reconstruction to verify
conservativity and the decrease of every Krushkov entropy,
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