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Abstract. We explore some geometric and analytic consequences of a curvature
condition introduced by Ma, Trudinger and Wang in relation to the smoothness of
optimal transport in curved geometry. We discuss a conjecture according to which
a strict version of the Ma–Trudinger–Wang condition is sufficient to prove regu-
larity of optimal transport on a Riemannian manifold. We prove this conjecture
under a somewhat restrictive additional assumption of nonfocality; at the same
time, we establish the striking geometric property that the tangent cut locus is
the boundary of a convex set. Partial extensions are presented to the case when
there is no “pure focalization” on the tangent cut locus.
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1. Introduction

This paper has two sides: on the one hand, it is a work on the smoothness of
optimal transport; on the other hand, it is a work on the structure of the cut locus.
The latter could be discussed independently of the former, but since the initial
motivation was in optimal transport theory, and since both features are intimately
entangled, we shall present both problematics together. Our introduction is reduced
to the minimum that the reader should know to understand the paper; but much
more information can be found in the books [29, 30]; especially [30, Chapter 12] is
a long and self-contained introduction to the regularity of optimal transport.

1.1. Regularity of optimal transport: background and main result. After
Caffarelli [2, 3, 4] and Urbas [28] studied the smoothness of optimal transport maps
for the quadratic cost function in R

n, the problem naturally arose to extend these
results to more general cost functions [29, Section 4.3]. In this paper, we shall only
consider the important case when the cost is the squared geodesic distance on a
Riemannian manifold M ; this cost function, first studied by McCann [24], has many
applications in Riemannian geometry [30, Part II].

There was almost no progress on the smoothness issue before the introduction of
the Ma–Trudinger–Wang tensor [22]. Let M be a Riemannian manifold, which as
in the rest of this paper will implicitly be assumed to be smooth, connected and
complete. Let TM = ∪({x} × TxM) stand for the tangent bundle over M , and
let cut(M) = ∪({x} × cut(x)) denote the cut locus of M . The Ma–Trudinger–
Wang (MTW) tensor S can be defined on T (M × M \ cut(M)) as follows [30,
Definition 12.26]. Let (x, y) ∈M ×M \ cut(M), take coordinate systems (xi)1≤i≤n,
(yj)1≤j≤n around x and y respectively; set c(x′, y′) = d(x′, y′)2/2, where d is the
geodesic distance on M , and note that c is C∞ around (x, y). Write ci (resp. c ,j)
for the partial derivative with respect to xi (resp. yj), evaluated at (x, y); ci,j for
the mixed second derivative with respect to xi and yj, etc.; and write (ci,j) for the
components of the inverse of (ci,j), always evaluated at (x, y). Then for any ξ ∈ TxM ,
η ∈ TyM ,

(1.1) S(x, y) · (ξ, η) :=
3

2

∑

ijkℓrs

(
cij,r c

r,s cs,kℓ − cij,kℓ

)
ξi ξj ηk ηℓ.

According to Loeper [20], Kim and McCann [16], this formula defines a covariant
tensor. Moreover, as noted in [20], if ξ and η are orthogonal unit vectors in TxM ,
then S(x, x) · (ξ, η) coincides with the sectional curvature at x along the plane
generated by ξ and η [30, Particular Case 12.29].
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The main assumption used in [22, 26, 27] is that

(1.2) S(x, y) ≥ K |ξ|2 |η|2 whenever
∑

ij

ci,j ξ
i ηj = 0,

where K is a positive constant (strong MTW condition) or K = 0 (weak MTW
condition). Condition (1.2) implies that the sectional curvature of M is bounded
below by K. Loeper [21] showed that the round sphere Sn satisfies (1.2) for some
K > 0 (see also [32]).

There is by now plenty of evidence that these conditions, complicated as they seem,
are natural assumptions to develop the regularity theory of optimal transport. In
particular, Loeper [20] showed how to construct counterexamples to the regularity if
the weak MTW condition is not satisfied. The following precise statement is proven
in [30, Theorem 12.39]; vol stands for the Riemannian volume measure.

Theorem 1.1 (Necessary condition for the regularity of optimal transport). Let M
be a Riemannian manifold such that S(x, y)·(ξ, η) < 0 for some x, y, ξ, η. Then there
are C∞ positive probability densities f and g on M such that the optimal transport
map from µ(dx) = f(x) vol (dx) to ν(dy) = g(y) vol (dy), with cost function c = d2,
is discontinuous.

(For the sake of presentation, this theorem is stated in [30] under a compactness
assumption, but the proof goes through easily to noncompact manifolds.)

Conversely, smoothness results have been obtained under various sets of assump-
tions including either the weak or the strong MTW condition [10, 16, 19, 20, 22, 27];
such results are reviewed in [30, Chapter 12]. For instance, [22] furnishes interior a
priori regularity estimates (say C1) on the optimal transport map, provided that the
optimal transport plan is supported in a set D ⊂M×M such that (a) c is uniformly
smooth (say C4) in D; (b) all sets (expx)

−1(Dx) and (expy)
−1(Dy) are convex (in

TxM and TyM respectively), where Dx = {y; (x, y) ∈ D}, Dy = {x; (x, y) ∈ D},
and exp stands for the Riemannian exponential. (The meaning of the notation
(expx)

−1 will be recalled after Definition 1.2.) But so far (a) and (b) have been
proven only in particular cases such as the sphere Sn, or its quotients like the real
projective space RPn = Sn/{±Id } [16, 20]. There is also a partial result by Delanoë
and Ge [6] working on perturbations of the sphere and assuming certain restrictions
on the size of the data.

In this paper we suggest that a (possibly slightly modified) strict form of the MTW
condition alone is a natural sufficient condition for regularity. We shall prove this
conjecture only under a simplifying nonfocality assumption which we now explain.
To begin with, let us introduce some notation:
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Definition 1.2 (injectivity domain, tangent cut and focal loci). Let M be a Rie-
mannian manifold and x ∈M . For any ξ ∈ TxM , |ξ| = 1, let tC(ξ) be the first time
t such that (expx(sξ))0≤s≤t′ is not minimizing for t′ > t; and let tF (ξ) ≥ tC(ξ) be
the first time t such that dtξ expx (the differential of expx at tξ) is not one-to-one.
We define

I(x) =
{
tξ; 0 ≤ t < tC(ξ)

}
= injectivity domain at x;

TCL(x) =
{
tξ; t = tC(ξ)

}
= ∂I(x) = tangent cut locus at x;

TFL(x) =
{
tξ; t = tF (ξ)

}
= (first) tangent focal locus.

Let further I(x) = I(x) ∪ TCL(x).
Then we define I(M) = ∪({x}× I(x)), TCL(M) = ∪({x}×TCL(x)), TFL(M) =

∪({x} × TFL(x)), and equip these sets with the topology induced by TM .

The denomination of (tangent) injectivity domain is justified by the fact that expx

is one-to-one I(x) →M \ cut(x). We denote its inverse by (expx)
−1 : M \ cut(x) →

I(x). Explicitly, (expx)
−1(y) is the unique velocity v ∈ TxM such that (expx tv)0≤t≤1

is minimizing and expx v = y. By extension, if y ∈ cut(x), we denote by (expx)
−1(y)

the set of all velocities v satisfying the latter properties. Basic properties of the
injectivity domain and tangent cut locus are reviewed in Appendix C.

Definition 1.3 (nonfocality). We say that the cut locus of M is nonfocal (or just
that M is nonfocal) if TCL(M) ∩ TFL(M) = ∅; or equivalently if tF (ξ) > tC(ξ) for
all (x, ξ) in the unit tangent bundle of M .

In this paper, we prove the following regularity result:

Theorem 1.4 (Sufficient condition for the regularity of optimal transport). Let M
be a Riemannian manifold satisfying the strong MTW condition, and whose cut locus
is nonfocal. Then for any two C∞ positive probability densities f and g on M , the
optimal transport map from µ(dx) = f(x) vol (dx) to ν(dy) = g(y) vol (dy), with cost
function c = d2, is C∞.

Before going on, let us pause to remark the spectacular contrast between Theorem
1.1 and Theorem 1.4: depending on just the tuning of the Ma–Trudinger–Wang
condition, a “generic” solution of the optimal transport problem with smooth data
may be either C∞, or not even continuous.

Now let us comment on the assumptions of Theorem 1.4. The nonfocality assump-
tion may seem ridiculous at first sight, since it is never satisfied by compact simply
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connected manifolds with positive curvature, at least in even dimension. (This result
is due to Klingenberg, with ancestors as old as Poincaré; Weinstein [33, Section 6]
collects various sufficient conditions so that the cut locus is focal.) Thus our as-
sumptions basically need nontrivial topology — something which is very uncommon
in optimal transport theory. In fact, the archetype of a manifold satisfying the
assumptions of Theorem 1.4 is the real projective space.

However, to advocate for Theorem 1.4, let us point out that

(a) As noted in [6], it follows from known results in Riemannian geometry that
any compact manifold with nontrivial topology, satisfying a strong enough (positive)
curvature pinching assumption, has nonfocal cut locus.

(b) Theorem 1.4 is a particular case of a more general result (Theorem 1.8) which
covers all known (non-flat) manifolds for which there is a C∞ regularity theory of
optimal transport.

(c) Theorem 1.4 is also the first result of its kind to allow for perturbations: if M
satisfies the assumptions of Theorem 1.4, then any C4 perturbation of M will also
satisfy them (for instance, any C4 perturbation of RPn).

Remark 1.5. There has been intense activity to find examples of manifolds satisfy-
ing MTW conditions. New examples can be found in [17], but at the time of writing
they are still not many. Already, showing that the sphere satisfies these conditions
was not a trivial problem [20, 32].

Remark 1.6. In connection with comment (c) above, let us record the following
open problem: Is the strong MTW condition stable under perturbations of the Rie-
mannian metric? What makes this question nontrivial is the fact that the MTW
condition is nonlocal and should hold arbitrarily close to the cut locus, even though
the dependence of the distance upon the Riemannian metric may become very wild
as one approaches the cut locus. At a nonfocal cut point this problem is not se-
rious (which explains comment (c)), but at a focal point this becomes nontrivial.
In [6] the Ma–Trudinger–Wang is controlled near the sphere by two derivatives of
the sectional curvatures, rather than four derivatives of the metric; but the focality
problem is left unsolved. Using a clever strategy, Figalli and Rifford [10] managed
to answer our question positively when M = S2.

1.2. Cut locus: main result. The proof of Theorem 1.4 is based on a striking
geometric property which has interest on its own, and seems to be the first of its
kind:
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Theorem 1.7. Let M be a Riemannian manifold with nonfocal cut locus, satisfy-
ing the strong Ma–Trudinger–Wang condition. Then there is κ > 0 such that all
injectivity domains I(x) of M are κ-uniformly convex.

To put this result in perspective with more familiar results, recall that the strong
MTW condition is a reinforcement of the condition of uniformly positive sectional
curvature, which implies an upper bound on the diameter of injectivity domains (this
is just an awkward way to reformulate the Bonnet–Myers theorem). To summarize,
if Sect stands for sectional curvature,

strong MTW =⇒ Sect ≥ κ > 0

⇓ ⇓
uniform convexity of I(x) =⇒ bound on diameter

Apart from this link with the Bonnet–Myers theorem, Theorem 1.7 is substantially
different from all previously known results or conjectures in the field: it does not
bear on the size or dimension or topological structure of the cut locus, but on its
global geometric shape. It also displays a “positive effect” of positive curvature; this
was somewhat unexpected, since it is usually negative curvature which has a good
impact on the structure of the cut locus (by preventing focalization).

This theorem will be proven in Section 5. The key step in our proof is a kind
of “continuity method” set in the injectivity domains, where the norm plays the
role of “ordering parameter”, and the strict convexity allows to keep on increasing
the parameter. A more general variant of Theorem 1.7, allowing for some sort
of focalization (under assumptions which in particular include the sphere), will be
proven in Theorem 1.8.

1.3. Outline of proof of Theorem 1.4. We now explain the plan of the proof of
Theorem 1.4, and the role of Theorem 1.7 therein. The proof is divided into five
steps, of variable difficulty.

1. According to McCann [24], the optimal transport map between f(x) vol (dx)
and g(y) vol (dy) takes the form

(1.3) T (x) = expx(∇ψ(x)),

where each geodesic (expx(t∇ψ(x)))0≤t≤1 is minimizing, ∇ stands for gradient, and
the semiconvex function ψ solves a weak form of the Monge–Ampère type equation
(1.4)

det
(
∇2ψ(x) + ∇2

xxc
(
x, exp∇ψ(x)

))
=

∣∣∣det∇2
xyc

(
x, exp∇ψ(x)

)∣∣∣
f(x)

g(exp∇ψ(x))
.
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(Here exp∇ψ(x) is a shorthand for expx ∇ψ(x), ∇2 stands for Hessian, ∇2
x for the

Hessian with respect to the x variable, etc.)

2. The strong MTW condition implies certain inequalities between distances (The-
orem 3.1), and the uniform convexity of all injectivity domains (Theorem 1.7). The
combination of both implies a property of M which we call uniform regularity (The-
orem 4.4); it is an intrinsic and global reformulation of similar conditions introduced
earlier in the regularity theory of optimal transport.

3. From the uniform regularity follows the continuity of optimal transport, and
in fact the C1 regularity of ψ (Theorem 6.1). This step is based on the strategy of
Loeper [20], simplified by Kim and McCann [16, Appendices], further simplified and
extended in the present work.

4. The C1 regularity of ψ (and the assumption on M) implies that the optimal
transport stays away from the cut locus (Theorem 7.1), so it takes place in a domain
where c is C∞, with uniform bounds.

5. Steps 2 and 4 make it possible to apply the local a priori estimates of Ma,
Trudinger and Wang [22] in Ck,β (Hölder) spaces, where β ∈ (0, 1), and k ∈ N

is arbitrarily large. (These a priori estimates are established for a smooth cost
function defined in a domain of Rn × Rn; but by the intrinsic nature of S [16], [30,
Remark 12.30] they also apply to a curved geometry.) Then one may conclude, using
arguments similar to those in [22], that ψ is C∞ if f and g are. This concludes the
proof.

In the sequel, we shall only treat Steps 2 to 4 of the above outline of proof, since
these are the only novel steps. This, together with the proof of Theorem 1.7, will
occupy Sections 3 to 7.

Then in Section 8, we shall establish the C1,α regularity of ψ without any smooth-
ness assumption on the probability densities, in the style of [20].

We shall also establish a more general version of Theorems 1.4 and 1.7, which has
the merit to cover at the same time the case of the sphere Sn. Let us define

(1.5) δ(M) = inf
(x,v)∈TCL(M)

diam
(
(expx)

−1(expx v)
)
.

Theorem 1.8. Let M be a Riemannian manifold satisfying condition MTW(K0, C0)
of Section 2, for some K0, C0 > 0, such that δ(M) defined in (1.5) is positive, and
such that for any x ∈ M , TFL(x) has nonnegative second fundamental form near
TCL(x) ∩ TFL(x). Then
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(a) there is κ > 0 such that all injectivity domains of M are κ-uniformly convex;

(b) for any two C∞ positive probability densities f and g on M , the optimal
transport map from µ(dx) = f(x) vol (dx) to ν(dy) = g(y) vol (dy), with cost function
c = d2, is C∞.

Here are some comments on Theorem 1.8:

• In the notation of Proposition C.1, the assumption δ(M) > 0 stands between
J = ∅ (no focal cut velocity) and J \ Σ = ∅ (no purely focal cut velocity).

• Proposition C.5(a) and Lemma 2.3 show that Theorem 1.8 generalizes Theo-
rems 1.4 and 1.7; in a way this result seems to be the best that one can hope for
with the techniques of this paper. However, the assumptions of Theorem 1.8, unlike
those of Theorems 1.4 and 1.7, are not stable under perturbation; this is the reason
why we chose not to present it as our main result.

• The nonnegativity of the second fundamental form of TFL(x) is to be understood
in weak sense (see the reminders in Appendix A). The extra assumption put on the
focal cut locus is not so bad as one may think, because the focal locus is a much less
mysterious object than the cut locus.

The proof of Theorem 1.8 follows the same general lines as the proofs of Theorems
1.4 and 1.7, but details are much more tricky. We shall sketch the arguments at the
end of Sections 4, 5 and 7.

There are four Appendices. The first two are devoted to various notions related
to convexity. In the third one, we gather some technical results about the structure
of the tangent cut locus. (Hopefully our problems will constitute a motivation to
push the study of this topic.) In the fourth one we construct a counterexample
showing that positive sectional curvature alone does not guarantee the convexity of
injectivity domains.
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Canberra (Summer 2007), funded by a FAST research grant coordinated by Philippe
Delanoë and Neil Trudinger. This was a golden opportunity for him to learn the
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discussions with Philippe Delanoë, Étienne Ghys and Bruno Sevennec are acknowl-
edged. These results were presented by the second author at Duke University, as
part of the Gergen Lectures, in May 2008; it is a pleasure for him to thank Jonathan
Mattingly for his kind invitation, and the whole mathematics department for their
wonderful hospitality. Finally, anonymous referees are thanked for their valuable
comments.

2. Various forms of the Ma–Trudinger–Wang condition

Let M be a Riemannian manifold, with Riemannian metric 〈 · , · 〉x at x. For any
(x, y) ∈ (M ×M) \ cut(M) we define a bilinear form on TxM × TyM , also denoted
like a scalar product by abuse of notation, as follows:

∀ (ξ, η) ∈ TxM × TyM, 〈ξ, η〉 = 〈ξ, (dv expx)
−1η〉x(2.1)

= 〈(dw expy)
−1ξ, η〉y,

where v = (expx)
−1(y), w = (expy)

−1(x). When x = y, 〈ξ, η〉 coincides with 〈ξ, η〉x.
The bilinear form defined by (2.1) also coincides, up to a sign, with the pseudo-
Riemannian metric introduced in [22] and further studied in [16]:

〈ξ, η〉 =
〈
(−∇2

x,yc)(x, y) · ξ, η
〉

= −
∑

ij

ci,j ξ
i ηj.

Whenever K0, C0 ≥ 0, we introduce the following curvature conditions:

MTW(K0) ∀(x, y) ∈ (M ×M) \ cut(M), ∀(ξ, η) ∈ TxM × TyM ,
[
〈ξ, η〉 = 0

]
=⇒ S(x, y) · (ξ, η) ≥ K0 |ξ|2 |η̃|2;

MTW(K0, C0) ∀(x, y) ∈ (M ×M) \ cut(M), ∀(ξ, η) ∈ TxM × TyM ,

S(x, y) · (ξ, η) ≥ K0 |ξ|2 |η̃|2 − C0

∣∣〈ξ, η〉
∣∣ |ξ| |η̃|;

where η̃ = (dv expx)
−1η, and v = (expx)

−1(y). Note that 〈ξ, η〉 = 〈ξ, η̃〉x ≤ |ξ| |η̃|;
and |η| ≤ |η̃| by nonnegative curvature. Further note that MTW(K0,∞) coincides
with MTW(K0).

Remark 2.1. Condition MTW(K0, C0) is stronger than MTW(K0) in that it also
controls from below (by a possibly negative number) the behavior of S in the direc-
tion ξ = η. The identity S(x, x) · (ξ, ξ) = 0 implies C0 ≥ K0.
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Remark 2.2. Condition MTW(K0) is stronger than the original condition (1.2)
introduced by Ma, Trudinger and Wang in [22], since |η̃| ≥ |η|. The replacement of
η by η̃ was suggested by a discussion with Figalli; it is somewhat natural because
with this convention MTW(K0, K0) implies the nonnegativity of S over all direc-
tions. Another option would have been to keep η (instead of η̃) in both MTW(K0)
and MTW(K0, C0); for the purposes of this paper this would have worked just the
same, because we mainly care for nonfocal situations. There is also a third possible
condition:

(2.2) S(x, y) · (ξ, η) ≥ K0 |ξ|2 |η| |η̃| − C0

∣∣〈ξ, η〉
∣∣ |ξ| |η|.

It was checked numerically by Figalli and Rifford [10] that the sphere Sn satisfies
the optimal condition MTW(1, 1), which implies (2.2), which in turns implies the
modified MTW(1, 1) with η in place of η̃. Figalli and Rifford also prove that Sn

satisfies MTW(K,K) for some K ∈ (0, 1). These estimates obviously imply the
nonnegativity of the tensor S, which was noticed by Kim and McCann [16, Exam-
ple 3.7].

In the sequel we shall assume MTW(K0, C0) for some K0 > 0, C0 ∈ [K0,∞). This
seems stronger than the assumption MTW(K0) considered in [20, 22], but in fact
these conditions are equivalent as long as y stays away from the focal locus of x, as
the following result shows.

Lemma 2.3. If a compact Riemannian manifold M has nonfocal cut locus, then

(a) Condition (1.2) with K > 0 implies MTW(K0) for some K0 > 0;

(b) Condition MTW(K0) implies MTW(K0, C0) for some C0 ∈ [K0,+∞).

Proof of Lemma 2.3. First, the nonfocality implies that

|η| ≤ |η̃| ≤ C |η|,
for some finite constant C = sup(x,v)∈I(M) ‖(dv expx)

−1‖. So (1.2) does imply MTW(K0)

with K0 = K/C2.
By Proposition C.5(a), there is a bound on all derivatives of c = d2/2 up to order

4, uniformly over (M ×M) \ cut(M); and there are upper bounds on the operator
norms ‖dv expx ‖ and ‖(dv expx)

−1‖, uniformly over (x, v) ∈ I(M).
Let UxM stand for the space of unit tangent vectors at x. Whenever x and y

are given in M ×M \ cut(M), choose a system of geodesic coordinates centered at
x, and let Q be the space of all quadrilinear forms Q on TxM × TxM , taking the
form Q(ξ, η) =

∑
qijkℓ ξ

i ξj ηk ηℓ, such that all coefficients qijkℓ are bounded by 1 and
Q(ξ, η) ≥ K0 for all (ξ, η) ∈ UxM × UxM satisfying 〈ξ, η〉 = 0 (Note carefully: the
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η appearing in the present argument is the η̃ used before.) The condition 〈ξ, η〉 = 0
defines the vanishing of the first coordinate of η in a certain orthogonal basis. Since
functions in Q are uniformly Lipschitz in η, uniformly in ξ, there is a constant C1,
only depending on n, such that

(2.3) ∀Q ∈ Q, ∀(x, y) ∀(ξ, η) ∈ UxM × UxM Q(ξ, η) ≥ K0 − C1 |〈ξ, η〉|.
Now if S satisfies MTW(K0), then S/C2, viewed as a function on TxM × TxM ,

belongs to Q, where C2 = max(1, ‖c‖3
C4) (the C4 norm is over the whole of M ×M \

cut(M)). Then by homogeneity, (2.3) implies

S(x, y) · (ξ, η̃) ≥ K0C2 |ξ|2 |η̃|2 − C1C2 |〈ξ, η̃〉| |ξ| |η̃|
for all (x, y) ∈M ×M \ cut(M) and (ξ, η) ∈ TxM × TyM , η̃ = (dv expx)

−1(η). �

3. Metric consequences of the Ma–Trudinger–Wang condition

For any x in M we may introduce geodesic coordinates centered at x, or equiva-
lently parameterize y ∈M \ cut(x) by p = (expx)

−1(y). This operation transforms a
tangent vector η ∈ TyM into η̃ = (dp expx)

−1 · η ∈ TxM . Then for any two tangent
vectors ξ ∈ TxM , η ∈ TyM ,

(3.1) S(x, y) · (ξ, η) = −3

2

∂2

∂p2
η

∂2

∂x2
ξ

c(x, y).

The meaning of (3.1) is as follows: first freeze y and differentiate c(x, y) = d(x, y)2/2
twice with respect to x, in direction ξ; this gives a function of y. Then freeze x,
parameterize y by geodesic coordinates p, and differentiate twice with respect to p,
in direction η̃. See [30, Chapter 12] for more information.

Trudinger and Wang [26] and Loeper [20] first explored the relations between
lower bounds on S, and certain inequalities involving distance functions along c-
segments; then Kim and McCann [15] [16, Appendices] introduced a more geometric
and flexible method to study the same inequalities. By definition, a c-segment
(yt)0≤t≤1 with base x is the image by expx of a plain line segment included in I(x);
in other words, it is a curve which appears as a straight line when written in geodesic
coordinates centered at x. A c-segment is uniquely determined by its endpoints y0,
y1 and the basepoint x, and will be denoted by [y0, y1]x. Of course, if y0 and y1 are
given in I(x), the c-segment [y0, y1]x does not necessarily exist, since there is no a
priori reason why [(expx)

−1(y0), (expx)
−1(y1)] ⊂ TxM would be contained in I(x).

The following statement can be found in [30, Proof of Theorem 12.34], where it is
proven with a slight variant of the Kim–McCann technique: Assume the weak MTW
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condition. Let x, y0, y1 ∈ M be such that (yt)0≤t≤1 = [y0, y1]x is well-defined, and
that [x, x]yt

is well-defined for any t ∈ (0, 1). Then
(3.2)

∀t ∈ (0, 1) d(x, yt)
2 −d(x, yt)

2 ≥ min
(
d(x, y0)

2 −d(x, y0)
2, d(x, y1)

2 −d(x, y1)
2
)
.

When the strict conditions MTW(K0) or MTW(K0, C0) are enforced, the inequal-
ity (3.2) can be refined in two ways, as soon as x goes slightly away from x:

(a) one may deform the c-segment [y0, y1]x into a path with small acceleration (in
geodesic coordinates centered at x);

(b) away from t = 0 and t = 1, the inequality becomes strict; this property will
use the finiteness of the constant C0.

Here is a precise statement, where the dot as usual stands for the time-derivative
(by convention, time means the variable parameterizing paths), and z+ = max(z, 0).

Theorem 3.1. Let M be a Riemannian manifold satisfying MTW(K0, C0) for some
K0 ≥ 0, C0 ∈ [max(K0, 1),∞]. Let x ∈M and let (pt)0≤t≤1 be a C2 curve drawn in
I(x). For any t ∈ (0, 1), define yt = expx pt. Let x ∈ ⋂

0≤t≤1 M \ cut(yt); for each t

define qt = (expyt
)−1(x), qt = (expyt

)−1(x). Assume that
(3.3)

∀t ∈ (0, 1),





[qt, qt] ⊂ I(yt)

−
〈
p̈t, (dpt

expx)
−1(qt − qt)

〉
≤ ε0

∣∣(dpt
expx)

−1(qt − qt)
∣∣2 |ṗt|2,

for some ε0 ≤ K0/8; then inequality (3.2) still holds, and can be reinforced into

(3.4) d(x, yt)
2 − d(x, yt)

2 ≥ min
(
d(x, y0)

2 − d(x, y0)
2, d(x, y1)

2 − d(x, y1)
2
)

+ 2 λ t(1 − t)

(
inf

0≤s≤1
|qs − qs|2

)
|p1 − p0|2,

for any t ∈ (0, 1), where
(3.5)

λ =
K0

(
1 − 2σ η0 diam(M)

)2

+

12C0

(
1 + σ diam(M)

) , σ := max |ṗ|, η0 ≥ sup
0≤t≤1

( |p̈t|
|qt − qt| |ṗt|2

)
.

Remark 3.2. This result extends and simplifies the results of Kim and McCann [16,
Proposition B.1].
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q

0
(x)

p0
p1

(y0)
(y1)

(y)

(x)

q

Figure 1. Setting of Theorem 3.1. The path joining p0 to p1 is drawn
in TxM , while q, q belong to TyM . Points are displayed inside curved
brackets near the corresponding tangent vectors.

Remark 3.3. Since MTW(K0, C0) implies nonnegative sectional curvature, all maps
expyt

are 1-Lipschitz, so one could replace |(dpt
expx)

−1(qt − qt)| and |qt − qt| in
Theorem 3.1 by the time-independent smaller quantity d(x, x). However, to study
the implications of the MTW condition on the cut locus it will be crucial to keep
|qt − qt| in the conclusion and not replace it by d(x, x).

Proof of Theorem 3.1. In the sequel we shall assume K0 > 0; the case K0 = 0 is
treated similarly, and anyway is already considered in [30, Theorem 12.34]. The core
of the method goes back to Kim and McCann [15].

Let c = d2/2. If the assumptions of Theorem 3.1 are satisfied, we have ∇xc(x, yt)+
pt = 0, so ∇2

x,yc(x, y) · ẏ+ ṗ = 0. Choose an orthonormal basis (ei)1≤i≤n of TxM and
let ζi = ṗi (1 ≤ i ≤ n) stand for the coordinates of the velocity of the path (pt) in
this basis. By direct calculation, using the convention of summation over repeated
indices, we have

(3.6) (ẏ)i = −ci,r(x, yt) ζr =: ζ i,

(3.7) (ÿ)i = −ci,k ck,ℓj c
ℓ,r cj,s ζr ζs − ci,rζ̇r,

where all functions are evaluated at (x, yt) and at time t.
Let then

h(t) = −c(x, yt) + c(x, yt) + δ t(1 − t),
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where δ will be chosen later on. For any t ∈ (0, 1) we have

ḣ(t) =
[
−c ,j(x, yt) + c ,j(x, yt)

]
ζj + δ (1 − 2t)

= −ci,j(x, yt) η
i ζj + δ (1 − 2t)(3.8)

where ηj = −c ,j(x, yt) + c ,j(x, yt) and ηi = −cj,i(x, yt) ηj (equivalently, η = qt − qt).
Next (using (3.6) and (3.7) and a bit of juggling with indices),

(3.9) ḧ(t) = −
([
c ,ij(x, yt) − c ,ij(x, yt)

]
− ηk ck,ij(x, yt)

)
ζ i ζj + ci,j η

i cj,r ζ̇r − 2δ,

where again the summation over repeated indices is implicit, and expressions are
evaluated at (x, yt) by default.

Now freeze t, yt and ζ , and let Φ(z) = c ,ij(z, yt) ζ
i ζj. This can be seen as a

function of (expyt
)−1(z) ∈ Tyt

M , and then its second derivative in direction η is
given by −(2/3)S(z, yt) · (ζ, η). Starting from (3.9), a Taylor formula for Φ on the
segment [qt, qt] yields

ḧ(t) =
2

3

∫ 1

0

S
(
yt, [x, x]yt

(s)
)
· (η, ζ) (1− s) ds+ ci,j(x, yt) η

i cj,r(x, yt) ζ̇r − 2δ

=
2

3

∫ 1

0

S
(
yt, expyt

((1 − s)qt + sqt)
)
· (η, ζ) (1− s) ds+ ηrζ̇r − 2δ.

(Note that η and ζ depend on t but not on s.)

Let t ∈ [0, 1] be a maximum of h. If t belongs to (0, 1), then ḣ(t) = 0 and ḧ(t) ≤ 0.
In particular, from (3.8),

∣∣〈ξ, η〉
∣∣ =

∣∣−ci,j ηi ζj
∣∣ = δ |1 − 2t| ≤ δ.

Then, by MTW(K0, C0) and
∫

(1 − s) ds = 1/2,

ḧ(t) ≥ K0

3
|η̃|2 |ζ |2 − C0

3
|〈ζ, η〉||ζ | |η̃| + ηrζ̇r − 2δ

≥ K0

3
|η̃|2 |ζ |2 − δ

(
2 +

C0

3
|η̃| |ζ |

)
+ 〈p̈t, η̃〉,(3.10)

where η = qt − qt and (as in the previous section) η̃ = (dpt
expx)

−1(qt − qt).
If η 6= 0 and

(3.11) −〈p̈t, η̃〉 ≤
K0

8
|η̃|2 |ζ |2, δ ≤ K0

2

( |η̃|2 |ζ |2
6 + C0 |ζ | |η̃|

)
,

then the right-hand side of (3.10) is positive, in contradiction with ḧ(t) ≤ 0. (This
argument also works when C0 = ∞ and δ = 0.)
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The assumption (3.3) implies the first inequality in (3.11) by means of Cauchy–
Schwarz inequality. Recalling that C0 ≥ 1, and noting that x → x2/(1 + x) is
nondecreasing on R+ and |η̃| ≥ |η| (by nonnegative curvature), we see that the
second inequality in (3.11) is satisfied as soon as

(3.12) δ ≤ K0

12C0

( |η|2 |ζ |2
1 + |η| |ζ |

)
.

We claim that (3.12) is true if δ ≤ λ |qt − qt|2 |p1 − p0|2, and (3.5) holds. Indeed,
first note that

∫ 1

0

|ζs| ds ≤ |ζt| +
∫ 1

0

|ζ̇s| ds

≤ |ṗt| +
∫ 1

0

η0 |qs − qs| |ζs|2 ds

≤ |ṗt| + (2η0 diam(M)) (sup |ζs|)
∫ 1

0

|ζs| ds,

so
∫ 1

0
|ζs| ds ≤ (1 − 2η0 σ diam(M))−1

+ |ṗt|. In particular,

|p1 − p0| ≤
∫ 1

0

|ζs| ds ≤ (1 − 2η0 σ diam(M))−1
+ |ṗt|.

So

δ ≤ K0 (1 − 2η0 σ diam(M))2
+

12C0 (1 + σ diam(M))
|η|2 |p1 − p0|2

≤ K0 |ζ |2 |η|2
12C0 (1 + |η| |ζ |),

which is the desired (3.12).
In the end we are left with only three possibilities: either η = 0 (i.e. x = x), or

t = 0, or t = 1. In either case, we conclude that h(t) ≤ max(h(0), h(1)), which is
equivalent to (3.4) (recall that c = d2/2). �

4. Uniform regularity

The Ma–Trudinger–Wang condition is a differential version of the “regularity
property” discussed in [30, Chapter 12], which underlies the regularity theory of
optimal transport. If we want to adapt that theory to the setting of Riemannian
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manifolds, using Theorem 3.1, we immediately stumble upon the too severe require-
ment that x should not belong to cut(yt) in (3.3). This cut locus issue is one of the
main new problems appearing in the context of Riemannian manifolds.

This leads us to propose the following definition:

Definition 4.1 (Uniform regularity). A Riemannian manifold M is said to be uni-
formly regular if there are ε0, κ, λ > 0 such that

(a) I(x) is κ-uniformly convex for all x;

(b) For any x ∈M , let (pt)0≤t≤1 be a C2 curve drawn in I(x), and let yt = expx pt;
let further x ∈M . If

(4.1) ∀t ∈ (0, 1), |p̈t| ≤ ε0 d(x, x) |ṗt|2, |ṗt| ≤ 2 diam(M),

then for any t ∈ (0, 1),

(4.2) d(x, yt)
2 − d(x, yt)

2 ≥ min
(
d(x, y0)

2 − d(x, y0)
2, d(x, y1)

2 − d(x, y1)
2
)

+ 2 λ t(1 − t) d(x, x)2 |p1 − p0|2.
Remark 4.2. Reminders about the notion of uniform convexity are given in Ap-
pendix A. A κ-uniformly convex set in Rn has diameter bounded above by C/κ for
some universal constant C; so uniform regularity automatically implies a uniform
bound on the diameter of injectivity loci, and therefore on diam(M).

Example 4.3. S
n is uniformly regular.

Proof. The injectivity domains of Sn are spheres of radius π, so they are uniformly
convex. In particular, if x ∈ ⋂

t(S
n \ cut(yt)) then [qt, qt] ⊂ I(yt), where the notation

is the same as in Theorem 3.1. If moreover (pt) satisfies (4.1), then

(4.3) |p̈t| ≤ ε0 d(x, x) |ṗt|2 ≤ ε0 |qt − qt| |ṗt|2 ≤ ε0 |(dpt
expx)

−1(qt − qt)| |ṗt|2,
where both inequalities follow from the nonnegative curvature.

By [10], Sn satisfies MTW(K,K) for some K > 0; so all the assumptions of
Theorem 3.1 are satisfied if ε0 ≤ K/8. Moreover (4.1) also implies |p̈t| ≤ ε0 |qt −
qt| |ṗt|2, so by choosing ε0 small enough we can ensure that the constant λ in (3.5)
(with η0 = ε0) will be positive. Then (4.2) follows by (3.4) and again d(x, x) ≤
|qt − qt|.

It remains to relax the assumption x ∈ ⋂
t(S

n\cut(yt)). This is done by density as
in [16]: it suffices to note that

⋂
t(S

n \ cut(yt)) coincides with Sn \ {−yt, 0 ≤ t ≤ 1},
which is dense in S

n. �
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The density argument used in the above proof is very particular: for more general
manifolds we do not expect

⋂
(M \ cut(yt)) to be dense; this is false even for a

nonspherical ellipsoid! To convince the reader of the interest of Definition 4.1 we’d
better find more “generic” examples. The following result allows to do so:

Theorem 4.4. Let M be a Riemannian manifold with nonfocal cut locus, satisfying
MTW(K,C) for some K > 0, such that all its injectivity domains are κ-uniformly
convex, for some κ > 0. Then M is uniformly regular in the sense of Definition 4.1.

The technical core of the proof of Theorem 4.4 is the following auxiliary result:

Lemma 4.5. Let M be a Riemannian manifold with nonfocal cut locus. Let x, x ∈
M , let (pt)0≤t≤1 be a C2 path drawn in I(x) and let yt = expx pt. Then for any
η > 0 there is a path (p̂t)0≤t≤1 such that ‖p·− p̂·‖C2(0,1) ≤ η and, if ŷt = expx p̂t, then
(expx)

−1(ŷt) is a piecewise C2 path which always leaves and reenters I(x) transver-
sally at discontinuity times.

Proof of Lemma 4.5. First, since (pt) stays away from the cut locus of x, there is a
neighborhood of the trajectory (yt) on which the exponential map expx is smoothly
invertible; then it is equivalent to perturb the path (yt) in C2 topology, or to perturb
the path (pt) in C2 topology.

Next, cut(x) is of dimension n−1, so its complement is dense. By perturbing (pt)
in C2 topology, we can make sure that y0, y1 /∈ cut(x).

Next, by nonfocality and inverse function theorem, for any y ∈ M there are
a neighborhood U of y, finitely many distinct velocities v1, . . . , vm in I(M), and
disjoint neighborhoods Wj of vj, such that (expx)

−1(U) ⊂ W1 ∪ . . . ∪Wm and the
exponential map is smoothly invertible U → Wj . We can cover M by a finite
number of such neighborhoods U , extract a finite covering U , and divide [0, 1] into
subintervals [tj, tj+1] such that the restriction of (yt) to each [tj, tj+1] is valued in
some U ∈ U . By a density argument again, we can ensure that ytj /∈ cut(x). All in
all, it suffices to prove the statement of the lemma when the path (yt) is represented

by finitely many smooth paths p
(1)
t , . . . , p

(m)
t with expx p

(j)
t = yt, each of them defined

in a neighborhood of some element of I(x).
By Proposition C.5(c) in Appendix C, the set N of nondifferentiability points of

TCL(x) is included in a finite union of smooth manifolds of dimension n− 2, so the
same is true of expx(N ). By slightly perturbing the path (yt), we can make sure that
(yt) stays a positive distance away from expx(N ). On the other hand, if D stands
for the set of differentiability points in TCL(x), any point in expx(D) has exactly
two pre-images in I(x); then the construction above shows that we just have to work
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with m = 1 (in which case the path (yt) stays nicely in M \ cut(x)) or m = 2, which
we shall now assume.

So the problem is as follows: we have two paths (p
(1)
t )0≤t≤1 and (p

(2)
t )0≤t≤1, drawn

in a neighborhood of some velocities v1 and v2 in I(x), such that expx p
(1)
t = expx p

(2)
t .

When |p(1)
t | < |p(2)

t | we have (expx)
−1(yt) = p

(1)
t , and vice versa. Perturbing either

of these paths in C2 topology leads to a C2 perturbation of (yt).
As in the proof of Proposition C.5(c), we have a smooth hypersurface H in the

neighborhood of v1, delimiting two open “curved half-spaces” H1 and H2, such that

|p(1)
t | < |p(2)

t | if and only if p
(1)
t belongs to H1. The problem is to show that we can

perturb (p
(1)
t ) in C2 topology, in such a way that it always crosses H transversally

(that is, with a velocity which is not tangent to H) and finitely many times. This is
done by an elementary argument after straightening up H by a smooth diffeomor-
phism. �

Proof of Theorem 4.4. Let x, x, (pt)0≤t≤1 and (yt)0≤t≤1 be as in Definition 4.1. By
density and Lemma 4.5, we may assume that y0, y1 /∈ cut(x) and that (expx)

−1(yt)
always leaves and reenters I(x) transversally, all the other conditions in Definition 4.1
being unchanged (apart from a slight increase in ε0, but we can slightly reduce it
from the beginning). We may also assume x 6= x, otherwise everything is trivial.

So the picture is as follows: there are finitely many times t0 = 0, t1, . . . , tN = 1 such
that yt ∈ cut(x) only for t ∈ {t1, . . . , tN−1}, and (expx)

−1(yt) enters I(x) transversally
at t+j , leaves it transversally again at t−j+1.

Now we repeat the proof of Theorem 3.1 by studying the function h(t) = −c(x, yt)+
c(x, yt) + δ t(1 − t), where c = d2/2 and δ > 0.

On each time-interval (ti, ti+1) we have yt /∈ cut(x), so qt = (expyt
)−1(x) is well-

defined, h is a smooth function of t, and by convexity of I(yt) we have [qt, qt] ⊂
I(yt), where qt = (expyt

)−1(x). The second assumption in (3.3) is also satisfied
by assumption (as in (4.3)). So we may indeed repeat the proof of Theorem 3.1,
and conclude that if δ is defined as in that proof, the function h cannot have any
maximum on (ti, ti+1). Since h is continuous on [0, 1], it achieves its maximum at
one of the times tj .

Let us consider the behavior of h near tj , for j ∈ {1, . . . , N − 1}. As in the proof

of Proposition C.5(c), the function c(x, yt) can be written as a function of p
(1)
t near

tj, where expx p
(1)
t = yt and p

(1)
t varies smoothly; moreover, c(x, yt) = inf(E1, E2),

where E1 and E2 are smooth functions, ∇E1 6= ∇E2 and the equation of TCL(x) is
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given (locally) by E1 = E2. It follows that

d

dt

∣∣∣∣
t=t+j

c(x, yt) <
d

dt

∣∣∣∣
t=t−j

c(x, yt);

so the graph of t→ c(x, yt) presents an upper spike at tj. Since c(x, yt) is a smooth
function of t, the graph of h presents a downward spike at tj , so tj cannot be a
maximum of h. The only possibility left out for h is to achieve its maximum at
t = 0 or t = 1. Then we can write down the conclusion of Theorem 3.1, and by
using the inequality d(x, x) ≤ |qt − qt| we obtain (4.2). �

To conclude this section, we note that Theorem 4.4 still holds true if the nonfocal-
ity condition is replaced by the more general assumptions of Theorem 1.4. Since the
approximation Lemma 4.5 is not available any longer, to prove this we can invoke
an improvement which is obtained from a more elaborate “probabilistic” argument
developed by Figalli and the second author in the short paper [11]:

Lemma 4.6. Let x, x ∈ M , and let (pt)0≤t≤1 be a smooth path not intersecting
TFL(x). Then for any ε > 0 there is a path (p̃t)0≤t≤1 such that

‖p· − p̃·‖C2(0,1) ≤ ε

and {
t; expx p̃t ∈ cut(x)

}
is finite.

We refer to [11] for the proof, which is based on the estimates in [13, 18].

5. Convexity of injectivity domains

The main goal of this section is the proof of Theorem 1.7. Before going into the
proof, let us give some explanations. First, here is a heuristic reasoning suggesting a
relation between the MTW condition and the convexity of I(x). Write c = d2/2 and
replace for a while condition MTW(K0, C0) by MTW(K0, K0), so that S ≥ 0 on
the whole of its domain of definition; equivalently, ∇2

xc(x, y) is a (“matrix”-valued)
concave function of p = (expx)

−1(y). It is shown in [5, Proposition 2.5] that cut(x)
is exactly the set of points y such that c( · , y) fails to be semiconvex at x; which
means that formally ∇2

xc(x, y) admits a −∞ eigenvalue. (Recall that all eigenvalues
are bounded above since the distance is semiconcave.) Now if p0, p1 ∈ I(x), let
yi = expx(pi) (i = 0, 1), and yt = expx((1−t)p0+tp1), then ∇2

xc(x, y0) and ∇2
xc(x, y1)

have only finite eigenvalues, and ∇2
xc(x, yt) is a concave function of t, so ∇2

xc(x, yt)
remains bounded below for all t — so we expect yt to be outside the cut locus of x.

However convincing this argument may look, it has two major shortcomings:
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(a) In general the matrix ∇2
xc(x, y) may very well be uniformly bounded (from

above and below) on its domain of definition. (Think of M = S1 where this Hessian
is always equal to 1, except when |x− y| = π, and then it is not defined.) Making
sense of the fact that ∇2

xc has −∞ eigenvalues might require a distribution-type
argument, which is not obvious at all to implement.

(b) Going from MTW(K0, C0) to MTW(K0, K0) we have added one direction of
convexity, which in general is not in the original problem, and helps quite a bit in
the heuristics. (Note: the −∞ eigenvectors at a focal uniquely minimizing geodesic
are always orthogonal to this geodesic. Bearing this in mind, the reader will easily
become convinced that the missing direction is often the most interesting.)

For these reasons, we did not manage to make any sense of the heuristic argument.
We shall now present a proof based on a radically different line of argumentation.
It will rely on three main ideas: First, the use of “slightly curved” paths to explore
TCL(x); secondly, the use of the norm of the velocity as an “ordering parameter”
for a sort of continuity method; thirdly, the use of uniform convexity to continue the
procedure. It should be noted that we will not take one x and prove the convexity
of I(x); instead, we shall consider all x at the same time. (The uniform convexity
of I(x) up to a certain norm will depend on convexity properties of I(y) for some
y 6= x.) The technical core of the proof is Theorem 3.1. This may seem paradoxical,
since the first condition in (3.3) needs some kind of convexity property of I(yt), and
we are precisely seeking to establish this property! But this problem will be resolved
by some bootstrap argument.

Before starting the proof, we introduce a bit of notation, and two simple lemmas.
Whenever (x, v) ∈ TM , we define

(5.1) φ(v) = −dv expx(v).

(So if γ : [0, 1] →M is a constant-speed minimizing geodesic going from x to y, with
initial velocity v0 and final velocity v1, the map φ is defined by v0 7−→ −v1.)

Lemma 5.1. The function φ is a smooth norm-preserving involution TM → TM ,
sending tangent cut locus into tangent cut locus and injectivity domain into injec-
tivity domain:

v ∈ TCL(x) =⇒ φ(v) ∈ TCL(expx v); v ∈ I(x) =⇒ φ(v) ∈ I(expx v).

Moreover, there is a constant K such that if v, w ∈ TCL(x) satisfy expx v = expxw,
then

(5.2) K−1 |v − w| ≤ |φ(v) − φ(w)| ≤ K |v − w|.
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Lemma 5.2. Let M be a compact Riemannian manifold with nonfocal cut locus, let
δ > 0 be given by Proposition C.5(a), and let δ′ ∈ (0, δ). Let x ∈M and v ∈ TCL(x)
such that TCL(x) admits a tangent hyperplane at v; then there are a neighborhood
W of v, and a sequence (xk)k∈N converging to x, such that for any w ∈ TCL(x)∩W
and any k ∈ N, one has

(a) xk /∈ cut(y), where y = expx w;

(b)
∣∣(expy)

−1(xk) − φ(w)
∣∣ > δ′.

The interpretation of Lemma 5.2 is as follows: y = expx w ∈ cut(x) sees x from
two directions, φ(w) and, say, φ(ŵ), which are away from each other. By perturbing
x into xk we can make sure that φ(ŵ) is more favorable than φ(w).

Proof of Lemma 5.1. The first statement is obvious from the definition of φ. The
second one is an immediate consequence of the observation that if γ is a geodesic
joining x to y, then y is a cut point of x along γ if and only if x is a cut point
of y along the time-reversed γ. As for the third statement, the inequality on the
right is obtained with K equal to the supremum of all Lipschitz constants of v 7−→
−dv expx v, and this implies the inequality on the left since φ is an involution on
TCL(M). �

Proof of Lemma 5.2. By Proposition C.5(c), there is exactly one velocity v̂ ∈ TCL(x)
such that v̂ 6= v and expx v̂ = expx v. By the same reasoning as in the proof of Propo-
sition C.5, there are neighborhoods U of x, V of y = expx v, W of v (in TM) and

Ŵ of v̂, such that any x ∈ U and any y ∈ V can be joined by exactly one geodesic

with initial velocity w ∈ W , say γx,y; and one with initial velocity ŵ ∈ Ŵ , say γ̂x,y;
and any minimizing geodesic U → V has to be one of these two geodesics.

Then y ∈ cut(x)∩V if and only if E(γx,y) = E(γ̂x,y), where E(γ) = (1/2)
∫
|γ̇(t)|2 dt =

L(γ)2/2, and L is the length. In particular, if w ∈ TCL(x) ∩W and y = expx w,
then

(5.3) E(γx,y) = E(γ̂x,y).

Let wx,y (resp. ŵx,y) stand for the initial velocity of γx,y (resp. γ̂x,y); this is a
smooth function of (x, y) ∈ U × V . Let then xk = expx(tkv̂) with tk > 0, tk → 0 as
k → ∞. By the formula of first variation,

E(γxk,y) = E(γx,y) − tk 〈v̂, wx,y〉 +O(t2k)

= E(γx,y) − tk 〈v̂, v〉 +O(tkη) +O(t2k),(5.4)

where η = diam(W ∩ TxM).
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On the other hand, taking into account (5.3),

(5.5) E(γ̂xk,y) = (1 − tk)
2 |v̂|2 = E(γx,y) − tk |v̂|2 +O(t2k).

Since |v̂| = |v| and v̂ 6= v, we have 〈v̂, v̂〉 > 〈v̂, v〉; so if η is small enough, we will
have

E(γ̂xk,y) < E(γxk,y)

for all k large enough. This ensures that xk /∈ cut(y), and (expxk
)−1(y) = ŵxk,y.

As we let U, V,W, Ŵ shrink to x, y, v, v̂ respectively, (expy)
−1(xk) becomes uni-

formly close to φ(v̂). So if these neighborhoods are chosen small enough at the
beginning, we have

|(expy)
−1(xk) − φ(v)| ≥ (1 − ε) |φ(v̂) − φ(v)| ≥ (1 − ε) δ,

where we used Lemma 5.1 and Proposition C.5(a); and ε is arbitrarily small. This
implies the claim. �

Now we can enter the bulk of the proof of Theorem 1.7.

Proof of Theorem 1.7. First, MTW(K0) implies that all sectional curvatures of M
are bounded below byK0, soM is compact. By Lemma 2.3,M satisfies MTW(K0, C0)
for some C0 < ∞. Also, by the nonfocality assumption, we do not lose anything
replacing (3.3) by the stronger condition

(5.6) |p̈t| ≤ η0 |qt − qt| |ṗt|2.
(The notation η0 is consistent with (3.5).) We shall use it under the assumption
that sup |ṗt| is so small, that λ in (3.5) is strictly positive.

From Proposition C.5(c), TCL(x) is semiconvex; so it is sufficient to get a lower
bound on the second fundamental form of TCL(x) at each differentiability point
v ∈ TCL(x). We shall prove

(5.7) IITCL(x)(v) ≥ min

(
η0 δ,

1

diam(M)

)
,

where δ is given by Proposition C.5(a). It will be convenient to interpret the lower
bound in (5.7) in the sense of (A.3); the smoothness of TCL(x) around v allows us
to consider paths γ (denoted (pt) in the sequel) drawn directly in TCL(x).

Let δ′ ∈ (0, δ), let κ′ < min(η0 δ
′, 1/(diamM)) and let κ be such that any set

C ⊂ B[0, diam(M)] (the closed ball centered at 0 with radius diam(M)) satisfying
IIC ≥ κ′ is κ-uniformly convex. The goal is to show that IITCL(x) ≥ κ′. (Then (5.7)
follows by a limiting procedure.)
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The argument which we shall present is quite involved, and for pedagogical rea-
sons, we shall first treat the case when there are no “concave parts” in the injectivity
domains; more precisely we shall assume that

(5.8) There is no (x, v) ∈ TCL(M) with IITCL(x)(v) ≤ −η0 δ
′.

By this assumption we mean that for any (x, v) ∈ TCL(M) there is at least one
eigenvalue of IITCL(x) which is greater than −η0 δ

′; this should be understood in
weak sense, as in Appendix A.

Let P (r) and Q(r) be the following two properties depending on M and r (varying
in (0, diam(M)]):

P (r) For any x ∈M , v, w ∈ I(x),
(
|v|, |w| ≤ r, |v − w| ≥ δ′

)
=⇒ [v, w] ⊂ I(x).

Q(r) For any x ∈M , I(x) ∩B(0, r) is κ-uniformly convex.

Claim: For any r ∈ (0, diam(M)], the properties P (r) and Q(r) are equivalent.

Proof of Claim. It is obvious that Q(r)⇒ P (r) for all r; the problem is to show the
converse. This will be achieved with the help of Theorem 3.1.

So let r ∈ (0, diam(M)], assume that M satisfies P (r), let x be an arbitrary point
in M , the goal is to prove that I(x) ∩ B(0, r) is κ-convex.

Since B(0, r) is λ-uniformly convex for λ = (diamM)−1, the set C = B(0, r) ∩
TCL(x) is semiconvex (in the sense of Definition B.1) and it is sufficient to establish

(5.9) IIC(v) ≥ κ′

at each point of differentiability v of ∂C. This is obvious if v ∈ ∂B(0, r), so we shall
assume |v| < r, v ∈ TCL(x) and TCL(x) differentiable at v.

Let W (neighborhood of v in TM) and (xk)k∈N be given by Lemma 5.2. Without
loss of generality, each w ∈ W satisfies |w| < r. Recall that TCL(x) is smooth
around v; taking into account the simplifying assumption (5.8), we see that if (5.9)
is violated, there is a C2 path (p(t))0≤t≤1, with constant nonzero speed, drawn in
TCL(x), such that

(5.10) p
(1

2

)
= v;

∣∣p̈
(1

2

)∣∣ < η0 δ
′
∣∣ṗ

(1

2

)∣∣2.
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Restricting the path p and reparameterizing it if necessary, we may assume that

(5.11) |p̈(t)| < η0 δ
′ |ṗ(t)|2 ∀t ∈ (0, 1).

We may also assume that p(t) ∈W for all t ∈ [0, 1], in particular |p(t)| < r.
Let then yt = expx p(t). By Lemma 5.2, for any t we have xk /∈ cut(yt) and

|qt − qt| > δ′, where qt = (expyt
)−1(xk), qt = φ(p(t)) ∈ W . In particular, (5.11)

implies (5.6).
The goal now is to apply Theorem 3.1. As k → ∞, |qt| = d(xk, yt) approaches

d(x, yt) = |p(t)| < r. So if k is large enough we have |qt| < r for all t. Further, we
may perturb the path (p(t)) very slightly, say replace it by (1 − α)p(t) for α very
small, which ensures that p(t) ∈ I(x), and still all the previous (strict) inequalities
are still satisfied with yt replaced by expx((1 − α)p(t)). Then both x and xk be-
long to M \ ⋃

cut(yt); |(expyt
)−1(x)| < r; |(expyt

)−1(xk)| < r; and |(expyt
)−1(x) −

(expyt
)−1(xk)| > δ′; so property P (r) implies that [(expyt

)−1(x), (expyt
)−1(xk)] ⊂

I(yt). Thus all the assumptions of Theorem 3.1 are fulfilled. Writing the conclusion
of this theorem for t = 1/2, and then passing to the limit as α → 0, we obtain

d(xk, y1/2)
2 − d(x, y1/2)

2 ≥ min
(
d(xk, y0)

2 − d(x, y0)
2, d(xk, y1)

2 − d(x, y1)
2
)

+
λ

2
(δ′)2 |p(0) − p(1)|2,

where λ is determined by (3.5).
Passing to the limit k → ∞, we deduce

(5.12) 0 ≥ λ

2
(δ′)2 |p(0) − p(1)|2,

which is a contradiction. The conclusion is that there is no nontrivial constant-speed
path drawn in TCL(x) satisfying (5.10); therefore Q(r) is satisfied. �

Back to the proof of Theorem 1.7, we note that P (r) is obviously true for r small
enough, so we may define

r1 = sup
{
r ∈ (0, diam(M)]; P (r) is true

}
.

Passing to the limit in Q(r) as r → r1, we see that P (r1) and Q(r1) hold true. The
goal is to show that r1 = diam(M).

Should this be false, we would find a sequence (xk)k∈N in M , vk, wk ∈ I(xk), tk ∈
(0, 1) such that |vk|, |wk| < r1+1/k, |vk−wk| ≥ δ′ and zk := (1−tk)vk+tkwk /∈ I(xk).
Extracting subsequences if necessary, we may assume xk → x ∈M , vk → v ∈ I(xk),
wk → w ∈ I(x), zk → z ∈ TxM , tk → θ ∈ [0, 1].



REGULARITY OF OPTIMAL TRANSPORT 25

Then if θ ∈ (0, 1) we have

v, w ∈ I(x), |v|, |w| ≤ r1, |v − w| ≥ δ′, (1 − θ)v + θw /∈ I(x).

Since |(1− θ)v + θw| < r1, this contradicts the uniform convexity of I(x) ∩B(0, r1);
so this case is impossible.

The only case in which we cannot assume θ ∈ (0, 1) is if (1 − t)vk + twk ∈ I(xk)
for all t ∈ [θk, 1− θk], where θk → 0; in particular tk ∈ [0, θk]∪ [1− θk], without loss
of generality tk ∈ [0, θk]. Then since vk ∈ I(xk) and (1 − tk)vk + tkwk /∈ I(xk), there
is uk arbitrarily close to wk − vk such that vk + tkuk /∈ I(xk), so there is a largest
t ≤ tk such that vk + tuk ∈ TCL(xk), call it τk; then uk belongs to T ext

vk+τkuk
I(xk),

the exterior tangent cone to I(xk) at vk + τkuk. By Proposition C.5(c), this cone is
upper semicontinuously differentiable, in the sense of Definition C.4; so we may pass
to the limit as uk → wk − vk, and deduce that wk − vk ∈ T ext

(1−τk)vk+τkwk
I(xk). Since

τk → 0, we may further pass to the limit as k → ∞ to recover

w − v ∈ T ext
v I(x).

But since v, w ∈ I(x) and |v − w| ≥ δ′ > 0, this again contradicts the uniform
convexity of I(x) ∩ B(0, r1). So this case also is impossible, and we conclude that
r1 = diam(M), finishing the proof of the uniform convexity of all injectivity domains.

Now let us see how to do without the assumption (5.8). The problem is that if
TCL(x) is “too much concave” at v, we may not find a path satisfying (5.10). The
idea to resolve this problem is the following: if B(0, r) touches a concavity region
of TCL(x) as r increases, this contact will be tangential, and there the normal to
TCL(x) will have a well-specified direction, which will allow to get the signs right
at the level of the second condition in (3.3).

So from now on we shall not assume (5.8). The equivalence between P (r) andQ(r)
remains true as long as ∂(B(0, r) ∩ I(x)) does not have a region of strict concavity.
When we run the continuity procedure by letting r increase as before, we have two
possibilities: either r1 = diam(M), or there are r ≤ r1, and (x, v) ∈ TCL(M) with
|v| = r, such that TCL(x) is twice differentiable at v and IITCL(x)(v) ≤ −η0 δ

′. Let
r2 be the infimum of such r; then we have a sequence (xℓ, vℓ) ∈ TCL(M) such that
IITCL(xℓ)(vℓ) ≤ −η0 δ

′ and |vℓ| → r2. Without loss of generality, (xℓ, vℓ) converges
in TCL(M) to some (x, v). If TCL(M) is smooth around (x, v) then necessarily
IITCL(x)(v) ≤ −η0 δ

′; otherwise, TCL(M) presents an outward pointing singularity at
(x, v), and this is incompatible with the property that v should be norm-minimizing.
Thus TCL(x) is uniformly concave in a ball B[v, α] centered at v (α > 0), and the
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uniform convexity of B(0, r2) implies that v is the unique minimizer of w 7−→ |w| in
TCL(x) ∩ B[v, α]. In particular, B(0, r2) is tangent to TCL(x) at v, and both sets
admit a common normal there, which is v/|v|.

It follows from formula (C.5) in Appendix C that the outward normal to TCL(x)
at v is proportional to (dq expy)(q− q), where q = φ(v) and q = φ(v̂), with expx v̂ =
expx v, v̂ 6= v in TCL(x). So that normal vector is positively colinear to v. Since
(dq expy)(q) = −v, we deduce that also (dq expy)(q) is proportional to v, so by
nonfocality q is proportional to q, and by equality of norms the only possibility is
q = −q. (This is more or less a variant of the proof of [8, Chapter 13, Proposition
2.12], a step in Klingenberg’s proof of the sphere theorem.) So we also have

(5.13) (dv expx)
−1(q − q) = 2 v.

By the same reasoning as before, Q(r2) is true, and P (r) is satisfied for r ≤ r2 +ε,
for some ε > 0. So we can do as in the proof of the equivalence of P (r) and Q(r),
with a path (p(t))0≤t≤1 drawn in TCL(x) ∩B(0, r2 + ε), satisfying

p
(1

2

)
= v;

〈
p̈
(1

2

)
, v

〉
> 0,

where the second inequality comes from the concavity and the fact that v is the
normal to TCL(x). In view of (5.13), this is the same as

〈
p̈
(1

2

)
, (dv expx)

−1(q − q)
〉
> 0.

Restricting and reparameterizing the path (p(t)) if necessary, we may assume that
it satisfies 〈

p̈(t), (dv expx)
−1(qt − qt)

〉
> 0

for all t ∈ (0, 1); then the second condition in (3.3) is obviously true, and we arrive
at a contradiction by repeating the reasoning used in the proof of equivalence of
P (r) and Q(r). �

In the end of this section we sketch the proof of Theorem 1.8(a).

Sketch of proof of Theorem 1.8(a). Let M satisfy the condition MTW(K0, C0) of
Section 2, for some K0, C0 > 0, such that δ(M) defined in (1.5) is positive, and
such that for any x ∈ M , TFL(x) has nonnegative second fundamental form near
TCL(x) ∩ TFL(x).

The main step is to show that the injectivity domains are uniformly convex. For
this the proof of Theorem 1.7 can be repeated, with the following modifications.
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• By Proposition C.6, whose proof was communicated to us by Rifford, I(M) is
semiconvex (in a sense which is made precise in Appendix C.3).

• When we establish the equivalence between properties P (r) and Q(r), we cannot
any longer draw C2 paths in TCL(x), since these sets are not necessarily smooth at
differentiability points. However, TCL(x) is the boundary of a semiconvex set, so
(by Alexandrov’s theorem) it can be osculated at almost all of its points, from the
inside (i.e. from I(x)) and from the outside, by two spheres of arbitrarily close radii.
If I(x) is not uniformly convex there, and not uniformly concave either, then we can
find a C2 path (p(t))0≤t≤1 drawn in I(x) with p(1/2) ∈ TCL(x), |p̈(t)| ≤ ε |ṗ(t)|2,
0 < |ṗ(t)| < η, and dist(p(t),TCL(x)) ≤ γ |p(0)−p(1)|2, where ε, η, γ are arbitrarily
small.

• In presence of focalization, (5.6) is a priori strictly stronger than (3.3), but this
goes in the right direction for our purpose.

• Lemma 5.2 a priori does not apply. However, by Lemma 5.3 below, we can
find (xk)k∈N such that xk belongs to cut(yt) only for finitely many times t, where
yt = expx p(t); and |(expyt

)−1(xk) − φ(p(t))| > δ′ (depending only on M); and
d(xk, x) ≤ C dist(p(t),TCL(x)) + αk, αk → 0. The fact that yt crosses cut(xk) only
finitely many times makes it possible to apply Theorem 3.1, thanks to a reasoning
similar to the one in [30, Proof of Theorem 12.36]. Then the inequality

d(xk, y1/2)
2 − d(x, y1/2)

2 ≥ min
(
d(xk, y0)

2 − d(x, y0)
2, d(xk, y1)

2 − d(x, y1)
2
)

+
λ

2
(δ′)2 |p(0) − p(1)|2

implies

λ

2
(δ′)2 |p(0) − p(1)|2 ≤ C ′ d(xk, x) ≤ C ′′ sup

0≤t≤1

(
dist(p(t),TCL(x)),+o(1)

)

≤ C ′′ γ |p(0) − p(1)|2 + o(1).

Taking k → ∞ and γ small enough leads to a contradiction.

• The semiconvexity of I(M) implies the u.c.s.d.e. property used in the end of the
proof of the first part of Theorem 1.7.

• Then we should rule out the possibility of TCL(x) becoming strictly concave.
The reasoning used in the proof of Theorem 1.8 works away from TCL∩TFL; then
the convexity assumption in the statement of Theorem 1.8 rules out the possibility
of this event happening in the neighborhood of TCL ∩ TFL. (Recall that I(x) is
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included in the region interior to TFL(x); so if v ∈ TCL(x) ∩ TFL(x) and TCL(x)
is concave at v, then necessarily v is a concavity point of TFL(x).)

�

The following technical lemma was used in the proof of Theorem 1.8(a):

Lemma 5.3. Let M be a compact Riemannian manifold satisfying δ(M) > 0. Then
there are δ′, C, η > 0 with the following property. For any x ∈ M and any v ∈
TCL(x) there is a neighborhood W of v, of size η, such that for any (Lipschitz) path
(wt)0≤t≤1 drawn in I(x) ∩W , there is a sequence (xk)k∈N of points in M such that,
for all k ∈ N,

(a) xk belongs to cut(yt) only for a finite set of times t, where yt = expx wt;

(b) for all t ∈ [0, 1], dist((expyt
)−1(xk), φ(wt)) > δ′ (where (expyt

)−1(xk) is a set
if xk ∈ cut(yt));

(c) d(xk, x) ≤ C sup0≤t≤1 dist(wt,TCL(x)) + αk, where αk → 0 as k → ∞.

Recall that by convention the notation (expy)
−1(x) always stands for one or several

minimizing velocities v such that expx v = y. The proof of Lemma 5.3 uses the co-
area formula in the same way as [11]. Another idea is to perturb x in the direction
opposite to v, rather than in the direction of a minimizing geodesic as in Lemma 5.2.

wk

bu

ey

y

bw

ew w

eu

u

uk

xk

x

−θkvk

Figure 2. Picture of Lemma 5.3
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Proof of Lemma 5.3. Let x ∈ M , v ∈ TCL(x), W = B(v, η) (ball of radius η around
v, where η will be determined later). Let (wt)0≤t≤1 be drawn in TCL(x) ∩W , and
yt = expx wt. Let Hk stand for the k-dimensional Hausdorff measure. The set

Σ =
⋃

{t} × cut(yt) ⊂ [0, 1] ×M

has finite Hn measure in view of the results in [13, 18]. By localization, this remains
true in a system of Euclidean coordinates around x, so Σ can be seen as a subset
of [0, 1] × B(0, 1) ⊂ Rn+1, and the Hausdorff measure can be thought of as the
Hausdorff measure in Rn+1. Applying the co-area formula [9, Sections 2.10.25 and
2.10.26] with the map f(t, x) = x, we have

Hn[Σ] ≥
∫

f(Σ)

H0[Σ ∩ f−1(z)]Hn(dz).

Since the left-hand side is finite, H0[Σ∩ f−1(z)] <∞ for almost all z. In particular,
if U is a small neighborhood of x, of size r, then

Z =
{
z ∈ U ; z /∈ cut(yt) except for finitely many times t

}

is dense in U . So we may choose xk = expx(−θk vk) ∈ Z, where θk ∈ (0, r/(2 diam(M)))
and |vk − v| ≤ η.

For simplicity we shall now write w = wt. Let w̃ ∈ TCL(x) such that |w − w̃| =
dist(w,TCL(x)). By assumption there is ŵ ∈ TCL(x) such that |ŵ| = |w̃|, expx ŵ =
expx w̃ and |ŵ − w̃| ≥ δ. Let u = φ(w), û = φ(ŵ), ũ = φ(w̃). (See Figure 2.) Let
further uk ∈ (expy)

−1(xk), the goal is to show that |uk −u| ≥ δ′ if δ′ and θk are well-
chosen. By Lemma 5.1 it suffices to show that |w − wk| ≥ δ′K, where wk = φ(uk).
We shall do this by contradiction. Assume that |w − wk| ≤ η (so |vk − w| ≤
|vk − v|+ |v−w| ≤ 2η). Since d(xk, y)

2−d(x, y)2 ≤ d(xk, ỹ)
2 −d(x, ỹ)2 +O(d(y, ỹ)),

the formula of first variation for ( · , ỹ) implies

d(xk, y)
2 ≤ d(x, y)2 + 2 〈θkvk, ŵ〉 +O(θ2

k) +O(d(y, ỹ))

≤ d(x, y)2 + 2θk 〈w, ŵ〉 +O(θk η) +O(θ2
k) +O(d(y, ỹ)).

Let γk(s) = expxk
(swk), and let L(γk) stand for the length of the path γk. Also by

the formula of first variation,

L(γk)
2 = d(x, y)2 + 2 〈θkvk, wk〉 +O(θ2

k)

= d(x, y)2 + 2θk |w|2 +O(θk η) +O(θ2
k).
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By assumption L(γk)
2 = d(xk, y)

2; moreover d(y, ỹ) ≤ K ′ |w−w̃| = K ′ dist(w,TCL(x))
for some constant K ′ (K ′ = 1 will do in nonnegative curvature). So the above for-
mulae imply

θk |w|2 ≤ θk 〈w, ŵ〉 +O(θk η) +O(θ2
k) +O

(
dist(w,TCL(x))

)
.

Since |w̃| = |ŵ| and |w − w̃| ≤ dist(w,TCL(x)) this implies

θk |w̃ − ŵ|2 ≤ O(θk η) +O(θ2
k) +O

(
dist(w,TCL(x))

)
.

Since |w̃ − ŵ| ≥ δ this leads to

(5.14) θk δ
2 ≤ const.

(
θk η + θ2

k + dist(w,TCL(x))
)
,

where the constant in the right-hand side depends only on M .
Inequality (5.14) is impossible if η is much smaller than δ2 and θk is much smaller

than δ2 and much larger than dist(w,TCL(x))/δ2. More formally, we can find a
constant K, depending only on M , such that if K dist(w,TCL(x))/δ2 ≤ θk ≤ δ2/K
and η ≤ δ2/K, then |w − wk| > η.

So we may choose, say, η = min(δ4/K2, δ2/K)/2, and then we can choose θk

satisfying the above inequalities for all w = wt, still θk ≤ K ′ supt dist(wt,TCL(x))+
ǫk, where ǫk goes to zero (the introduction of ǫk is necessary only in the case when
dist(wt,TCL(x)) = 0). Then the preceding reasoning shows that |w − wk| > η, in
particular |u − uk| is bounded below by means of Lemma 5.1. This concludes the
proof of Lemma 5.3. �

6. From c-convexity to C1 regularity

From now on, our main results do not explicitly need the nonfocality, but just
the property of uniform regularity. In this section we denote by B(M) the Borel
σ-algebra in M , and write Br(x) = B(x, r).

Theorem 6.1. Let M be a uniformly regular Riemannian manifold, in the sense of
Definition 4.1. Let µ(dx) and ν(dy) be two probability measures on M . If

(6.1) lim
ε→0

(
sup
x∈M

µ[Bε(x)]

εn−1

)
= 0; inf

A∈B(M)

ν[A]

vol [A]
> 0,

then the optimal transport between µ and ν, for the cost function d2, takes the form
T (x) = expx ∇ψ(x), where ψ is a C1 semiconvex function. In particular T is con-
tinuous.
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Corollary 6.2. The conclusion of Theorem 6.1 holds true if µ and ν satisfy

sup
M

(
dµ

dvol

)
< +∞; inf

M

(
dν

dvol

)
> 0;

where the second inequality means ν ≥ a vol for some a > 0.

Remark 6.3. The optimal transport map T is only defined µ-almost surely; on
the other hand, the function ψ appearing in Theorem 6.1 is well-defined and C1

everywhere in M .

Proof of Theorem 6.1. The assumption implies that µ does not charge sets of σ-finite
(n−1)-dimensional Hausdorff measure. From McCann’s theorem, in the form of [30,
Theorem 10.41], there is a semiconvex function ψ such that T = exp(∇ψ). In partic-
ular, ψ is semiconvex, and ∇ψ(x) ∈ I(x) whenever x is a point of differentiability of
ψ. A limiting argument using the semiconvexity of ψ shows that the subdifferential
∇−ψ(x) is also valued in the convex hull of I(x) (see [30, Remark 10.27]). Since I(x)
is convex, in fact ∇−ψ(x) ⊂ I(x), for all x ∈ M . The problem is to show that ψ is
differentiable in M , or equivalently that ∇−ψ is everywhere single-valued; then by
semiconvexity ψ will be continuously differentiable.

The proof of differentiability will be based on a strategy introduced by the first
author in [20], which will be used again in Sections 7 and 8. It consists in combining
the Kantorovich duality [30, Chapter 5], inequalities between distances in the style
of (4.2), and mass comparison between certain well-chosen sets.

Reasoning by contradiction, assume that there are x ∈ M and v0 6= v1 in I(x)
such that v0, v1 ∈ ∇−ψ(x). Let y0 = expx v0, y1 = expx v1. (At this stage we do not
exclude that y0 = y1.) By [30, Theorem 12.34], c = d2/2 is a regular cost function,
and by [30, Proposition 12.14(ii)] both y0 and y1 belong to ∂cψ(x), which means

(6.2) ψ(x) +
d(x, yi)

2

2
= inf

x∈M

{
ψ(x) +

d(x, yi)
2

2

}
, i = 0, 1.

In particular,

(6.3)
d(x, yi)

2

2
− d(x, yi)

2

2
≥ ψ(x) − ψ(x), i = 0, 1.

Now for ε ∈ (0, 1) we define a region Dε in I(x) as follows: Dε is swept by
paths (pt)0≤t≤1 drawn in I(x), evaluated at t ∈ [1/4, 3/4], with p0 = v0, p1 = v1,
|ṗ| ≤ 2 diam(M), p̈t = 0 for t /∈ [1/4, 3/4], |p̈| ≤ η0 ε |ṗ|2 for t ∈ [1/4, 3/4].

By uniform convexity of I(x), if η0 is small enough then Dε lies a positive distance
σ away from TCL(x), where σ is proportional to |v0 − v1|2. It follows that the paths
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v0

v1
Dε

Figure 3. Construction of the set Dε ⊂ I(x).

(pt) used to construct Dε satisfy

‖(dpt
expx)

−1‖ ≤ C(M, η0, |v0 − v1|)
for t ∈ [1/4, 3/4], and condition (4.1) is satisfied as soon as η0 is small enough and
d(x, x) ≥ ε.

In the sequel, the notation f = Ω(g) means that f/g is bounded from below by
a positive constant. Elementary geometric considerations show that Dε contains a
parallelepiped centered at (v0 + v1)/2, with one side of length Ω(|v0 − v1|) and all
other sides of length Ω(ε); in particular

(6.4) Ln[Dε] = Ω(εn−1),

where Ln stands for the Lebesgue measure in TxM . (The constants in (6.4) may
depend on v0, v1, but here we only care about the dependence in ε.) Since Dε is
away from TCL(x), the exponential map is bi-Lipschitz in a neighborhood of Dε, so
the interpretation of the volume measure as a Hausdorff measure yields

(6.5) vol [Yε] = Ω(εn−1), Yε = expx(Dε).

If x ∈ M satisfies d(x, x) ≥ ε, the paths (pt)0≤t≤1 used in the construction of Dε

satisfy all the assumptions in Definition 4.1, except that they are not necessarily
valued in I(x). (Think that v0 or v1 may belong to TCL(x).) Replacing (pt) by
(θ pt)0≤t≤1, where θ ∈ (0, 1) is very close to 1, we may apply Definition 4.1 to this
modified path and then pass to the limit as θ → 1. In the end we conclude that for
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any y ∈ Yε, and any x ∈M \Bε(x),

(6.6) d(x, y)2 − d(x, y)2 ≥ min
[
d(x, y0)

2 − d(x, y0)
2, d(x, y1)

2 − d(x, y1)
2
]

+ α ε2 |v1 − v0|2

for some α > 0 (α = 3λ/8 will do, where λ is defined by (3.5)).
Inequality (6.6) combined with (6.3) implies

d(x, y)2

2
− d(x, y)2

2
> ψ(x) − ψ(x),

for all y ∈ Yε. So y /∈ ∂cψ(x), and by optimal transport theory [30, Chapter 5],
the pair (x, y) cannot belong to the support of the optimal transport plan. Thus all
the mass which is brought into Yε by the optimal transport map has to come from
Bε(x). In particular

(6.7) µ[Bε(x)] ≥ ν[Yε].

By letting ε → 0, we obtain a contradiction between (6.1), (6.5) and (6.7). The
conclusion is that ∇−ψ(x) is single-valued. �

7. Stay-away property

We now give sufficient conditions for the optimal transport map to stay away from
the cut locus. Let δ(M) be defined as in (1.5). Recall from Proposition C.5(a) that
δ(M) > 0 if M has nonfocal cut locus.

Theorem 7.1. Let M be a uniformly regular manifold, in the sense of Definition 4.1,
such that δ(M) > 0. Let µ and ν be two probability measures on M ; assume that

(7.1)






∀ε ∈ (0, 1) µ[Bε(x)] ≤ m(ε) εn−1

∀A ∈ B(M), ν[A] ≥ a vol [A],

where m(ε) → 0 as ε → 0, and a > 0. Then there is σ > 0 depending on µ, ν only
via m and a, such that

∀x ∈M, d
(
T (x), cut(x)

)
≥ σ.

We shall give two proofs of Theorem 7.1. The first one will be very simple but not
constructive; the second one will be constructive and in particular provide estimates
on σ. Apart from the very particular case of the sphere, treated in [7], these seem
to be the first constructive lower bounds on the distance of optimal transport to the
cut locus.
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Nonconstructive proof of Theorem 7.1. From Section 6 we know that the optimal
transport map T is continuous. Since the cut locus is compact, to prove that T
stays away from the cut locus it suffices to check that T (x) /∈ cut(x), for all x.

The argument, based on super- and subdifferentiability, is the same as in the proof
of McCann’s theorem, see [30, Theorem 10.28]. Let x be a point in M . Since ψ is
d2/2-convex and ψ is differentiable, we have

(7.2)
d(x, T (x))2

2
− d(x, T (x))2

2
≥ ψ(x) − ψ(x) = 〈−∇ψ(x), x− x〉 + o(d(x, x));

here x is an arbitrary point in a neighborhood of x, and x−x is an abuse of notation
for γ̇(0), where γ is the unique (constant-speed, minimizing) geodesic going from x
to x.

By (7.2), −∇ψ(x) is a subgradient of d(· , T (x))2/2 at x. Being superdifferen-
tiable and subdifferentiable at x, this function is plainly differentiable, and from our
nonfocality assumption this implies that T (x) /∈ cut(x) (Proposition C.5(b)).

This argument shows the existence of σ > 0 such that d(x, T (x)) ≥ σ; it remains
to check that these bounds are uniform in µ, ν. Should this be false, we would have
sequences of probability measures (µk)k∈N, (νk)k∈N, satisfying the assumptions of the
theorem, and associated functions ψk such that d(expxk

∇ψ(xk), cut(xk)) ≤ 1/k for
some xk. As k → ∞, we may extract subsequences such that µk and νk converge
weakly to µ and ν, satisfying the same assumptions (that is, (7.1)). Moreover,
without loss of generality ψk converges uniformly to some d2/2-function ψ, and xk

converges to x. Passing to the limit in the dual Kantorovich problem [30, Chapter 5],
we see that ψ is optimal, and Theorem 6.1 implies that ψ is C1, while the previous
reasoning shows that expx ∇ψ(x) /∈ cut(x). Next, the ψk are uniformly semiconvex
and converge uniformly to the C1 function ψ; it follows (by a localization argument
and the corresponding result for convex functions in R

n; a precise statement is in [31,
Lemma 5.4]) that ∇ψk converges locally uniformly to ∇ψ. So one can pass to the
limit in the equation d(expxk

∇ψ(xk), cut(xk)) ≤ 1/k, to get expx ∇ψ(x) ∈ cut(x).
But this is a contradiction. �

Constructive proof of Theorem 7.1. Let x be arbitrary in M , let y0 = T (x) and let
p0 ∈ I(x) such that expx p0 = y0. Let yc be the cut point of x along the geodesic
(expx(t p0))t≥0, and let pc be the corresponding velocity. The problem is to get a
lower bound on |pc−p0| = d(y0, yc); once this is done, a lower bound on d(y0, cut(x))
follows by the same argument as in the proof of Proposition A.5 in Appendix A.
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By assumption there are δ = δ(M) > 0 and p1 ∈ I(x) such that expx p1 = expx pc

and |pc − p1| ≥ δ > 0. Let y1 = expx p1 = yc (see Figure 4). We define the regions
Dε and Yε in the same way as in Section 6. There is a lower bound on |p0 − p1|
(depending on diam(M), inj(M) and δ(M)), so that estimate (6.5) also holds in the
present case, uniformly in x and p0.

Comparing masses as in the proof of Theorem 6.1, we find that for ε small enough
(much smaller than a/A), the optimal transport has to send some mass from M \
Bε(x) to Yε; in other words there is (x, y) in the support of the optimal transport
plan such that d(x, x) ≥ ε and y ∈ Yε. Then by Kantorovich duality,

(7.3)
d(x, y)2

2
− d(x, y)2

2
≤ ψ(x) − ψ(x).

(Yε)
pc

p0

p1

0

(yc)
(yc)

(x)

(y0)

Dε

Figure 4. Constructive proof of Theorem 7.1. The problem is to
show that p0 does not approach the cut velocity pc.

On the other hand, the same estimates as in the proof of Theorem 6.1 show that
for all y ∈ Yε and x /∈ Bε(x)

d(x, y)2

2
− d(x, y)2

2
≥ min

[d(x, y0)
2

2
− d(x, y0)

2

2
,
d(x, y1)

2

2
− d(x, y1)

2

2

]
+ λ ε2

≥ min
[
ψ(x) − ψ(x), ψ(x) − ψ(x) − C d(y0, yc)

]
+ λ ε2

= ψ(x) − ψ(x) − C d(y0, yc) + λ ε2,(7.4)

where λ is a positive number and C is a constant depending only on the diame-
ter of M . (Here we have used the Lipschitz continuity of the squared distance.)
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Comparison with (7.3) shows that

d(y0, yc) ≥
λ ε2

C
,

which is the desired lower bound (with ε of the order of a/A). �

We conclude by noting that in Sections 6 and 7 we never used the nonfocality
assumption, but just the positivity of δ(M) as defined in (1.5). This combined with
the remark at the end of Section 4 allows to establish Theorem 1.8(b).

8. Hölder continuity of optimal transport

In this section we shall use the stay-away property to derive C1,α regularity es-
timates on ψ, again with the same method as in [20]. For simplicity we shall only
consider the case when the densities f and g are bounded from above and below,
respectively.

Theorem 8.1. Let M be a Riemannian manifold satisfying MTW(K0) for some
K0 > 0, and whose injectivity domains are all convex. Let µ and ν on M , with µ ≤
A vol , ν ≥ a vol (A, a > 0). Assume that the optimal transport map T = exp(∇ψ)
between µ and ν, for the cost d2, satisfies infx d(T (x), cut(x)) ≥ σ > 0. Then

ψ ∈ C1,α(M), α =
1

4n− 1
;

moreover, ‖ψ‖C1,α ≤ C(M,A, a, σ).

Remark 8.2. A recent result by Liu [19] (published when the present work was
almost completed) shows that the optimal exponent is α = 1/(2n− 1).

By putting together Theorems 1.7, 6.1 and 7.1, we immediately obtain the follow-
ing corollaries:

Corollary 8.3. Let M be a Riemannian manifold whose cut locus is nonfocal, sat-
isfying MTW(K0) for some K0 > 0. Let µ, ν be two probability measures on M with
µ ≤ A vol , ν ≥ a vol (A, a > 0), and let T = exp(∇ψ) be the optimal transport
map, where ψ is d2/2-convex. Then ψ ∈ C1,α and ‖ψ‖C1,α ≤ C(M,A, a).

Corollary 8.4. Let M be a uniformly regular Riemannian manifold satisfying δ(M) >
0. Let µ, ν be two probability measures on M with µ ≤ A vol , ν ≥ a vol (A, a > 0),
and let T = exp(∇ψ) be the optimal transport map, where ψ is d2/2-convex. Then
ψ ∈ C1,α and ‖ψ‖C1,α ≤ C(M,A, a).
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Corollary 8.3 has the advantage to be stable under C4 perturbations of the metric,
while Corollary 8.4 has the advantage to be more general and to cover the case of
the sphere.

The proof of Theorem 8.1 is quite close to the proof of similar results in [20] or [16,
Appendix E], with just simplifications in the presentation.

Proof of Theorem 8.1. First, since T (x) stays a positive distance away from cut(x),
we can do as if the distance function is uniformly smooth, and in particular replace
MTW(K0) by MTW(K0, C0), just as in Lemma 2.3.

Let x̃ be an arbitrary point in M , and let ỹ = T (x̃). If x is close enough to x̃ we
have dist(x, cut(ỹ)) ≥ σ/2; in particular ṽ = (expx)

−1(ỹ) is well-defined.
Let then y = T (x) and v = (expx)

−1(y); also y lies a positive distance away from
cut(x). To prove Theorem 8.1 it suffices to get an estimate like

(8.1) |v − ṽ| = O
(
d(x, x̃)α

)
;

then the Hölder regularity of the optimal transport map T = exp∇ψ will follow since
(by nonnegative curvature) d(y, ỹ) ≤ |v− ṽ|; and the regularity of ∇ψ will follow as
well because the map (x, y) 7−→ (x, (expx)

−1(y)) is smooth in {d(y, cut(x)) ≥ σ}. (In
fact, since we are away from the cut locus, there is a constant C, possibly depending
on M and σ, such that d(y, ỹ) ≤ |v − ṽ| ≤ C d(y, ỹ); so (8.1) is equivalent to the
desired Hölder continuity property.)

Let us proceed to the proof of (8.1). As in Section 6, we start by noting that

(8.2)





ψ(x) +
d(x, y)2

2
= inf

x∈M

(
ψ(x) +

d(x, y)2

2

)

ψ(x̃) +
d(x̃, ỹ)2

2
= inf

x∈M

(
ψ(x) +

d(x, ỹ)2

2

)
.

Next we define the sets Dε and Yε as in Section 6, with v0 = v and v1 = ṽ. Since v0

and v1 lie away from TCL(x), Dε also lies uniformly away from TCL(x), so vol [Yε] is
comparable to vol [Dε]. For d(x, x) ≥ ε, Dε contains a parallelepiped with one side
of length Ω(|v− ṽ|), and all other sides of length Ω(ε |v− ṽ|2) (since an acceleration
of order |q − q| ≥ ε is allowed). So

(8.3) vol [Yε] = Ω(vol [Dε]) = Ω
(
εn−1 |v − ṽ|2(n−1)+1

)
.

Let y ∈ Yε, and x ∈ M \ Bε(x). If T (x) = y, then d(y, cut(x)) ≥ σ. By choosing
|v− ṽ| much smaller than σ and ε small enough, we can make sure that cut(x) does
not meet Yε, so q = (expy)

−1(x) is well-defined for all y ∈ Yε, and the convexity of



38 G. LOEPER AND C. VILLANI

I(y) implies [q, q] ⊂ I(y), with q = (expy)
−1(x). Thus we can apply Theorem 3.1.

Combining this with (8.2), we find that, for some β > 0,

d(x, y)2

2
− d(x, y)2

2
≥ min

[d(x, y)2

2
− d(x, y)2

2
,
d(x, ỹ)2

2
− d(x, ỹ)2

2

]
+ β ε2 |v − ṽ|2

≥ min
(
ψ(x) − ψ(x), ψ(x̃) − ψ(x) +

d(x̃, ỹ)2

2
− d(x, ỹ)2

2

)
+ β ε2 |v − ṽ|2.

The latter expression is strictly greater than ψ(x) − ψ(x) as soon as

(8.4) ψ(x̃) − ψ(x) +
d(x̃, ỹ)2

2
− d(x, ỹ)2

2
+ β ε2 |v − ṽ|2 > 0.

When the latter condition is satisfied, (x, y) cannot belong to the support of the
transport plan; so all the mass in Yε has to come from Bε(x), and the bounds from
above and below on µ and ν imply

(8.5) vol [Yε] ≤
A

a
vol [Bε(x)].

Inequality (8.5) combined with (8.3) implies

εn−1 |v − ṽ|2(n−1)+1 ≤ C ′ εn,

for some constant C ′ > 0, hence

(8.6) |v − ṽ|2n−1 = O(ε).

Condition (8.4) takes the form h(x̃) − h(x) + β ε2 |v − ṽ|2 > 0, where h(x) =
ψ(x) + d(x, ỹ)2/2. The function ψ is semiconvex and d2(·, ỹ)/2 is smooth around
x, if x is close enough to x̃. (That is, if d(x, x̃) ≤ η, where η only depends on M
and on a lower bound on d(T (x̃), cut(x̃)).) Writing x̃ = expx(δx) and noting that
∇ψ(x) = v, we deduce

h(x̃) ≥ h(x) + ∇h(x) · (δx) − O
(
d(x, x̃)2

)

= h(x) + (v − ṽ) · (δx) − O
(
d(x, x̃)2

)

≥ h(x) − |v − ṽ| d(x, x̃) − O
(
d(x, x̃)2

)
.

If K > 0 is well-chosen then either the above expression is bounded below by h(x)−
2|v − ṽ| d(x, x̃) or |v − ṽ| ≤ K d(x, x̃). In the latter case our job is finished; in the
former case we conclude that (8.4) holds true as soon as

|v − ṽ| d(x, x̃) ≤ γ ε2 |v − ṽ|2
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for some γ > 0 small enough, or equivalently

(8.7) d(x, x̃) ≤ γ ε2 |v − ṽ|.
Also ε should be smaller than some ε for the whole argument to work.

If d(x, x̃) ≥ γ ε2 |v−ṽ| then we are done. Otherwise, choose ε2 = d(x, x̃)/(γ |v−ṽ|)
and plug this in (8.6); it follows

|v − ṽ|4n−1 = O
(
d(x, x̃)

)
,

which is the desired conclusion. �

Remark 8.5. The argument presented above is robust enough to allow for pertur-
bations of various kind. For instance, it is adapted in [31] to prove the stability of
the Hölder continuity at a given “mesoscopic” scale under C2 (not C4) perturbations
of the metric.

9. Final comments and open problems

In this paper, we have mostly worked under a technical assumption of nonfocality
(or at least, that no cut point is purely focal). One may however conjecture that the
property of convexity of injectivity domains holds under MTW(K0) also in presence
of focalization; and maybe even under MTW(0). (The example of the flat torus
shows that MTW(0) implies at best convexity of injectivity domains, not uniform
convexity.)

It is also interesting to investigate the stability of this convexity property under
small perturbations of the metric. The tangent cut locus is stable under C2 pertur-
bations of the metric, so it is natural to conjecture that the uniform convexity of
tangent interior loci is preserved under C4 perturbations. This conjecture and the
previous one would be compatible with a third plausible conjecture, namely that
MTW(K0) is stable under C4 perturbations of the metric, even in the focal case.

Similarly, one could conjecture that MTW(K0) automatically implies the uniform
regularity property of Definition 4.1; or even that MTW(0) implies the regularity
property, which would be the same as in Definition 4.1 but with κ = λ = ε0 = 0.

When we first formulated them, all these conjectures looked like distant dreams
requiring new ideas. At the time of writing, they have been made a little less
distant by a new work of Figalli and Rifford [10] who proved the stability of the Ma–
Trudinger–Wang condition on S2, and deduced from this the convexity of injectivity
domains of C4 perturbations of S2. One of their main ideas was to extend the
condition up to the focal locus, whose variation under deformations of the metric is
much better understood than the variation of the cut locus. In view of this work,
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we believe that Theorem 1.7 is the first of a series of results relating Ma–Trudinger–
Wang type curvature conditions with the convexity of injectivity domains.

Appendix A. Uniform convexity

In all this appendix, E is an n-dimensional Euclidean space with scalar product
〈 ·, · 〉 and norm | · |.

There is a natural notion of uniformly convex function E → R:

Definition A.1. A function Φ : E → R is said to be κ-uniformly convex if

∀x, y ∈ E, ∀t ∈ [0, 1], Φ
(
(1−t)x+ty

)
≤ (1−t) Φ(x)+tΦ(y)− κ t(1 − t)

2
|x−y|2.

This notion is local and equivalent, modulo smoothness issues, to ∇2Φ ≥ κ Id .
On the other hand, there are several possible definitions for a uniformly convex

set. One of them is the following, where d(x,A) = inf {|x− a|; a ∈ A}:
Definition A.2. A set C ⊂ E is said to be κ-uniformly convex if

(A.1) ∀x, y ∈ C, ∀t ∈ [0, 1], d
(
(1 − t)x+ ty, ∂C

)
≥ κ t(1 − t)

2
|x− y|2.

Remark A.3. If C is κ-uniformly convex and x, y ∈ C satisfy |x− y| = diam(C),
then

|x− y|
2

≥ d

(
x+ y

2
, ∂C

)
≥ κ

8
|x− y|2,

so diam(C) = |x− y| ≤ 4 κ−1. (The constant is not optimal.)

If x, y approach a point z in ∂C and (y−x)/|y−x| converges to a tangent vector
ξ, the “global” inequality (A.1) reduces to the “local” inequality

(A.2)
〈
IIC(x) · ξ, ξ

〉
≥ κ |ξ|2,

where IIC(x) (second fundamental form at x) is the “covariant” gradient ∇xN of the
exterior normal vector N to C at x (extend N into a smooth function and restrict
∇xN to TxC × TxC).

A reformulation of (A.2) is

(A.3) For any C2 path γ : (−τ, τ) → C with γ(0) = x, −〈γ̈(0), N〉x ≥ κ |γ̇(0)|2.
If ∂C is C2 at x, (A.2) and (A.3) are equivalent; but (A.3) has the advantage to

make sense even when the boundary is not smooth, but only, say, Lipschitz. Note
in particular that if C presents an inner spike at x then (A.3) is always violated. If
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on the contrary C presents an outer spike at x then (A.3) is automatically satisfied
since there is no admissible path γ.

The next proposition relates the various notions of uniform convexity described
above:

Proposition A.4. Let C be a bounded connected closed subset of E with Lipschitz
boundary. Then for any κ > 0 the following three properties are equivalent:

(i) C is κ-uniformly convex;

(ii) ∀x ∈ ∂C, IIC(x) ≥ κ in the sense of (A.3);

(iii) C = {x; Φ(x) ≤ 0} for some Φ : E → R which is λ-uniformly convex on E
and L-Lipschitz on C, with λ/L = κ.

Proof of Proposition A.4. The proof is based on standard arguments; we only sketch
it. (i) ⇒ (ii) was explained above.

(ii) =⇒ (iii): Without loss of generality we look for a 1-Lipschitz function. If C is
the ball B(c, R) of radius R and center c, then κ = 1/R and Φc,R(x) = |x−c|2/(2R)−
R/2 will do. In the general case, for any a ∈ ∂C, there is a ball B(ca, R) of radius
R = 1/κ such that C is contained in Ba and a ∈ ∂C ∩∂B. Then Φ = sup Φca,R does
the job.

(iii) ⇒ (i): if Φ(x) ≤ 0, Φ(y) ≤ 0, Φ(z) = 0, then, with L = ‖Φ‖Lip(C),

∣∣(1 − t)x+ ty − z
∣∣ ≥ − 1

L
Φ

(
(1 − t)x+ ty

)

≥ λ t(1 − t)

L
|x− y|2 −

[
(1 − t)Φ(x) + tΦ(y)

]
≥ λ t(1 − t)

L
|x− y|2.

�

If the set C is starshaped with respect to 0 and has nonempty interior, there is yet
another natural notion of uniform convexity, which is closer to the usual notion of
“uniformly convex norm”, maybe more natural in the study of the cut locus. First
define

inj(C) = sup
{
r > 0; B(0, r) ⊂ C

}
,

where B(0, r) is the open ball of radius r centered at 0. For any ξ in the unit sphere
S of E, define

tC(ξ) = sup {t ≥ 0; tξ ∈ C} > 0
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(this is the time at which ones gets out of C if ones travels at constant speed in
direction ξ, starting from 0). Then for any x ∈ C \ {0}, define

tC(0, x) = tC

(
x

|x|

)
− |x| ≥ 0

(this is the time one has to wait before getting out of C if one has been travelling
from 0 and currently stands at x). Further set tC(0, 0) = inj(C).

Proposition A.5. Let C be a bounded closed subset of E with nonempty interior and
Lipschitz boundary, starshaped with respect to 0. Then the following two properties
are equivalent:

(i) C is κ0-uniformly convex for some κ0 > 0;

(ii) There is κ > 0 such that

∀x, y ∈ C, tC
(
0, (1 − t)x+ ty

)
≥ κ t(1 − t)

2
|x− y|2.

More precisely, the implication (i) ⇒ (ii) holds with κ = κ0; and (ii) ⇒ (i) with
κ0 = κ0(n, κ, ‖∂C‖Lip, diam(C), inj(C)).

Proof of Proposition A.5. It suffices to prove

(A.4) d(x, ∂C) ≤ tC(0, x) ≤ κ

κ0
d(x, ∂C).

The inequality on the left is obvious since tC(0, x) = |x−z|, where z is the intersection
of ∂C with the half-line starting from 0 and going through x. To prove the inequality
on the right of (A.4), first note that, since ∂C is Lipschitz, there is a neighborhood U
of z and an open angular sector Σ with apex z, such that U ∩Σ is entirely contained
in C. Since C is starshaped, the cone with apex 0 and basis Σ ∩ U is contained in
C. Since also the ball B(0, inj(C)) is contained in C, we deduce that C contains an
open cone with apex z and axis [0, z], whose angle at z is bounded below. It follows
that d(x, ∂C)/d(x, z) is bounded from below. �

Appendix B. Semiconvexity

Let U be an open subset of Rn. Following common terminology, we say that a
function Φ : U → R is semiconvex if it is locally the sum of a smooth and a convex
function. More general notions of semiconvexity are reviewed in [30, Chapter 10].

We now introduce the notion of semiconvex set:
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Definition B.1 (semiconvex set). A set S ⊂ Rn is said semiconvex if it is locally
defined by an equation {Φ ≤ a}, where Φ is a semiconvex function without critical
point, and a ∈ R.

Note that Φ is not necessarily smooth, so the noncriticality should be defined in
a weak formulation: the subgradient of Φ (as defined e.g. in [30, Definition 10.5])
should stay a positive distance away from 0. This noncriticality assumption allows
to locally change Φ into a genuinely convex function by a local change of coordinates.
In particular, a semiconvex set S enjoys the same regularity properties as a convex
set.

One may also give a weak definition of second fundamental form inequalities at
the boundary of S, as in (A.3), except that now the lower bound κ may be negative.

Appendix C. Differential structure of the tangent cut locus

C.1. Generalities. Let M be a smooth, compact, connected n-dimensional Rie-
mannian manifold equipped with a Riemannian metric 〈 ·, ·〉 and a geodesic distance

d. Recall that d(x, y)2 = inf{
∫ 1

0
|γ̇(t)|2 dt; γ ∈ Lip([0, 1];M), γ(0) = x, γ(1) = y}.

Let Γ ⊂ Lip([0, 1];M) be the set of constant-speed minimizing geodesics [0, 1] → M
(equivalently, action-minimizing curves, where the action is

∫
|γ̇|2).

If x is given in M , we define

V(x) =
{
γ̇(0); γ ∈ Γ; γ(0) = x

}
⊂ TxM.

This is the set of all optimal velocities at x, that is, velocities which are used to
go from x to some y ∈ M along a path of least action (that is, a constant-speed
minimizing geodesic). Let further V = ∪({x} × V(x)). If V ∋ (xk, vk) → (x, v)
then up to extraction of a subsequence the minimizing geodesics (expxk

(tvk))0≤t≤1

converge to some minimizing geodesic, necessarily (expx(tv))0≤t≤1, so (x, v) ∈ V; in
other words, V is closed (and in particular V(x) is closed for every x). Also, since
the restriction of a minimizing geodesic is still minimizing, V(x) is starshaped with
respect to 0.

Let (x, v) ∈ V. If the geodesic joining x to y = expx v is unique, there are
neighborhoods U of x, V of y andW of v, such that any minimizing geodesic starting
in U and arriving in V has an initial velocity in W . (Otherwise there are xk → x,
yk → y, vk /∈W such that (expxk

(tvk)) is minimizing and yk = expxk
(vk); passing to

the limit as k → ∞ gives a contradiction.) If in addition dv expx is invertible, the
implicit function theorem shows that the equation y = expx v is uniquely solvable
in v for (x, y) ∈ U × V ; so (x, v) lies in the interior of V.
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Conversely, if (x, v) belongs to the interior of V, the geodesic γ = (expx(tv))0≤t≤1

can be extended to times t ∈ (1, 1 + ε) for some ε > 0; then by a well-known
but fundamental result (see e.g. [12, Corollary 3.77]), γ is the unique minimizing
geodesic between its endpoints and dv expx is invertible.

This discussion shows that (with the notation of Definition 1.2) V coincides with
I(M), its interior with I(M), and its boundary with TCL(M). (And also V(x) = I(x)
for each x, etc.) Moreover, it provides the following classical decomposition of the
tangent cut locus:

Proposition C.1. If M is a compact Riemannian manifold, then

TCL(M) = Σ ∪ J,

where Σ =
⋃

({x} × Σx), J =
⋃

({x} × Jx), and

Σx =
{
v ∈ TCL(x); ∃w ∈ TCL(x); w 6= v; expx v = expx w

}
;

Jx =
{
v ∈ TCL(x); dv expx is singular

}
.

Moreover, cut(x) = expx(TCL(x)) and TCL(x) = (expx)
−1(cut(x)) ∩ I(x).

In the sequel, (expx)
−1(y) will always stand for (expx)

−1(y) ∩ I(x), or for the
element constituting this set if it is a singleton.

Remark C.2. A classical theorem by Bishop [1] states that Σx is dense in TCL(x);
but this does not prevent Jx from being “large”, as the example of the sphere shows.
Moreover, if M is even-dimensional, simply connected and positively curved, then
there is x ∈ M such that Jx 6= ∅. (See [33, Section 6] for a short list of conditions
guaranteeing the nonemptyness of J .)

Remark C.3. When one is interested in the regularity of the tangent cut locus,
the simplest part usually consists in “purely cut” velocities, that is Σ \ J ; while the
most tricky consists in “purely focal” velocities, that is J \ Σ.

One can show (for instance by pushing the method in [23]) that TCL(x) is included
in a countable union of smooth (n − 1)-dimensional Lipschitz manifolds, and this
union is locally finite on Σ \ J . However, some proofs in the present paper need
a more precise description. The following issues (some of them very simple, some
other very tricky) are of interest:
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(1) Relation with the smoothness of distance. If v ∈ TCL(x) and y = expx v, it is
known that





v ∈ Σx ⇐⇒ d( · , y)2

2
is not differentiable at x;

v ∈ Jx \ Σx ⇐⇒ ∇x
d( · , y)2

2
= v and

d( · , y)2

2
is not semiconvex at x;

the latter statement is proven in [5, Proposition 2.5].

(2) Lipschitz regularity. The question is whether TCL(M) is Lipschitz continuous,
or equivalently whether the function (x, ξ) → tC(x, ξ) (cut time in the direction ξ),
defined on the unit tangent bundle UM , is Lipschitz continuous. The answer is
affirmative according to the results of Itoh and Tanaka [13], Li and Nirenberg [18].

(3) Upper semicontinuous differentiability from the exterior. This property would
be a way to express the fact that I(M) can have only outer spikes, not inner ones.
Here is a precise definition:

Definition C.4 (upper semicontinuous differentiability from the exterior). Let B =⋃
({x} × Bx) be a fibered bundle with projection π, let O be an open subset of B,

with fibers Ox = π−1(x). Whenever p ∈ ∂Ox, we define the exterior tangent cone to
O at p by

T ext
p Ox =

{
lim
ℓ→∞

pℓ − p

tℓ
, pℓ /∈ Ox, tℓ > 0, pℓ → p

}
.

We say thatO is upper semicontinuously differentiable from the exterior (u.s.c.d.e.)
if, for any sequence (xk, pk) → (x, p) in B, with pk ∈ ∂Oxk

,

T ext
p Ox ⊃ lim sup

k→∞

T ext
pk
Oxk

.

It is not known whether I(M) is u.s.c.d.e. in general, although this seems to be a
natural conjecture.

(4) Semiconcavity of the cut time. A natural question is whether the cut time
tC is semiconcave on UM . If true, this property implies the u.s.c.d.e. property
via classical stability properties of the superdifferential of (semi)concave functions.
A related open problem evoked by Itoh and Tanaka [13, Problem 3.4] is whether
TCL(x) is an Alexandrov space of curvature bounded below.

(5) Study of differentiability points of TCL. The issue is first to get sufficient
conditions for the existence of a tangent (or an osculating circle) at v ∈ TCL(x), and
to determine the normal vector. In the nonfocal case, we shall see that v ∈ TCL(x) is
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a differentiability point (that is, a point where TCL(x) admits a tangent hyperplane)
if and only if v is in competition with exactly one other optimal velocity.

Questions 3, 4 and 5 seem to be still open for general manifolds. In the sequel of
this Appendix, we shall see that all these questions can be answered precisely in the
nonfocal case, that is when J = ∅; and that some of these answers still hold under
the weaker assumption that one is away from the purely focal tangent cut locus (in
particular J \ Σ = ∅). For the convenience of the reader, we shall provide complete
proofs.

C.2. The nonfocal case. In this subsection we shall assume that the cut locus of
M is nonfocal, i.e. J = ∅ in the notation of Proposition C.1. In the sequel, a “curved
half-space” is a set of the form {Φ < 0}, where Φ is smooth and dΦ is invertible
on {Φ = 0}. (The function Φ might be defined only in the neighborhood of a given
point.)

Proposition C.5. If M is a compact Riemannian manifold with nonfocal cut locus,
then

(a) There is δ > 0 such that for any x ∈M and any v, w ∈ TCL(x),

(C.1)
[
v 6= w, expx v = expx w

]
=⇒ |v − w| > δ.

In particular, N(x, v) := #(expx)
−1(expx v) is an upper semicontinuous function on

TCL(M), bounded below by 2 and bounded above by some finite number.

(b) For any x ∈ M , cut(x) is exactly the set of points y ∈ M such that d( · , y)2

fails to be differentiable at x. Moreover, for any k ∈ N, (x, y) → (expx)
−1(y)

and (x, y) → d(x, y)2 are uniformly Ck in the open set (M × M) \ cut(M); and
(x, v) → (dv expx)

−1 is uniformly Ck in I(M).

(c) Let (x0, v0) ∈ TCL(M); then for x close to x0, the open set I(x) is locally
around v0, the intersection of N(x0, v0) − 1 transversal curved half-spaces varying
smoothly with x. As a consequence,

• I(M) is semiconvex (and in particular satisfies the u.s.c.d.e. property).

• v is a differentiability point of TCL(x) if and only if N(x, v) = 2.

• nondifferentiability points of TCL(x) are included in finitely many smooth
manifolds of dimension at most n− 2.

To summarize, the picture of the tangent cut locus in the nonfocal case is very
simple: TCL(M) is smooth away from “multiple points” where three or more families
of minimizing geodesics meet; and at such points there are outer spikes in certain
directions.
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0

Figure 5. Possible shape of TCL(x) for a nonfocal manifold. The
four velocities connected in dotted lines correspond to the same point
y in M .

Proof of Proposition C.5. From the nonfocality assumption, cut(x) = expx(Σx): in
particular v ∈ I(x) belongs to TCL(x), if and only if there is w ∈ I(x), w 6= v, such
that expx w = expx v.

(a) Both the tangent cut locus TCL(M) and the tangent focal locus TFL(M) are
closed, so the assumption TCL(M) ∩ TFL(M) = ∅ implies the existence of η > 0
such that

dist
(
I(x),TFL(x)

)
= dist

(
TCL(x),TFL(x)

)
≥ η > 0.

Also, det(dv expx) does not vanish on I(M), so there is λ > 0 such that det(dv expx) ≥
λ for all (x, v) ∈ I(M).

Next we claim that there is r = r(M) > 0 such that for any x ∈ M and any
v0 ∈ I(x), the exponential map expx is one-to-one on a ball Br(v0). This can be
seen either by using a quantitative version of the implicit function theorem (see for
instance [25]) or by a contradiction argument: If the claim were false, there would
be xk ∈ M and vk, uk, wk ∈ Txk

M such that |vk − uk| ≤ 1/k, |wk − uk| ≤ 1/k and
expxk

uk = expxk
wk; extracting a subsequence if necessary, we would have xk → x,

vk → v, and the identity expxk
uk = expxk

wk contradicts the fact that exp is a
diffeomorphism near (x, v).

Then the statement about N(x, v) being upper semicontinuous is a consequence
of the stability of minimizing geodesics.
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(b) If v ∈ I(M) then v is a supergradient of d( · , expx v)
2/2 at x. So d( · , expx v)

2/2
cannot be dfferentiable at x if N(x, v) > 1. Conversely, if N(x, v) = 1 then
∇xd(·, expx v)

2/2 = −v. This proves the claim on the differentiability. Next, the
claim about the regularity of (dv expx)

−1 follows by the implicit function theorem
again. Finally, if (x, y) ∈ M ×M \ cut(M), and γ = (expx tv)0≤t≤1, then γ is the
unique geodesic joining x to y, so there are neighborhoods U of x, V of y and W of
v such that any geodesic curve from U to V is a perturbation of γ. So all derivatives
of d2 at x, y are expressed in terms of derivatives of d exp and (d exp)−1, which are
all uniformly bounded.

(c) Let F (x, v) = expx v. Let x0 ∈ M , v0 ∈ TCL(x0), y0 = F (x0, v0), and let
v1, . . . , vm be all solutions of F (x, vi) = y0, vi 6= v0. (So m = N(x0, v0) − 1.) By
the implicit function theorem, F is locally invertible in a neighborhood Bi of each
(x0, vi), so for any (x, w) in a neighborhood of (x0, v0) there are exactly m velocities
w1(x, v), . . . , wm(x, v) in TxM such that F (x, wi) = F (x, w) and (x, wi) ∈ Bi. These
equations define local inverses wi = wi(x, F (x, w)). Then the equation of I(M)
around (x0, v0) takes the form

(C.2) E(x, w) < min
1≤j≤m

E
(
x, wj

(
x, F (x, w)

))
,

where E(x, v) = (1/2)
∫ 1

0
|(d/dt) expx(tv)|2 dt = |v|2/2.

Let γj(z, t) = expx(twj(x, z)) denote the unique geodesic joining x to z with initial
velocity close to vj .

For simplicity we shall now drop the x-dependence from the notation, keeping in
mind that all functions involved depend smoothly on x. Let Ej(z) = E(wj(z)) =
|wj(z)|2/2; then (C.2) can be reformulated as

(C.3) E0(F (w)) − Ej(F (w)) < 0 ∀j ∈ {1, . . . , m}.
Since gradz(E0 − Ej) = γ̇0(z, 1) − γ̇j(z, 1), the function in (C.3) has differential

(C.4) q 7−→
〈
dF (w) · q, γ̇0(y, 1) − γ̇j(y, 1)

〉
y

= 〈q, pj〉,

where y = F (w),

(C.5) pj = dF (φ(w)) ·
(
γ̇0(y, 1) − γ̇j(y, 1)

)
,

and φ(w) = −dwF (w) = −γ̇0(y, 1) is the initial velocity to go from F (w) back to
w. (The proof of (C.5) will be given later; anyway (C.4) is sufficient to conclude,
without the explicit form of pj .) Since all velocities γ̇j(z, 1) are distinct, and distinct
from γ̇0(z, 1) (otherwise γj and γi would coincide for all times for some i 6= j), all
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the vectors γ̇0(z, 1) − γ̇j(z, 1) are nonzero and distinct; this and the invertibility of
dF (φ(w)) guarantee that all vectors pj are nonzero and distinct. It follows that

- each equation {E0(F (w)) − Ej(F (w)) < 0} defines a curved half-space;

- any two of these curved half-spaces are transversal to each other;

- the set I(M) is semiconvex around (x0, v0);

- it is differentiable at (x0, v0) if and only if there is only one curved half-space,
i.e. m = 1, i.e. N(x0, v0) = 2;

- nondifferentiability points are included in intersections of two transversal sub-
manifolds of dimension n− 1, which are submanifolds of dimension n− 2.

To conclude, let us give a short proof of (C.5). It suffices to establish the following
identity (which is interesting for other purposes):

(C.6) ∀(x, y) ∈M ×M \ cut(M), ∀(ξ, η) ∈ TxM × TyM,
〈
(dv expx) · ξ, η

〉
y

=
〈
ξ, (dφ(v) expy) · η〉x, v = (expx)

−1(y).

(By a limiting argument, this formula remains true for y = expx v, v ∈ I(x).) Let us
introduce Jacobi fields X and Y along γ defined by X(0) = 0, Ẋ(0) = ξ, Y (1) = 0,

Ẏ (1) = −η. From the properties of Jacobi fields we have

d

dt
〈X(t), Ẏ (t)〉 = 〈X(t), Ÿ (t)〉 + 〈Ẋ(t), Ẏ (t)〉 = −〈X,R(Y, γ̇)γ̇〉 + 〈Ẋ, Ẏ 〉,

where R is the Riemann curvature tensor. By the properties of the Riemann curva-
ture, this quantity is symmetric in X and Y , so

d

dt

(
〈X(t), Ẏ (t)〉 − 〈Ẋ(t), Y (t)〉

)
= 0,

in other words 〈X(t), Ẏ (t)〉 − 〈Ẋ(t), Y (t)〉 is independent of t. It follows that

〈X(1), Ẏ (1)〉 − 〈X(0), Ẏ (0)〉 = 〈Y (1), Ẋ(1)〉 − 〈Y (0), Ẋ(0)〉,
or equivalently 〈X(1), Ẏ (1)〉 = −〈Y (0), Ẋ(0)〉, which is the same as (C.6). �

C.3. The case δ > 0. In this subsection we shall see that some results of the
previous subsection remain true at least under an assumption which is weaker than
the nonfocality. For any (x, v) ∈ TCL(M), let

δ(x, v) = diam
(
(expx)

−1(expx v)
)
.
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The function δ is easily shown to be upper semicontinuous. Let then

(C.7) J̃ =
⋂

δ0>0

{
δ ≤ δ0

}
.

The “purely focal” tangent locus being defined by δ = 0, the set J̃ can be thought
of as the set of velocities which are “almost purely focal”. The sphere is an example

of manifold with J 6= ∅ but J̃ = ∅.
An element (x, v) of TM can be thought of as a triple (x, t, ξ), where t = |v| and

ξ = v/|v|. (If t = 0 there is no need to define ξ.) Then I(M) = {Φ < 0}, where
Φ(t, x, ξ) = t− tC(x, ξ). If tC(x, · ) is a semiconcave function of ξ ∈ UxM , then I(x)
is a semiconvex set in the sense of Definition B.1. By abuse of language, we shall
say that I(M) is semiconvex if tC is a semiconcave function of (x, ξ) ∈ UM . This is
a more precise property than just requiring I(x) to be semiconvex for all x.

Proposition C.6. With the above notation, let M satisfy J̃ = ∅. Then

(a) There is δ0 > 0 such that for any (x, v) ∈ TCL(M), δ(x, v) ≥ δ0.

(b) I(M) is semiconvex.

Proof of Proposition C.6. (a) If the conclusion is false, there is a sequence (xk, vk)k∈N

in TCL(M) such that δ(xk, vk) ≤ 1/k. Without loss of generality (xk, vk) converges
to (x, v) ∈ TCL(M), which belongs to the closure of {δ ≤ 1/ℓ}, for all ℓ ∈ N. So

(x, v) ∈ J̃ , which is impossible.

(b) The problem is to show that tC inherits the semiconcavity property of the dis-
tance function, even though we cannot directly apply the implicit function theorem
(because we might be considering focal points). The argument below was commu-

nicated to us by Ludovic Rifford. It shows that property (b) is true away from J̃
even if the latter is not empty.

Let δ0 > 0, let (x, ξ) be such that dist((x, ξ), {δ < δ0}) ≥ η > 0, where the
distance is in both variables x and ξ (it is defined in local charts for instance). The
goal is to prove the semiconcavity of tC around (x, ξ). To do this, let us choose
(x0, ξ0) close to (x, ξ); we shall show that there is a smooth function τ , defined in a
neighborhood V0 of (x0, ξ0), touching the graph of tC at (x0, ξ0) from above. If the
C2 norm of τ is controlled from above and the size of V0 is controlled from below
(independently of (x0, ξ0) in a neighborhood of (x, ξ)), then we will be done.

Let y0 = expx0
(tC(x0, ξ0) ξ0). By definition of δ there is ξ̃0 6= ξ0 such that

tC(x0, ξ̃0) = tC(x0, ξ0) =: τ0, and y0 = expx0
(τ0 ξ̃0), and |τ0 ξ0 − τ0 ξ̃0| ≥ δ0, so

|ξ0 − ξ̃0| ≥ δ0/θ, where θ is a lower bound for τ0.
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Since d is semiconcave and expx(τ0 ξ̃0) = y0, we have

(C.8) d(x, y) ≤ d(x0, y0) − 〈ξ̃0, δx〉x + 〈ξ̃1, δy〉y +O(|δx|2 + |δy|2),
where δx and δy are small enough, x′ = expx0

(δx), y′ = expy0
(δy), and ξ̃1 is the

velocity at time τ0 of the geodesic curve (expx0
(tξ̃0))t≥0. Moreover, the constants in

the “error term” are uniform in (x0, y0).
From (C.8) there is a C2 function h = h(x, y), defined in a neighborhood U0 of

(x0, y0) (of size controlled from below), such that

(C.9)






h(x0, y0) = d(x0, y0) = τ0;

∇x,yh(x0, y0) = (−ξ̃0, ξ̃1);

h(x, y) ≥ d(x, y) for (x, y) ∈ U0.

Perturbing h just a little bit, we might assume that the last inequality in (C.9) is
strict unless (x, y) = (x0, y0).

Let now F : UM × R+ → R be defined by

F (x, ξ, t) = h(x, expx(tξ)) − t.

This is a smooth function, satisfying

F (x0, ξ0, τ0) = h(x0, ξ0) − τ0 = 0;

∂F

∂t
(x0, ξ0, τ0) = ξ1 · ∇yh(x0, y0) − 1 = ξ1 · ξ̃1 − 1 = −|ξ1 − ξ̃1|2

2
≤ − δ2

2θ
< 0.

Since ∂F/∂t(x0, ξ0, τ0) < 0, we may apply the implicit function theorem to uniquely
solve the equation

F (x, ξ, τ(x, ξ)) = 0,

thus defining a C2 function τ in a neighborhood V0 of (x0, ξ0). Since all constants
(and in particular the negative lower bound for ∂F/∂t) are uniform, the size of this
neighborhood is controlled from below, and the C2 norm of τ is controlled from
above.

Let (x, ξ) ∈ V0 and let y = expx(τ(x, ξ)ξ). If (x, y) 6= (x0, y0) then we have
d(x, y) < h(x, y) = τ(x, ξ), so necessarily tC(x, ξ) < τ(x, ξ). If on the other hand
(x, y) = (x0, y0), this means that tC(x, ξ) = d(x0, y0) = τ0, but this is the same as
τ(x, ξ) since F (x, ξ, tC(x, ξ)) = 0. In either case tC is bounded above by τ in V0, and
this concludes the argument. �
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Appendix D. A counterexample

In this section we sketch the construction of a compact surface S embedded in R
3,

with strictly positive curvature, such that I(x) is nonconvex for some x ∈ S. The
construction is reminiscent to that in [14] showing that positive curvature does not
imply the weak MTW condition.

In the three-dimensional Euclidean space with coordinates x1, x2, x3, let P stand
for the paraboloid P = {x3 = (x2

1 + x2
2)/2}. Choose A = (0, a2, a3) in the exterior of

P with 0 < a3 < a2
2. Let C be the cone made of all tangent lines passing through

A, which are tangent to P . By direct computation, the volume enclosed by C is a
connected component of {Q > 0}, where Q is a (1, 2) quadratic form, in particular it
is convex. An elementary argument shows that the set E of points which are either
in the interior side of P , or squeezed between C and P , is convex (see Fig. 6). Let S̃
be the boundary of this set: this is a nonnegatively curved surface which takes the
form of a cone sitting on top of a paraboloid.

Let O = (0, 0, 0) and ξ = (0, 1, 0) ∈ TOS̃. The geodesic starting from O with

velocity ξ, drawn on S̃, ceases to be minimizing before it reaches A (indeed, no
minimizing geodesic can pass through the apex of a cone); let t0 be the maximal
time interval on which this geodesic is minimizing.

Next let ξ± = (1/
√

2)(±1, 1, 0) ∈ TOS̃. If A is close enough to P , the geodesics

starting from ξ±, drawn on S̃, are entirely drawn on P and remain minimizing up to
infinity. If z > 0 is large enough, these geodesics have existed for a time t1 ≥ 2(t0+1)

when they reach the height z. We cut S̃ above {x3 = z}, close it by symmetry, and
flatten a bit the surface so that it is smooth at {x3 = z}. This defines a positively
curved surface S on which t1ξ± ∈ I(O), but (1/2)(t1ξ+ + t1ξ−) = λ ξ with λ >

√
2t0,

so λ ξ /∈ I(O). Thus I(O) is not convex.
To complete the construction it suffices to flatten a bit the cone C into a smooth

and positively curved surface Cε, while keeping C ∩ P unchanged, such that Cε

converges to C in Hausdorff distance (and in C1 away from A) as ε → 0. Let Sε be
obtained as before by considering the cone Cε sitting on top of the paraboloid P ,
cutting at height z, closing by symmetry and flattening. If ε is small enough, the
cut time of the geodesic starting from O with initial velocity ξ will be no more than
t0 + 1, and the conclusion is unchanged.

Remark D.1. It would be more striking to have a counterexample whose cut locus
is nonfocal. The construction might not be very difficult, but requires more care.
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C

P

O

Figure 6. The small cone C touches the paraboloid P tangentially.
For the resulting surface, the injectivity domain at O is not convex.
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