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Abstract

We estimate the decay of correlations for some Markov maps on a countable states space. A
necessary and sufficient condition is given for the transfer operator to be quasi-compact on the
space of locally Lipschitz functions. In the non quasi-compact case, the decay of correlations
depends on the contribution to the transfer operator of the complementary of finitely many
cylinders. Estimates are given for some non uniformly expanding maps and for birth-and-death
processes.

Introduction

Coming from the theory of countable Markov chains, Markovian dynamics on countable states
spaces also arise naturally when studying non uniformly expanding systems or non hyperbolic
systems (interval maps with neutral fixed points, unimodal maps, Henon maps [Yo], [B,Y]).
Several techniques have been developed to study statistical properties of such Markov systems
and especially to estimate their decay of correlations. Most of these techniques are based on the
quasi-compactness of the Ruelle-Perron-Frobenius operator (or transfer operator) on a suitable
Banach space and lead to exponential decay of correlations ([Bre], [Sa]). When the transfer oper-
ator does not have spectral gap, there are estimates of the decay of correlations from C. Liverani,
B. Saussol and S. Vaienti ([L, S, V1]), M. Pollicott and M. Yuri ([Po,Y]) and H. Hu ([H]) for some
maps with neutral fixed point and L.-S. Young ([Yo]) for towers systems. Young’s strategy is very
powerful if you are able to estimate the asymptotics of return times on the base of the tower.
We propose another strategy which does not require any a priori knowledge on return times. It
is based on cones and projective metrics of G. Birkhoff ([Bi1], [Bi2]) and is especially adapted to
maps with “small branches” like birth-and-death processes. It is also efficient to estimate the decay
of correlations for the well known Gaspard-Wang example of interval map with neutral fixed point.

Section 1 contains the setting, the results, the basic definitions and properties of Birkhoff’s cones.
Section 2 is devoted to the exponential decay of correlations. We give a necessary and sufficient
condition to ensure that the transfer operator is quasi-compact on the space of locally Lipschitz
functions. To this aim, we construct a cone which is strictly contracted by some iterate of the
transfer operator.
In section 3 we obtain sub-exponential decay of correlations for a class of maps “without big
branches at infinity” (definition page 5). In this case, the decay of correlations depends on the
contribution to the transfer operator of the complementary of finitely many cylinders. The es-
timate is done by truncating the previous cone: CN,j is a cone of locally Lipschitz functions,
specified only on finitely many states, it is mapped by some iterate of the transfer operator into
CN,j−1 with some contraction δj . The product of the δj gives sub-exponential decay of correla-
tions.
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In section 4, we give some explicit estimations. As far as we know, the results concerning birth-
and-death like maps (section 4.1) are new. It does not seem possible to associate to these systems
a tower that enjoys the properties required by L.-S. Young ([Yo]).

Acknowledgments: Most of the results of this paper are included in my PhD. Thesis. I would
like to express my gratitude to Bernard Schmitt who friendly directed my thesis, for many useful
suggestions and constant encouragements. I also thank Carlangelo Liverani and Benôıt Saussol
for electronic discussions on “cones of non necessarily positive functions” and Viviane Baladi for
pointing out to me that the norm used in section 2 were adapted to the cones.

1 Setting, results and basic properties of cones.

Let Σ be a sub-shift of finite type on a countable alphabet A. That is, Σ is given by B =
(bi,j)i,j∈A×A a A×A matrix of 0 and 1: Σ = {x ∈ AN / bxi,xi+1 = 1}.
On Σ, we consider the shift σ defined by: σ(x0, . . . , xn, . . .) = (x1, . . .).
We will always assume that A = N. Since the alphabet is infinite, Σ is, in general, non compact
and not even locally compact. The space Σ is endowed with the product topology (on A we
consider the discrete topology) which is also given by the natural distance: let r ∈]0, 1[,

d(x, y) = rn iff xi = yi i = 0 . . . n− 1 xn 6= yn.

The product topology is generated by the cylinders: let (a0, . . . , ak−1) ∈ Ak and

[a0, . . . , ak−1] = {x ∈ Σ / xi = ai, i = 0, . . . , k − 1}.

[a0, . . . , ak−1] is called cylinder or k-cylinder. So the space Σ is separable.
We will say that Σ is irreducible if and only if

∀i, j ∈ A, ∃n ∈ N such that σ−n[i] ∩ [j] 6= ∅,

or, equivalently if and only if σ is topologically transitive. We will say that Σ is aperiodic if and
only if

∀i, j ∈ A, ∃n0 ∈ N such that ∀n ≥ n0 σ−n[i] ∩ [j] 6= ∅,

or, equivalently if and only if σ is topologically mixing.
We will denote by Cu(Σ) the Banach space of uniformly continuous and bounded functions on Σ.
We will say that a function f on Σ is uniformly locally Lipschitz (or u.l.L) if there exists some
constant C > 0 such that for any x and y in the same 1-cylinder,

|f(x)− f(y)| ≤ Cd(x, y),

we will denote by K(f) the smallest positive number satisfying this property, it will be called
Lipschitz constant of f . Let L be the space of u.l.L. functions that are bounded on Σ. For f ∈ L,
let ‖f‖ = max(K(f), ‖f‖∞), this defines a norm on L which turns L into a Banach space.
Let F be the borelian sigma-algebra on Σ, m be a borelian probability on Σ whose support is Σ
and Φ a u.l.L. function. According to thermodynamic formalism we will call Φ a potential. We
will always assume that Φ satisfies the following assumptions.

Standing assumptions on the potential (SA).

1. Φ is a u.l.L. function,
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2. sup
x∈Σ

∑

σy=x

eΦ(y) < ∞, so the transfer operator LΦ associated to Φ is well defined and acts on

Cu(Σ): for f ∈ Cu(Σ), x ∈ Σ

LΦf(x) =
∑

σy=x

eΦ(y)f(y),

3. the measure m is a conformal measure for LΦ, that is, for any f ∈ Cu(Σ),

∫
LΦfdm =

∫
fdm.

Remark 1.1 The fact that we assume that the conformal measure is given may seem strange.
Indeed, on one hand, under suitable assumptions, such a measure can be constructed and satisfies
a variational principle (see [Sa]). On the other hand, one may think that Σ represents the coding of
some geometric dynamic for which there are a natural potential and a natural conformal measure.

Using the fact that Φ is u.l.L., an easy computation leads to the following Bounded Distortion
property for LΦ:
there exists C > 0 such that for any x and y in the same 1-cylinder, for n ∈ N,

Ln
Φ1(x) ≤ Ln

Φ1(y)e
Cd(x,y). (BD)

The fact that m is a conformal measure for LΦ implies that if µ = hm with h ∈ Cu(Σ) then, µ is
σ-invariant if and only if h is a fixed point for LΦ. It suffices to remark that for f and g in Cu(Σ),
m(g◦σ ·f) = m(LΦ(g◦σ ·f)) because m is conformal and by definition of LΦ, LΦ(g◦σ ·f) = gLΦf ,
so we have m(g ◦ σ · f) = m(gLΦf).

We expect that the mixing properties of such a measure are related with the spectral proper-
ties of LΦ. To be more precise, let us assume that there exists a fixed point h ∈ Cu(Σ) for LΦ

which is normalized (m(h) = 1) and let µ = hm. For f ∈ Cu(Σ) and g ∈ L1(m), the correlations
of f and g measure the lack of independence between f and g ◦ σn with respect to the invariant
measure µ: for n ∈ N,

cn(f, g) =

∣∣∣∣
∫

f(g ◦ σn)dµ−

∫
fdµ

∫
gdµ

∣∣∣∣ .

The measure µ is mixing if and only if the coefficients cn(f, g) go to zero for any f ∈ Cu(Σ) and
g ∈ L1(m). In this case, estimates on the speed of convergence to zero of cn(f, g) or equivalently
estimates on the decay of correlations may lead to the Central Limit Theorem (see [Li3]) and to
the determination of asymptotic laws for entrance times (see [G, S] and [Sau]). The following
trivial computation relates the decay of correlations to the asymptotic behavior of the iterates of
LΦ:

cn(f, g) =

∣∣∣∣
∫
[Ln

Φ(fh)− hm(fh)]gdm

∣∣∣∣ (1.1)

so that if Ln
Φf → hm(f) in some reasonable way then µ is mixing and estimates on the speed of

this convergence would precise the decay of correlations.
Let us state our main results.
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1.1 Results.

Under the following additional hypothesis:

∃M > 0 such that ∀n ∈ N ‖Ln
Φ1‖∞ ≤ M. (K)

we have the following result.

Theorem 1.1 Let Σ be aperiodic, Φ satisfying (SA) and (K), then there exists a fixed point
h ∈ L for LΦ, h > 0 on Σ, m(h) = 1, this fixed point is unique up to multiplication by a constant.
Moreover, we have the following convergence for f ∈ Cu(Σ):

Ln
Φf

n→∞
−→ hm(f), (1.2)

this convergence is uniform on the compact subsets of Σ and takes place in L1(m).

The proof of this theorem follows Sarig’s proof (theorem 4 in [Sa]) excepted for some details in
the construction of h. Let us give the outline of the arguments.
From (K) and (BD), we deduce that the sequence (Ln

Φ1)n∈N is an equicontinuous and bounded
sequence of elements of L. Let

Qn =
1

n

n−1∑

p=0

Lp
Φ1.

Ascoli’s theorem on separable sets implies that the sequence (Qn)n∈N admits an accumulation
point for the topology of uniform convergence on compact sets and for the L1(m) topology by
Lebesgue’s dominated convergence theorem. Let h be such an accumulation point. Using (BD)
and (K), we get that h belongs to L. Using that m is a conformal measure whose support is Σ,
we get that h is a fixed point for LΦ which is non zero because Lebesgue’s dominated convergence
theorem implies that m(h) = 1. Now, if h(x) = 0 for some x ∈ Σ, since h ≥ 0, for any n ∈ N and
any z ∈ {y / σny = x}, h(z) = 0. Since Σ is irreducible (indeed it is aperiodic), this set is dense
in Σ, so that h ≡ 0 since it is continuous. This contradicts the fact that h is non zero. So, h > 0.
The rest of the proof follows Sarig’s proof and uses some general arguments on Markov dynamics
from [A,D,U]. △

In fact, we have a more precise description of the spectrum of LΦ. Such a description is usual in
quasi-compactness setting. Our purpose is to give estimates on the decay of correlations so we
will omit the proof of the following result which may be found in [Ma]. Let us just remark that
(K) implies that the spectral radius of LΦ on the space Cu(Σ) is less or equal than 1.

Theorem 1.2 Let Σ be irreducible, Φ satisfies (SA) and (K) then 1 is a simple eigenvalue for LΦ

acting on L, if h is the normalized eigenfunction then h is strictly positive on Σ and the invariant
measure µ = hm is ergodic. Moreover, LΦ has only finitely many eigenvalues of modulus 1, there
are all simple. If Σ is aperiodic then 1 is the only eigenvalue of maximal modulus and the invariant
measure µ = hm is mixing. We have the convergence for f ∈ Cu(Σ)

Ln
Φf

n→∞
−→ π(f),

uniformly on compact subsets of Σ and in L1(m), where π is the spectral projection on the finite
dimensional space associated to the eigenvalues of modulus 1. In particular, if Σ is aperiodic then

Ln
Φf

n→∞
−→ hm(f).

4



From now on, we assume that Σ is aperiodic and Φ satisfies (K) and (SA). The normalized fixed
point (given by theorem 1.1) for LΦ will always be denoted by h and µ will be the invariant
measure µ = hm. We will give additional conditions under which the speed of convergence in
(1.2) can be estimated.
We will say that Φ satisfies (Exp1) if

∃k1, ∃n1 such that ∀k > k1, ∃ρk < 1 such that ∀n > n1, sup
x∈[n]

Lk
Φ1(x) ≤ ρk. (Exp1)

(Exp1) means that the cylinders close to infinity do not contribute too much to the transfer
operator, in fact their contribution is assumed to be uniformly strictly smaller than one. This
condition is sufficient to guaranty exponential decay of correlations for observables in L (see
theorem 1.3 below).
The system (Σ, σ) is without big branches at infinity if it exists K ∈ N such that for any n ∈ N,
for x ∈ [n], σx belongs to [p] with p ≥ n−K. In other words, the matrix which defines Σ has the
following form:

0
...
K




∗ · · · · · · · · · · · ·
...
∗
0 ∗
...

. . .
. . .

0 0 ∗
...

. . .
. . .




with ∗ ∈ {0, 1}. If n1 and N ≥ n1 are fixed integers, let us note

δ′k,j := sup{Lk
Φ1(x) / x ∈ [n], N ≤ n ≤ N + kKj}, j ≥ 0, k ∈ N.

We will say that Φ satisfies (S-Exp1) if there exists n1 ∈ N such that for N ≥ n1, there exists
k1(N) such that for k ≥ k1, there exists R(k), 0 < R(k) < N + kK and

δ′k,j ≤

(
1−

R(k)

N +Kkj

)α

, α > 0, ∀j ≥ 0. (S-Exp1)

(S-Exp1) means that the contribution to the transfer operator of the cylinders close to infinity
is strictly smaller than one but not uniformly. Under this condition and the assumption that Σ
has no big branches at infinity, we can estimate the decay of correlation for observables in L (see
theorem 1.4 below).
Before stating our main results, let us remark that:

(Exp1) ⇒ (S-Exp1) ⇒ (K).

The first implication is trivial: take δ
′

k,j = ρk for all j ∈ N. Let us prove the second implication.
Let N ≥ n1 be fixed and let k1 = k1(N), (S-Exp1) implies that for n ≥ N , k ≥ k1,

sup
x∈[n]

Lk
Φ1(x) ≤ 1,

moreover, since we always assume that ‖LΦ1‖∞ < ∞ (SA), we have

sup
k<k1

‖Lk
Φ1‖∞ < ∞,
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finally, let n be smaller than N , the Bounded Distortion property implies

sup
x∈[n]

Lk
Φ1(x) ≤ Ct

1

m([n])

∫

[n]

Lk
Φ1dm

≤ Ct
1

m([n])

∫
Lk
Φ1dm

≤ Ct sup
n≤N

1

m([n])
using the fact that m is conformal.

So we have proven that there exists some M > 0 such that for any n ∈ N, ‖Lk
Φ1‖∞ ≤ M , which

is (K). △

Finally, let us recall that two potential Ψ1 and Ψ2 are cohomologous if there exists a positive
function v ∈ Cu(Σ) such that Ψ1 = Ψ2 + v − v ◦ σ. The function v is called change of potential.

Theorem 1.3 Let Σ be aperiodic. If Φ satisfies (SA) and (Exp1) then LΦ is quasi-compact on
L so we have the following exponential decay of correlations: there exist 0 < γ < 1 and C > 0
such that for f ∈ L, g ∈ L1(m),

cn(f, g) ≤ C γn‖f‖ ‖g‖L1 . (1.3)

Moreover, (Exp1) is a necessary condition for quasi-compactness in the following sense:
let Φ verify (K) and (SA) then LΦ is quasi-compact on L if and only if there exists Ψ cohomologous
to Φ with a change of potential in L and bounded away from zero such that LΨ satisfies (Exp1).

Let us recall that a linear operator P on a Banach space B is quasi-compact if there exists
0 < Θ < 1 such that if λ belong to the spectrum of P and |λ| > s(P )Θ where s(P ) is the spectral
radius of P then λ is an eigenvalue with finite multiplicity.
The fact that (Exp1) is a necessary condition for quasi-compactness in the sense of theorem 1.3
is easy to see. Indeed, let us assume that LΦ is quasi-compact on L, because of theorem 1.1, we
have for f ∈ L, k ∈ N,

‖Lk
Φf − hm(f)‖ ≤ C γk‖f‖, (1.4)

with C > 0 and 0 < γ < 1. Let Ψ be cohomologous to Φ with change of potential v in L and
bounded away from zero. We have:

Lk
Ψ1 =

1

v
Lk
Φ(v)

so, using (1.4) we get:

Lk
Ψ1 =

1

v
[Lk

Φ(v)− hm(v)] +
h

v
m(v)

Lk
Ψ1(x) ≤ C

‖v‖

inf v
γk +

h

v
(x)m(v).

It is always possible to find v ∈ L (indeed, v can be chosen to be constant on 1-cylinders) such
that m(v) = 1, inf v > 0 and

sup
n≥N

sup
x∈[n]

h

v
(x) < 1

provided N is big enough. This conclude the proof of the necessity part of theorem 1.3. △
The rest of theorem 1.3 will be proven in section 2. This won’t be done using the standard
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approach consisting in the application of the Ionescu-Marinescu Tulcea theorem ([IT,M]) but we
will use Birkhoff cones and projective metrics. The main advantages of this technic are: first it
provides a constructive bound for the rate of convergence, second the cones are adaptable to non
quasi-compact cases. Indeed in section 3 we will prove the following result.

Theorem 1.4 Let Σ be aperiodic and without big branches at infinity, Φ satisfies (SA) and
(S-Exp1). For any compact set Q of Σ, there exists a sequence un(Q) which goes to zero when
n goes to infinity such that for any f ∈ L,

‖Ln
Φf − hm(f)‖Q ≤ C(Q) un(Q)‖f‖

where ‖ ‖Q denotes the uniform norm on Q and C(Q) is a positive number depending on Q.
There exists a sequence un which goes to zero when n goes to infinity such that for f ∈ L and
g ∈ L∞(m),

Cn(f, g) ≤ un‖f‖ ‖g‖∞.

Moreover, for fixed Q,
un

un(Q)
< K ∀n ∈ N

and the sequences un(Q) and un depend on the product of the δ
′

k,j and on the measure of cylinders
close to infinity.

In section 4, we give large classes of examples satisfying (Exp1) or (S-Exp1) and compute explicit
bounds for some birth-and-death like dynamics and non uniformly expanding maps.
We will now recall definitions and results on cones and projective metrics.

1.2 Cones and projective metrics.

The theory of cones and projective metrics of G. Birkhoff [Bi1] is a powerful tool to study linear
operators. P. Ferrero and B. Schmitt [F,S 1] applied it to estimate the correlations decay for
random dynamical systems. Then, this strategy had been used by many authors. Let us mention
• C. Liverani [Li1], C. Liverani, B. Saussol and S. Vaienti [L, S, V1] for one dimensional Lasota-
Yorke type dynamics with finite or countable partition,
• C. Liverani [Li2] and M. Viana [V] for Anosov and Axiom A diffeomorphisms,
• V. Baladi, A. Kondah, B. Schmitt [B,K,S], T. Bogenschütz ([Bog]) and J. Buzzi ([Buz]) for
random dynamical systems.
They all used Birkhoff cones to obtain exponential decay of correlations. In [K,M,S] the Birkhoff
cones techniques were used in a different way to obtain sub-exponential decay of correlations. The
way we use cone’s techniques in section 3 follows some ideas of P. Ferrero and B. Schmitt ([F,S 2]).

Let us recall definitions and properties of cones and projective metrics (see [Li2] or [L, S, V1]
for a more complete presentation).

Let B be a vector space and C ⊂ B a cone with the following properties.

• C is convex.

• C ∩ −C = ∅.

• if αn is a sequence of real numbers such that αn → α and x−αny ∈ C ∀n then x−αy ∈ C.
This property is called “integral closure”.
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For such a cone, the pseudo-metric θC on C is defined in the following way. Let x, y ∈ C,

µ(x, y) = inf{β > 0 such that βx− y ∈ C},

λ(x, y) = sup{α > 0 such that y − αx ∈ C},

with the convention: µ(x, y) = ∞ and λ(x, y) = 0 if the corresponding sets are empty. Let
θC(x, y) = log µ

λ . θC is called pseudo-metric because it is not necessarily finite. Moreover, it is a
projective pseudo-metric: if x and x1 are proportional then for any y ∈ C, θC(x, y) = θC(x1, y).

The following two results reveal the usefulness of projective metrics.
Let C and C ′ be two cones, P a linear operator P : C → C ′. Let ∆ denotes the diameter of PC
in C ′:

∆ = sup
f,g∈C

θC′(Pf, Pg).

Theorem 1.5 [Bi1] For any f, g in C, we have:

θC′(Pf, Pg) ≤ tanh

(
∆

4

)
θC(f, g).

This theorem implies that P : C → C ′ is always a contraction (in wide sense) for the projective
metrics. If ∆ < ∞ then it is a strict contraction.
The following result relies the metric θC to certain norms on B. A norm ‖ ‖ on B is a norm
adapted to C if for f and g in B such that f + g belongs to C and f − g belongs to C then
‖g‖ ≤ ‖f‖. ρ is a homogeneous form adapted to C if ρ maps C to R

+, for any λ > 0 and f ∈ C,
ρ(λf) = λρ(f) and if f − g ∈ C implies ρ(g) ≤ ρ(f).

Theorem 1.6 [Bi1], [L, S, V1] Let C be a cone, let ‖ ‖ and ρ be adapted to C. For any f and g
in C such that ρ(f) = ρ(g) 6= 0 we have:

‖f − g‖ ≤ (eθ(f,g) − 1)min(‖f‖, ‖g‖).

2 Quasi-compact case (proof of theorem 1.3)

In this section, we prove the first part of theorem 1.3, so we assume that Σ is aperiodic, Φ satisfies
(SA) and (Exp1). As we already mentioned, (Exp1) implies (K). Let us note µ = hm where h
is the normalized fixed point for LΦ given by theorem 1.1. Since Φ satisfies (K), h is bounded by

M = supk ‖L
k
Φ1‖∞, so for any A ∈ F , µ(A)

m(A) ≤ M .

For f ∈ Cu(Σ), the iterates of LΦ(f) are converging to hm(f) in L1(m) (by theorem 1.1), this
implies the following mixing property which will be used to obtain decay of correlations for ob-
servables in L.

∀A ∈ F , g = 1A, ∀f ∈ Cu(Σ), |m(g ◦ σnf)− µ(g)m(f)|
n→∞
−→ 0. (2.1)

Indeed, we have,

|m(g ◦ σn · f)− µ(g)m(f)| =

∣∣∣∣
∫

g[Ln
Φf − h

∫
fdm]dm

∣∣∣∣

≤ ‖Ln
Φf − h

∫
fdm‖1.

Let us set some notations.
For s and t fixed integers, we will denote by Ps,t the finite partition of Σ defined by:
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• Ps,t = P1 ∪ P2

• P1 is the partition in s-cylinders of the set [|0, t|] := {x ∈ Σ / x0 ≤ t}.

• P2 = {[|0, t|]c} := {P2}.

We will denote by D1 the diameter for the distance d of P1 :

D1 = max{diam(P ), P ∈ P1} = rs,

and by D2 the measure of P2 :
D2 = m([|0, t|]c).

Since the measure m is finite, D2 can be chosen as small as we want provided t is large enough.
We will also use the following conventions:

• a = b± c means that b− c ≤ a ≤ b+ c, where a, b and c are real numbers.

• If x and y belong to the same 1-cylinder, for any k ∈ N their preimages under σk are in
bijection. If x′ is a preimage of x, we will denote by y′ the preimage of y belonging to the
same k-cylinder.

• for any k ∈ N, let gk be defined by:

∀x ∈ Σ, ∀f ∈ Cu(Σ), Lk
Φf(x) =

∑

σkx′=x

f(x′)gk(x
′).

Finally, let us remark that for α and α′ such that α < 1 < α′, since the partition Ps,t is finite, the
mixing (2.1) implies that there exists an integer k0 such that:

∀k ≥ k0, ∀P , P ′ ∈ Ps,t, α ≤
m(σ−kP ∩ P ′)

µ(P )m(P ′)
≤ α′. (2.2)

2.1 A family of cones.

Let us begin the proof of the first part of theorem 1.3. To this aim, we will construct a cone C
and an integer k such that Lk

ΦC ⊂ C and the projective diameter of Lk
ΦC in C is finite.

Let us consider the following family of cones. For given real positive numbers a, b, c and integers
s, t, Cs,t

a,b,c is the set of functions f in L which satisfy:

• ∀P ∈ Ps,t, 0 <
1

µ(P )

∫

P

fdm ≤ a

∫
fdm,

• K(f) ≤ b

∫
fdm,

• sup
x∈P2

|f(x)| ≤ c

∫
fdm.

When there won’t be any ambiguity, we will simply note C instead of Cs,t
a,b,c. The following

properties follow straightforward from the definition of C :

• C ∩ −C = ∅,

9



• C is a convex cone,

• C is closed for the uniform topology, in particular, it is integrally closed.

Moreover, the following result is easily verified.

Lemma 2.1 Any ϕ ∈ L satisfies:

∀P ∈ P1, ∀x ∈ P , ϕ(x) =
1

m(P )

∫

P

ϕdm±K(ϕ)D1, (2.3)

and for x ∈ P2,

ϕ(x) =
1

m(P2)

∫

P2

ϕdm± 2 sup
P2

|ϕ|. (2.4)

So that if ϕ belongs to C, for any x ∈ Σ,

min[−c,Ma− bD1]

∫
ϕdm ≤ ϕ(x) ≤ max[c,Ma+ bD1]

∫
ϕdm. (2.5)

In order to use the cone Cs,t
a,b,c and its projective metric, we shall need an adapted norm and an

adapted homogeneous form. Of course ρ(f) =
∫
fdm is an adapted homogeneous form. For any

d > 0, let us consider the norm

‖f‖d = max


d |

∫
fdm|, 2

∣∣∣∣∣∣∣

∫
P

fdm

m(P )

∣∣∣∣∣∣∣
P ∈ Ps,t, ‖f‖∞,K(f)


 ,

the norm ‖ ‖d is equivalent to the norm ‖ ‖ of L.

Lemma 2.2 If d ≥ max(b, c, 2D1b) then the norm ‖ ‖d is adapted to C in the sense of section
1.2.

Proof : Let f and g be such that f + g and f − g belong to C, (2.3) gives for x ∈ P , P ∈ P1,

f(x)− g(x) =
1

m(P )

∫
(f − g)dm± bD1

∫

P

(f − g)dm,

f(x) + g(x) =
1

m(P )

∫

P

(f + g)dm± bD1

∫
(f + g)dm.

By substracting these inequations, we obtain,

|g(x)| ≤ 2max(1/m(P )|

∫

P

gdm|, bD1

∫
fdm).

Since f − g ∈ C and f + g ∈ C, we have |

∫

P

gdm| ≤

∫

P

fdm for any P ∈ Ps,t, so that for any

x ∈ P1, |g(x)| ≤ ‖f‖d if d ≥ 2bD1. Moreover, if x ∈ P2, the inequality |g(x)| ≤ c

∫
fdm follows
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from (2.4) in the same way. We also have |

∫
gdm| ≤

∫
fdm. It remains to take care of the part

of the norm which is given by the Lipschitz constant. Since f − g ∈ C and f + g ∈ C, we have for
x and y in the same 1-cylinder,

f(x)− g(x)− (f(y)− g(y)) = ±b d(x, y)

∫
(f − g)dm,

f(x) + g(x)− (f(y) + g(y)) = ±b d(x, y)

∫
(f + g)dm

By substracting these two inequalities, we get

K(g) ≤ b

∫
fdm.

Finally, if d ≥ max(b, c, 2bD1), we have ‖g‖d ≤ ‖f‖d. △

2.2 Contraction of the cone.

We are going to prove that the cone Cs,t
a,b,c is strictly contracted by Lk

Φ provided k, a, b, c, s and t
are large enough.

Lemma 2.3 There exist k ∈ N
∗, a > 0, b > 0, c > 0, s ∈ N

∗, t ∈ N
∗ and 0 < γ < 1 such that

Lk
ΦC

s,t
a,b,c ⊆ Cs,t

γa,γb,γc.

Proof : Let us fix α < 1 < α′ and β′ < β < 1. The parameters a, b, c, s and t are chosen to
verify:

1. a > α′(1 + α
2α′ )β−1,

2. c ≥ Ma+ 1,

3. b > Rc
β−β′ ,

4. D1 < 1/b α
4α′ ,

5. t is such that t ≥ n1 and D2 <
α

8α′c .

Moreover, let k0 satisfies (Exp1), be such that (2.2) is verified for α and α′ and ∀k > k0, Mrk < β
′
.

Let us fix k > k0, γ = max(β, ρk) < 1 and f in Cs,t
a,b,c. Let P ∈ P,

1

µ(P )

∫

P

Lk
Φfdm =

1

µ(P )

∫

σ−kP

fdm

=
1

µ(P )

∑

P ′∈Ps,t

∫

σ−kP∩P ′

fdm,

using (2.3) and (2.4),
1

µ(P )

∫

P

Lk
Φfdm =

∑

P ′∈Ps,t

m(σ−kP ∩ P ′)

m(P ′)µ(P )

∫

P ′

fdm ±

11




D1K(f)

∑

P ′∈P1

m(σ−kP ∩ P ′)

m(P ′)µ(P )
m(P ′) + 2

m(σ−kP ∩ P2)

m(P2)µ(P )
m(P2) sup

P2

|f |


 .

Since f belongs to Cs,t
a,b,c, this leads to (using (2.2)):

1

µ(P )

∫

P

Lk
Φfdm ≤ α′

∫
fdm [1 +D1 b+ 2D2 c] and

1

µ(P )

∫

P

Lk
Φfdm ≥

[
α− α′(D1b+ 2D2c)

] ∫
fdm,

by the choices (4. and 5.) of a, b, c and Ps,t we obtain,

α/2

∫
fdm ≤

1

µ(P )

∫

P

Lk
Φfdm ≤ α′(1 + α/(2α′))

∫
fdm. (2.6)

For any ϕ ∈ L and k ∈ N, the fact that Φ verifies (BD) and (K) leads to the following standard
inequality

K(Lk
Φϕ) ≤ MrkK(ϕ) +R sup |ϕ|, (2.7)

Combined with (2.5) and the definition of the cone, this gives for f ∈ Cs,t
a,b,c

K(Lk
Φf) ≤

∫
fdm

[
bMrk + Rmax(c,Ma+ bD1)

]

and with the choices 2. and 4. above:

K(Lk
Φf) ≤ β′b

∫
fdm+ cR

∫
fdm, (2.8)

so, K(Lk
Φf) ≤ βb

∫
fdm if b > cR

β−β′ (which is 3.).

Finally, for x ∈ P2,

|Lk
Φf(x)| =

∣∣∣∣∣∣

∑

x′∈P2

gk(x
′)f(x′) +

∑

x′ 6∈P2

gk(x
′)f(x′)

∣∣∣∣∣∣

≤ c

∫
fdm

∑

x′∈P2

gk(x
′) + (Ma+ bD1)

∫
fdm

∑

x′ 6∈P2

gk(x
′), using (2.3)

≤ max(c,Ma+ bD1)

∫
fdm [ sup

x∈P2

Lk
Φ1(x)],

≤ ρkc

∫
f, by the choices 2., 4. and 5. above and hypothesis (Exp1) ,

this conclude the proof of the lemma. △

2.3 Computation of the projective diameter and conclusion.

In order to obtain the speed of convergence of the iterates of the transfer operator to the spectral
projection, it remains to estimate the projective diameter of Lk

Φ(C) in C.
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Lemma 2.4 The projective diameter of Lk
ΦC in C is bounded by 2 logmax

(
1+γ
1−γ ,

2α′+α
α

)
.

Proof : Let f and g be in Lk
ΦC and η > 0 such that ηf − g belongs to C, η should verify:

1. ∀P ∈ Ps,t, 0 <
η

µ(P )

∫

P

fdm−
1

µ(P )

∫

P

gdm ≤ aη

∫
fdm− a

∫
gdm,

2. for any x and y in the same 1-cylinder,

−bη

∫
fdm+ b

∫
gdm ≤

η(f(x)− f(y))− (g(x)− g(y))

d(x, y)

≤ bη

∫
fdm− b

∫
gdm,

3. for any x ∈ P2,

−c(η

∫
fdm−

∫
gdm) ≤ ηf(x)− g(x) ≤ c(η

∫
fdm−

∫
gdm).

To have 1., η should verify:

η ≥ sup
P∈Ps,t

a

∫
gdm− 1/µ(P )

∫

P

gdm

a

∫
fdm− 1/µ(P )

∫

P

fdm

, and η ≥ sup
P∈Ps,t

∫

P

gdm

∫

P

fdm

,

By (2.6), it is sufficient to have:

η ≥

∫
gdm

∫
fdm

max

(
1

1− γ
,
2α′ + α

α

)
.

To have 2. and 3., by lemma 2.3, it suffices that η satisfies:

η ≥

∫
gdm

∫
fdm

1 + γ

1− γ
.

Similarly, let ζ > 0 be such that g − ζf ∈ C. It suffices that ζ verifies:

ζ ≤

∫
gdm

∫
fdm

min

[
1− γ,

1− γ

1 + γ
,

α

2α′ + α

]
.

So, the diameter ∆ of Lk
ΦC in C is bounded by 2 logmax

(
1+γ
1−γ ,

2α′+α
α

)
. △

The following lemma shows that any function in L can be pushed into the cone C.

Lemma 2.5 For any f ∈ L, if a > 1, b > K(h) and c > supx∈P2
|h(x)| then there exists C(f) ≥ 0

such that f + C(f)h belong to C, moreover C(f) ≤ Ct ‖f‖. In particular, h belongs to C

13



Proof : Let f ∈ L, C(f) should satisfies

• C(f) ≥ max



−

∫

P

fdm

µ(P )
,

1/µ(P )

∫

P
fdµ− a

∫
fdµ

a− 1
P ∈ P1



,

• C(f) ≥
K(f)− b

∫
f

b−K(h)
,

• C(f) ≥ sup
x∈P2

|f(x)| − c

∫
fdm

c− |h(x)|
.

△
We will always assume that a, b and c satisfy the hypothesis of lemma 2.5.
Let κ = (tanh(∆/4))1/k. Using the fact that h belongs to C, the results of section 1.2 give for
d ≥ max(b, 2bD1, c):

∀f ∈ C, ‖Ln
Φf − h

∫
fdm‖d ≤ Ct κn

∫
fdm

since the norms ‖ ‖ and ‖ ‖d are equivalent,

∀f ∈ C, ‖Ln
Φf − h

∫
fdm‖ ≤ Ct κn

∫
fdm

Let f ∈ L and fC = f + C(f)h.

‖Ln
Φf − h

∫
fdm‖ ≤ ‖Ln

ΦfC − h

∫
fCdm‖+ C(f)‖Ln

Φh− h

∫
hdm‖

= ‖Ln
ΦfC − h

∫
fCdm‖

≤ Ct κn
∫

fCdm since fC ∈ C

≤ Ct κn‖f‖. (2.9)

(2.9) implies exponential mixing for g ∈ L1(m) and f such that fh belong to L (recall (1.1)):

|µ(g ◦ σnf)− µ(g)µ(f)| ≤ Ct κn‖fh‖‖g‖L1(m),

it also implies that LΦ is quasi-compact on L. This concludes the proof of theorem 1.3. △

3 Dynamics without big branches at infinity

In this section, we prove theorem 1.4. So we don’t assume (Exp1) anymore but we assume that
Σ has no big branches at infinity and that Φ satisfies (SA) and (S-Exp1) (definition page 5).
Let us recall that (S-Exp1) implies (K). So, let us note µ = hm where h is the normalized fixed
point for LΦ given by theorem 1.1.
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Remark 3.1 Moreover, we will assume that lim
j→∞

δ′k,j = 1. Indeed, if lim sup
j→∞

δ′k,j < 1, then Φ

satisfies (Exp1) and the results of the preceding section show that the convergence of the iterates
of LΦ to the spectral projection is uniform on Σ and exponential.

For N ∈ N, ‖ ‖N is the uniform norm on [|0, N |] (notation page 9). The cones of the preceding
section may be adapted to give the following result.

Proposition 3.1 If Σ has no big branches at infinity and Φ verifies (S-Exp1) then, ∀N ≥
n1, ∀f ∈ L, ∀k ≥ k1, there exists a sequence (αj(N))j∈N, αj(N) → 0 such that

‖Lkj
Φ f − h

∫
f‖N ≤ αj ‖f‖+m([|0, N |]c) sup f, (3.1)

Moreover, αj can be expressed in terms of
∏j

ℓ=0 δ
′
k,ℓ. A suitable choice of N with respect to j

gives theorem 1.4.

The proof of this proposition follows theorem 1.3’s proof. The point is that for k and n large
enough, Lk

Φ1(x), x ∈ [n], is strictly smaller than 1 but this bound is not uniform in n. This is
why we shall use a family of cones specified only on the set [|0, N+kKj|], that is away from infinity.

For fixed N ≥ n1 and k ≥ k1, let D(j) denotes the set [|0, N + kKj|] and for f ∈ L, Kj(f)
denotes the Lipschitz constant of the function f : D(j) → R.
Let us consider the following family of cones. Let a, b, c be positive real numbers, j, s, t ∈ N and
Ps,t the finite partition of Σ defined page 9, Cj

N (a, b, c) is the set of functions f of L such that:

1. ∀P ∈ Ps,t, P ⊂ D(j), 0 <
1

µ(P )

∫

P

fdm ≤ a

∫

D(j)

fdm,

2. Kj(f) ≤ b

∫

D(j)

fdm,

3. sup
x∈P2∩D(j)

|f(x)| ≤ c

∫

D(j)

fdm.

The arguments of the proof of lemma 2.2 prove that the norm

‖f‖d,j = max(d |

∫

D(j)

fdm|, 2

∣∣∣∣∣∣∣

∫
P

fdm

m(P )

∣∣∣∣∣∣∣
P ∈ Ps,t ∩D(j), ‖f‖N+kKj) (3.2)

is adapted to the cone Cj
N (a, b, c) provided d ≥ max(2bD1, c). Let us remark that for any d > 0,

the norm ‖ ‖d,j is equivalent to the uniform norm on D(j). Moreover, Cj
N (a, b, c) is a convex cone

which is closed for the norm ‖ ‖D(j) and Cj
N (a, b, c)∩−Cj

N (a, b, c) = ∅. Of course, f →

∫

D(j)

fdm is

also adapted to Cj
N (a, b, c). When there won’t be any ambiguity, we will simply write Cj

N instead

of Cj
N (a, b, c).
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Outline of the proof of proposition 3.1 We will prove that provided a, b, c, s, t, N and k are
large enough and well chosen, for all j ∈ N,

Lk
ΦC

j
N (a, b, c) ⊂ Cj−1

N (γa, γb, δjc) ⊂ Cj−1
N (a, b, c)

where 0 < γ < 1, δj satisfies for any ℓ ∈ N,
∏ℓ

j δj ≤ Ct
∏ℓ

j δ
′
k,j and tanh

∆j

4 ≤ δj where ∆j is the

diameter of Lk
ΦC

j
N (a, b, c) in Cj−1

N (a, b, c).

Now, let C =
⋂

j C
j
N (a, b, c). Provided a, b and c are large enough, h belong to C. Then, the

results of section 1.2 give for any f ∈ C:

θC0
N
(a,b,c)(L

kj
Φ f, h) ≤

(
j−1∏

ℓ=1

δℓ

)
∆j ,

(S-Exp1) gives that (
∏j−1

ℓ=1 δℓ) ∆j goes to 0 when j goes to infinity. Using ‖ ‖d,0 and
∫
D(0) as

adapted norm and homogeneous form, we obtain proposition 3.1 and theorem 1.4.

Let us begin the proof of proposition 3.1 with the following simple property of the sets D(j).

Lemma 3.2 Since Σ has no big branches at infinity, for any ℓ ∈ N we have,

σ−kD(ℓ− 1) ⊂ D(ℓ).

Moreover, the sequence m(D(ℓ) \ σ−kD(ℓ− 1)) is summable.

Proof : The fact that Σ is without big branches at infinity directly leads to σ−kD(ℓ− 1) ⊂ D(ℓ).
Let us prove that the sequence uj = m(D(j) \ σ−kD(j − 1)) is summable. We have
uj = m(D(j))−m(σ−kD(j − 1)) = m(D(j))− (1−m(σ−kD(j − 1)c)) and

m(σ−kD(j − 1)c)) =

∫
1D(j−1)c ◦ σ

kdm

=

∫

D(j−1)c

Lk
Φ1dm.

(S-Exp1) implies Lk
Φ1(x) ≤ 1 on D(j − 1)c ⊂ [|0, N |]c, so that

m(σ−kD(j − 1)c)) ≤ m(D(j − 1)c).

This leads to uj ≤ m(D(j))−m(D(j − 1)) and uj is summable. △

3.1 Contraction of the cone.

We are going to prove that for any γ < 1 and N, k, a, b, c, s, t well chosen,
Lk
ΦC

j
N (a, b, c) ⊂ Cj−1

N (γa, γb, δjc) and the diameter of Lk
ΦC

j
N (a, b, c) in Cj−1

N (a, b, c) is bounded by

2 log
1+δj
1−δj

where δj = δ′j,k(1−m(j))−1 and m(j) = c m(D(j) \ σ−kD(j − 1)).

Remark 3.2 For any fixed c, it exists j0 such that for any j ≥ j0, m(j) < 1 and δj < 1. In order
to make the reading easier, we will always assume that j0 = 1.
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Let us note m = supj m(j), since m(j) < 1 for all j ≥ 1 and m(j) → 0, we have m < 1.

Let us fix α < 1 < α′, 0 < β < (1 − m), γ = β
1−m and β′ < β. The parameters a, b, c, s, t

and k are chosen in the following way:

1. a > α′(1 + α
2α′ )β−1,

2. k0 is such that ∀k > k0, Mrk < β′,

3. c ≥ Ma+ 1,

4. b > Rc
β−β′ ,

5. D1 < 1/b α
4α′ ,

6. let t0 be such that for all t > t0 we have D2 < α
16α′c . Let N and t ≤ N be such that t > t0

and

D2 ≤ 2
N∑

n=t

m([n]), (3.3)

7. k1 is such that (2.2) is satisfied for Ps,t and k1 verifies (S-Exp1),

8. k ≥ max(k0, k1).

Let f ∈ Cj
N (a, b, c) and P ⊂ D(j − 1), lemma 3.2 implies that σ−kP ⊂ D(j). Let us remark that,

by the choice 6. above,

m(σ−kP ∩ P2 ∩D(j))

µ(P )m(P2 ∩D(j))
=

m(σ−kP ∩ P2)

µ(P )m(P2)

˙m(P2)

m(P2 ∩D(j))
≤ 2

m(σ−kP ∩ P2)

µ(P )m(P2)
.

Using this and following the proof of lemma 2.3, we obtain (using (2.2) and the definition of the
cone):

1

µ(P )

∫

P

Lk
Φfdm ≤ α′

∫

D(j)

fdm [1 +D1 b+ 4D2 c]

1

µ(P )

∫

P

Lk
Φfdm ≥

[
α− α′(D1b+ 4D2c)

] ∫

D(j)

fdm.

which leads, by the choices (5. and 6.) above, to

α/2

∫

D(j)

fdm ≤
1

µ(P )

∫

P

Lk
Φfdm ≤ α′(1 + α/(2α′))

∫

D(j)

fdm.

Moreover, since Σ is without big branches at infinity, (2.7) becomes

Kj−1(L
k
Φf) ≤ MrkKj(f) +R sup

D(j)
|f |,

and, for any f ∈ Cj
N (a, b, c) and x ∈ D(j) we have, (as in lemma 2.1),

min[−c,Ma− bD1]

∫

D(j)

fdm ≤ f(x) ≤ max[c,Ma+ bD1]

∫

D(j)

fdm
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This gives Kj−1(L
k
Φf) ≤

∫

D(j)

fdm
[
bMrk +Rmax(c,Ma+ bD1)

]
so, by the choices (3. and 5.)

above,

Kj−1(L
k
Φf) ≤ βb

∫

D(j)

fdm if b >
cR

β − β′
.

Finally, for x ∈ P2 ∩D(j − 1), (S-Exp1) gives:

|Lk
Φf(x)| ≤ δ′j,kc

∫

D(j)

fdm.

To prove that Lk
ΦC

j
N (a, b, c) ⊂ Cj−1

N (γa, γb, δjc), it remains to compare

∫

D(j)

fdm and

∫

D(j−1)

Lk
Φfdm.

Lemma 3.3 For any f ∈ Cj
N (a, b, c),

∫

D(j−1)

Lk
Φfdm =

∫

D(j)

fdm[1±m(j)].

Proof : Let f ∈ Cj
N (a, b, c), following lemma 3.2, we have σ−kD(j − 1) ⊂ D(j),
∫

D(j−1)

Lk
Φfdm =

∫

σ−kD(j−1)

fdm =

∫

D(j)

fdm−

∫

D(j)\σ−kD(j−1)

fdm.

If x belongs to D(j) \ σ−kD(j − 1) then

min[−c,Ma− bD1]

∫

D(j)

fdm ≤ f(x) ≤

∫

D(j)

fdm max[c,Ma+ bD1],

this gives

∫

D(j−1)

Lk
Φfdm =

∫

D(j)

fdm[1 ± c m(D(j) \ σ−kD(j − 1))] (we have chosen bD1 < 1 and

c ≥ aM + 1) and the lemma is proven. △
So we have Lk

ΦC
j
N (a, b, c) ⊂ Cj−1

N (γa, γb, δjc). It remains to estimate the projective diameter.

Lemma 3.4 The projective diameter ∆j of L
k
ΦC

j
N (a, b, c) in Cj−1

N (a, b, c) is bounded by 2 log
1+δj
1−δj

and for f and g in Cj
N (a, b, c),

θj−1(L
k
Φf,L

k
Φg) ≤ δjθj(f, g)

where θj denote the projective metric of the cone Cj
N (a, b, c).

Proof : Following the proof of lemma 2.4, we obtain ∆j ≤ 2 logmax(
1+δj
1−δj

, 2α
′+α
α , 1+γ

1−γ ) since

lim δj = 1 (see remark 3.1), we may assume that
1+δj
1−δj

≥ 2α′+α
α and

1+δj
1−δj

≥ 1+γ
1−γ so we have

∆j ≤ 2 log
1+δj
1−δj

and tanh
∆j

4 ≤ tanh
[
2 log

1+δj
1−δj

]
= δj .

Let f and g belong to Cj
N (a, b, c), proposition 1.5 and the estimate of ∆j imply

θ
Cj−1

N
(a,b,c)

(Lk
Φf,L

k
Φg) ≤ δjθCj

N
(a,b,c)

(f, g).

△
Finally, let us remark that since

∑
j m(j) < ∞, the product of (1−m(j))−1 goes to some positive

limit so that ,
∏

ℓ=0,...,j

δℓ ≤ Ct
∏

ℓ=0,...,j

δ
′

k,ℓ.
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3.2 Estimate of the decay of correlations.

In this section, we conclude the proof of proposition 3.1 and we show how (3.1) can be used to
estimate the speed of convergence of Ln

Φ to the spectral projection, on compact sets and the decay

of correlations. Let C =
⋂

j>0C
j
N (a, b, c). The cone C is non empty indeed, we have the following

result.

Lemma 3.5 If a, b and c are large enough, then for any f ∈ L, it exists R(f) ≥ 0 such that
f +R(f)h ∈ C, moreover R(f) ≤ Ct ‖f‖

Proof : It suffices that R(f) verify (recall that ∀j ∈ N, [|0, n1|] ⊂ D(0) ⊂ D(j))

• R(f) ≥

M sup f − a
∫

[|0,n1|]

f

a
∫

[|0,n1|]

h−M suph
,

• R(f) ≥

K(f)− b
∫

[|0,n1|]

f

b
∫

[|0,n1|]

h−K(h)
,

• R(f) ≥

supP2
f − c

∫
[|0,n1|]

f

c
∫

[|0,n1|]

h− supP2
h
.

The parameters a, b and c are chosen in order to ensure that the three denominators are strictly
positive. △
In what follows, a, b, c are large enough to guaranty that lemma 3.5 is verified. In particular, h
belongs to C.
Let f ∈ C and j ∈ N, f belongs to Cj

N (a, b, c) and Lkℓ
Φ f belongs to Cj−ℓ

N (a, b, c, ) for ℓ = 0, . . . , j.

θC0
N
(Lkj

Φ f, h) ≤ δ1θC1
N
(L

k(j−1)
Φ f, h)

. . . ≤ ∆j

j−1∏

ℓ=1

δℓ.

The norm ‖ ‖d,0 defined by (3.2) and ρ(f) =

∫

D(0)

fdm =

∫

[|0,N |]

fdm are adapted to C0
N , moreover

the norms ‖ ‖α,0 and ‖ ‖N are equivalent, so for f ∈ C,

‖Lkj
Φ f −

h∫
[|0,N |]

h

∫

[|0,N |]

Lkj
Φ f‖N ≤ ∆j

j−1∏

ℓ=1

δℓ exp

(
∆j

j−1∏

ℓ=1

δℓ

) ∫

D(0)

fdm.

If p = kj + r,

‖Lp
Φf −

h∫
[|0,N |]

h

∫

[|0,N |]

Lp
Φf‖N ≤ ‖Lr

Φ‖ ‖Lkj
Φ f −

h∫
[|0,N |]

h

∫

[|0,N |]

Lkj
Φ f‖N

≤ M ‖Lkj
Φ f −

h∫
[|0,N |]

h

∫

[|0,N |]

Lkj
Φ f‖N .
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It is easy to prove that (recall that
∫
hdm = 1),

‖
h∫

[|0,N |]

hdm

∫

[|0,N |]

Lp
Φfdm− h

∫
fdm‖N ≤ Ct sup |f |m([|0, N |]c)

Finally, for f ∈ C and p = kj + r, r < j we have

‖Lp
Φf − h

∫
f‖N ≤ Ct ∆j

j−1∏

ℓ=1

δℓ exp

(
∆j

j−1∏

ℓ=1

δℓ

)
|

∫
fdm|+Ct m([|0, N |]c) sup |f |. (3.4)

Remark 3.3 ∆j

j−1∏

ℓ=1

δℓ exp

(
∆j

j−1∏

ℓ=1

δℓ

)
depends on N and k, (S-Exp1) implies that for fixed

N and k, this expression goes to zero when j goes to infinity.

Lemma 3.5 and (3.4) imply for f ∈ L,

‖Lkj
Φ f − h

∫
f‖N ≤ Ct αj ‖f‖+m([|0, N |]c) sup f,

with αj(N) = ∆j
∏j−1

ℓ=1 δℓ exp

(
∆j

j−1∏

ℓ=1

δℓ

)
. This conclude the proof of proposition 3.1. △

Now, we are going to show how (3.4) leads to the estimate of the speed of convergence on compact
sets of Σ and to the decay of correlations. Let q ∈ N and f belongs to C, so that f belongs to

C
k(j+2q)
N and L

k(j+q)
Φ f ∈ Ckq

N . This leads to the following estimate which will be used to bound
the speed of convergence on compacts.

‖L
k(j+q)
Φ f − h

∫
f‖N+Kkq ≤

exp[∆j+q

j−1∏

ℓ=1

δℓ+q]∆j+q

∫

D(0)

fdm

j−1∏

ℓ=1

δℓ+q +m([|0, N +Kkq|]c) sup |f |. (3.5)

We choose a sequence q(j) such that q(j)
j→∞
−→ ∞ and

∆j+q(j)

j−1∏

ℓ=1

δℓ+q(j) exp

(
∆j+q(j)

j−1∏

ℓ=1

δℓ+q(j)

)
:= α̃j −→ 0.

For example, if δ′k,j ≤ (1− 1
N+Kkj )

α, since ∆j ≤ 2 log
1+δj
1−δj

, for any 0 < ε < ε′ < 1, we can choose

q(j) = jε, then we have, α̃j ≤ C(N, ε, ε′) 1
jα−ε′

.

Remark 3.4 The condition (S-Exp1) may be replaced by: it exists a sequence q(j) which goes
to infinity with j and such that

∆j+q(j)

j−1∏

ℓ=1

δℓ+q(j)
j→∞
−→ 0.
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Now, let x belongs to some compact Q, it exists j0 such that
Q ⊂ [0, N +Kkq(j0)] ⊂ [0, N +Kkq(j)] ∀j ≥ j0, so, for any f ∈ L, j ≥ j0 and p = k(j+ q(j))+ r,
lemma 3.5 and (3.5) give,

∣∣∣∣L
p
Φf(x)− h(x)

∫
fdm

∣∣∣∣ ≤ Ct [α̃j +m([0, N +Kkq(j)]c)]‖f‖.

If uj(N) = α̃j +Rm[0, N + kKq(j)]c], this can be written as

‖Lp
Φf − h

∫
fdm‖Q ≤ C(j0)uj‖f‖ (3.6)

where C(j0) goes to infinity with j0:

C(j0) = sup
k(j+q(j))≤p<k(j+1+q(j+1))

j≤j0

‖Lp
Φf − h

∫
fdm‖Q

uj ‖f‖
≤ Ct sup

j≤j0

1

uj
.

Let us also remark that if q(j) = o(j) then, for p ∈ N, the integer j which verify k(j + q(j)) ≤
p < k(j + 1 + q(j + 1)) has the same order as p

k .

Finally, the decay of correlations is obtained in the same way. Let f be such that fh ∈ L
and g ∈ L∞(m), using (3.5) we obtain:

|µ(g ◦ σpf)− µ(g)µ(f)|

≤ |

∫

[0,N+Kkq(j)]

[Lp
Φ(fh)− h

∫
fhdm]gdm|+ |

∫

[0,N+Kkq(j)]c)

Lp
Φ(fh)gdm|

+ |

∫

[0,N+Kkq(j)]c)

(gh)dm| |

∫
fhdm|

≤ ‖Lp
Φ(fh)− h

∫
fhdm‖N+Kkq(j)‖g‖∞ + Ct ‖f‖∞‖g‖∞µ([0, N +Kkq(j)]c)

≤ [α̃j +Ct µ([0, N +Kkq(j)]c)]‖f‖‖g‖∞ ≤ Ct uj‖f‖ ‖g‖∞. (3.7)

This conclude the proof of theorem 1.4. △

4 Some examples.

We will now give some examples of applications of theorems 1.3 and 1.4. We first give large classes
of dynamics satisfying (Exp1) and (S-Exp1). For this dynamics, it will be sufficient to control
LΦ1(x) for x ∈ [n] for large n. Let us begin with a sufficient condition for ϕ to satisfy (K). We
will say that Φ has small contribution at infinity if

∃n0 such that ∀n > n0, (LΦ1)n = sup
x∈[n]

LΦ1(x) ≤ 1, (H)

Lemma 4.1 If Φ satisfies (SA) and (H) then it satisfies (K).

Proof : Recall that we have the bounded distortion for LΦ: for x and y in the same 1-cylinder
and k ∈ N, we have Lk

Φ1(x) ≤ eCd(x,y)Lk
Φ1(y). If x belongs to [n], by integrating on the cylinder
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[n], we get:

Lk
Φ1(x) ≤ R

1

m([n])

∫

[n]
Lk
Φ1dm

≤
R

m([n])

∫

Σ
Lk
Φ1dm =

R

m([n])
(because m is conformal).

for some constant R > 0. Let n0 be given by (H), n ≤ n0 and k ∈ N.

sup
x∈[n]

Lk
Φ1(x) ≤ Rmax

p≤n0

1

m([p])
:= M ′.

Let us note Mk = sup
Σ

Lk
Φ1. If n > n0, we have, for any x ∈ [n], LΦ1(x) ≤ 1 and

Lk+1
Φ 1(x) ≤ LΦ1(x) sup

Σ
Lk
Φ1 ≤ sup

Σ
Lk
Φ1 ≤ maxMk,

so we get, Mk+1 ≤ max(M ′,Mk) and by induction Mk ≤ max(M ′, 1). This proves that Φ satisfies
(K). △
We will say that Σ has no jumps to infinity if it exists an integer K such that, for all n ∈ N

and for all x ∈ [n], σx ∈ [p] with p ≤ n + k. In other words, the matrix which defines Σ has the
following form: 



∗ · · · ∗ 0 · · · · · · · · ·
...

. . .
. . .

∗ ∗ 0
...

. . .
. . .




with ∗ ∈ {0, 1}.

Example 4.1 [Dynamics without jumps to infinity satisfying (Exp1).]
If Σ has no jumps to infinity and if Φ verifies(SA) and:

∃n0 such that ∀n > n0, (LΦ1)n ≤ ρ < 1, (Exp2)

then Φ verifies (Exp1) .

Indeed, (Exp2) implies (H) which implies (K) by lemma 4.1. So, it exists M > 0 such that
for any n ∈ N, ‖Ln

Φ1‖∞ ≤ M . If Σ has no jumps to infinity and Φ satisfies (Exp2) then, by
induction, we may show,

∀p ≥ 1, ∀n > n0 + (p− 1)K, sup
x∈[n]

Lp
Φ1(x) ≤ ρp.

Let us fix k1 ∈ N and n1 = n0 + (k − 1)K, if k ≥ k1 and n ≥ n1 then:

sup
x∈[n]

Lk
Φ1(x) ≤ sup(Lk−k1

Φ 1) sup
x∈[n]

Lk1
Φ 1(x) ≤ Mρk1 .

Then, it suffices to chose k1 such that Mρk1 ≤ β < 1. △
We will say that Σ has bounded jumps if it exists an integer K such that for all n ∈ N, for x ∈ [n],
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σx ∈ [p] with n−K ≤ p ≤ n+K. In other words, the matrix which defines Σ has the following
form: 



∗ · · · · · · ∗ 0 · · · · · · · · · · · · · · · · · ·
...

. . .
. . .

∗ ∗ 0
0 ∗ ∗ 0
...

. . .
. . .

. . .
. . .

0 0 ∗ ∗ 0
...

. . .
. . .

. . .
. . .




with ∗ ∈ {0, 1}.

Example 4.2 [Dynamics satisfying (S-exp1).]
If Σ is aperiodic and has bounded jumps, if Φ verifies (SA) and the following two properties:

1. ∃n0 such that ∀n > n0, ∀x ∈ [n], LΦ1(x) ≤ (1−
1

n
)α α > 0, (S−Exp2)

2. the invariant density h goes to zero at infinity (that is, if sup
x∈[n]

h(x) := hn then hn goes to

zero when n goes to infinity),

then Φ verifies (S-Exp1).

First of all, let us remark that (S-Exp2) implies (H) which implies (K). Now, if Σ has bounded
jumps and Φ verifies (S-Exp2) then, by induction, we have: for any k ≥ 1 and n > n0+(k−1)K,

sup
x∈[n]

Lk
Φ1(x) ≤

k−1∏

j=0

(1−
1

n+Kj
)α. (4.1)

The following lemma gives an estimate of Lk
Φ1(x) for x ∈ [n] and N ≤ n ≤ N +(k−1)K provided

N and k are large enough.

Lemma 4.2 For any (12)
α < η < 1, it exists n1 ≥ n0 such that for any N ≥ n1 it exists k1 such

that for k ≥ k1,
sup

N≤n<N+(k−1)K
sup
x∈[n]

Lk
Φ1(x) < η.

Proof : Let ε < 1 such that 2ε < η, let

1. N0 ≥ n0 such that n ≥ N0, hn ≤ ε and n1 = max(N0 +K,n0), let us fix N ≥ n1.

2. k0 such that ∀k ≥ k0, L
k
Φ1(x) ≤ h(x) + ε, for x ∈ [n], n ≤ N ,1

3. k′ > k0 such that for k > k′,

(
N +K(k + 1)

N + 2Kk

)α

< η and k1 > k′ such that k > k1,

uk′

(
N + (k′ + 1)K

N + (k − 2)K

)α

< η where uk is defined by

uk = sup{Lk
Φ1(x) / x ∈ [n], N ≤ n < N +K(k − 1)}.

1Since Σ has bounded jumps, the set [|0, N |] is compact. So theorem 1.1 imply that such an integer k0 exists.
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Let k > k1, N ≥ n1 and x ∈ [n] with N ≤ n < N + kK, if x′ is the preimage of x by σ, then
x′ ∈ [n′] with N0 < N −K ≤ n′ < N + (k + 1)K,

Lk+1
Φ 1(x) =

∑

σx′=x

g0(x
′)Lk

Φ1(x
′)

=
∑

N0<n′≤N

g0(x
′)Lk

Φ1(x
′)

︸ ︷︷ ︸
[1]

+
∑

N<n<N+(k−1)K

g0(x
′)Lk

Φ1(x
′)

︸ ︷︷ ︸
[2]

+
∑

N+(k−1)K≤n′<N+(k+1)K

g0(x
′)Lk

Φ1(x
′)

︸ ︷︷ ︸
[3]

The choices of N0 and k give

[1] ≤
∑

N0<n′≤N

g0(x
′)[ε+ h(x′)] (by the choice 2. of k ≥ k0),

[2] ≤ uk
∑

N<n′<N+(k−1)K

g0(x
′),

[3] ≤
∑

N+(k−1)K≤n′<N+(k+1)K

g0(x
′)

k−1∏

j=0

(1−
1

n′ +Kj
)α (by (4.1))

≤
k−1∏

j=0

(1−
1

N +K(j + k + 1)
)α

∑

N+(k−1)K≤n′<N+(k+1)K

g0(x
′).

So, for k > k′,

Lk+1
Φ 1(x) ≤ max[ε+ sup

N0<n′≤N
h
n
′ , uk,

k−1∏

j=0

(1−
1

N +K(j + k + 1)
)α]LΦ1(x)

≤ max[2ε, uk, (
N +K(k + 1)

N + 2Kk
)α](1−

1

N + kK
)α

≤ max[uk, η](1−
1

N + kK
)α,

and finally,

uk ≤ max[uk′
k−2∏

ℓ=k′+1

(1−
1

N + ℓK
)α, η](1−

1

N + (k − 1)K
)α ≤ η

△
So, if 1

2α < η < 1 is fixed, we have: for all N ≥ n1, it exists k1 such that for k ≥ k1,

δ′k,j = sup{Lok1(x) / x ∈ [n], N ≤ n ≤ N + kKj}

≤ max

[
sup

N≤n≤N+kK
Lk
Φ1(x) x ∈ [n], sup

N+kK≤n≤N+kKj
Lk
Φ1(x) x ∈ [n]

]

≤ max

[
η,

k−1∏

i=0

(
1−

1

N +K(kj + i)

)α
]

(using 4.1)

this is sufficient to get (S-Exp1). △

To finish, we give some explicit estimates on the decay of correlations for some maps of the
interval and estimates on the speed of convergence of some positively recurrent birth-and-death
process.
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4.1 Uniformly expanding maps of the interval and birth-and-death process.

We are going to adapt our methods to some uniformly expanding maps of the interval which do
not satisfy the “big branches property” ([Sa]) nor the “covering” property of [L, S, V1] and some
non uniformly expanding maps.

In what follows, I is the interval [0, 1], λ is the Lebesgue measure on I. For a given parti-
tion I = (In)n∈N (mod 0) of I in open subintervals, B is the Banach space of functions on I which
are Lipschitz on each In with uniformly bounded Lipschitz constant. Let K(f) be the sup of the
Lipschitz constants for f ∈ B. For f ∈ B, let ‖f‖ = max(‖f‖∞,K(f)), ‖ ‖ is a norm on B which
turns it into a Banach space. If T : I → I is C1 and injective on each In, then the Lebesgue
measure is conformal for the transfer operator associated to the potential − log T ′. We will denote
by L this transfer operator. We assume that T verifies the Markov property: for any n ∈ N, TIn
is a union (mod 0) of elements of I and that the partition I generates the borelian sigma-field
under T . Such systems are always conjugated to some sub-shift of finite type. We will say that T
is expanding if T ′(x) > 1 for any x ∈

⋃
n In and that T is uniformly expanding if it exists D > 1

such that T ′(x) ≥ D for any x ∈
⋃

n In. If T is uniformly expanding then B injects naturally in
L and we may work on the symbolic dynamic as well as on the interval. But, since we also wish
to consider non uniformly expanding maps, it is preferable to work directly on I. The techniques
that we have developed in sections 2 and 3 are directly applicable to the uniformly expanding case
and are applicable with some modifications to the non uniformly expanding case. In the interval
maps setting, the k-cylinders correspond to subintervals of I of the form

⋂k−1
i=0 T−iIni

. We will
treat the following example.

Example 4.3
Let T : I → I be defined in the following way:
T is C2, monotone and increasing on each In, it may be continued to a continuous function on
the closure of In and there exists some integer K such that

TIn =
⋃

n−K≤p≤n+K

Ip

(with the convention that In = ∅ if n < 0). Moreover, T is uniformly expanding and there exists
R > 0 such that T ′′(x) ≤ R for any x ∈

⋃
In.

These dynamics are aperiodic and with bounded jumps. We will denote by

ρn =
λn

n+K∑

p=n−K

λp

with λn = λ(In).

Let us remark that

ρ−1
n = λ−1

n

∫

In

T ′dλ.

Lemma 4.3 If the sequence (λn)n∈N satisfies one of the two following properties:

1. lim
n→∞

λn+1

λn
< 1, in this case, we would say that the sequence λn is of exponential type,

2.
λn+1

λn
is increasing to 1 for n ≥ n0, and λn = o(n−2).
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then L satisfies (H).

Proof : We have for any x and y in In,

|T ′(x)− T ′(y)| ≤ sup
z∈In

T ′′(z)|x− y|.

By integrating on In, we get:

−Rλ(In) +
1

ρn
≤ T ′(x) ≤ Rλ(In) +

1

ρn
. (4.2)

Let us assume that lim
n→∞

λn+1

λn
= θ < 1, this implies that ρn goes to θK

1+···+θ2K
< (2K + 1)−1 and

supx∈[n] L1(x) to (2K + 1) θK

1+···+θ2K
< 1 (it uses (4.2)) so that (H) is satisfied.

Let us assume that it exists n0 such that from n0, the sequence
λn+1

λn
increases to 1, let 0 < un < 1

be such that for n ≥ n0, un+1 ≤ un, the sequence un goes to zero and

λn+1

λn
= (1− un),

for any j = 1, · · · ,K and n ≥ n0 +K, it exists a sequence un,j such that un,j goes to zero when
n goes to infinity, 0 < un+1,j ≤ un,j and:

λn+j

λn
= (1− un,j).

We get for some n′
0 ≥ n0 and for any n ≥ n′

0 +K :

ρ−1
n = (2K + 1)−

K∑

j=1

un,j +
K∑

j=1

[un−j,j +
∞∑

i=2

(un−j,j)
i] ≥ (2K + 1).

Remark that
∑

n un,j = ∞ for all j, since λn = o(n−2), we have that λn

u2
n,j

goes to zero for all j.

So, using (4.2), we get L1n ≤ 1 if n ≥ n0 +K and (H) is verified. △
As we already noticed, (H) and the fact that λ is a conformal measure for L imply (K), let h be
the invariant density and µ = hλ. The proof of lemma 4.3 shows that if (λn)n∈N is of exponential
type, then L satisfies (Exp2). Since T has bounded jumps, example 4.1 proves that L satisfies
(Exp1), so that the decay of correlations is exponential on the space B.
Moreover, if T is affine on each In then it is easy to see that ϕ defined by ϕ(x) = λn+K+· · ·+λn−K

if x ∈ In is a fixed point for L (so it is the only one up to a normalization by theorem 1.1). Let
us consider JN =

⋃
n>N+K In. We have

|µ(T−NJN ∩ I0)− µ(JN )µ(I0)| = µ(JN )µ(I0) because T−nJN ∩ I0 = ∅.

In particular, it is not possible to have an exponential decay of correlations of type (1.3) if
the sequence λn is not majored by an exponential sequence. The decay of correlations may,
nevertheless, be estimated in some cases. For P ∈ N, let ‖ ‖P denotes the uniform norm on⋃

j≤P Ij .
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Proposition 4.4 If λn = Kγn
α
+ o(γn

α
), 1/2 ≤ α < 1 then, for any r > 0 and any P ∈ N, there

exist C(r) > 0 and C(r, P ) such that: for any f and g such that fh ∈ B and g ∈ L∞,

|µ(fg ◦ Tn)− µ(f)µ(g)| ≤ C(r)
1

nr
‖fh‖ ‖g‖∞

and ‖Lnf − hm(f)‖P ≤ C(r, P )
1

nr
‖f‖ for any f ∈ B.

Proof : Let us assume that λ(In) = Kγn
α
+o(γn

α
), α < 1. ρn satisfies for some positive constant

C:

ρn =
1

2K + 1
−

C

n2(1−α)
+ o(

1

n2(1−α)
).

So, it exists n0 such that for some positive constant C and n ≥ n0,

ρn ≤
1

2K + 1
−

C

n2(1−α)
.

So, using (4.2), if n ≥ n0,

sup
x∈[n]

L1(x) ≤ 1−
(2K + 1)C

n2(1−α)
:= 1−

c

n2(1−α)
.

Let β = 2(1 − α) ≤ 1 if α ≥ 1
2 , which we will assume. This means that L verifies (S-Exp2).

Moreover, for v(x) = n−α, α > 0 for x ∈ In, if Lv is the transfer operator associated to this
change of potential, the arguments of lemma 4.3 prove that Lv satisfies (H); this implies that the
invariant density h of L goes to zero at infinity (indeed, we have that h

v is bounded). So example
4.2, shows the following estimate.

Lemma 4.5 It exists n1 such that for N ≥ n1, it exists k0 such that for k ≥ k0,

δ′j,k = sup
N≤n≤N+kj

Lk1n ≤
k−1∏

i=0

1−
c

(N + kj + i)β
≤

k−1∏

i=0

(
1−

1

(N + kj + i)β

)c

.

So L satisfies (S-Exp1). Moreover, (3.6) and (3.7) give for f ∈ L, q(j) = ju, 0 < u < 1 and
n = k(j + q(j)) + r, j = O(nk ), if β < 1,

‖Lnf − hm(f)‖P ≤ Ct(P,N) [exp(−c(N + kj)1−β) +
∑

n≥N+kq(j)

γn
α

]

and for f such that fh ∈ B and g ∈ L∞,

|µ(fg ◦ Tn)− µ(f)µ(g)| ≤ Ct(N) [exp(−c(N + kj)1−β) +
∑

n≥N+kq(j)

γn
α

] (4.3)

Since
∑

p≥n γ
pα = O(n1−αγn

α
), we have the announced estimate for β < 1. The same computation

leads also to the result for β = 1. △

Remark 4.1 When the convergence to zero of λ(In) is slower than γn
α
, 1
2 ≤ α < 1, for example

if it is polynomial, we have

sup
x∈[n]

L1(x) ≤ (1−
C

nβ
) with β > 1

provided n is large enough, this estimate is not sufficient to use the techniques of section 3.
However, it is maybe possible to estimate the decay of correlations by improving the above estimate
for iterates of L.
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Birth-and-death process. Using the same method, we obtain the following results for birth-
and-death process (see [Se] for a review on non negative matrices). We consider a stochastic matrix
P = (pi,j)i,j∈N (

∑
i pi,j = 1 for all j). We assume that there is an integer K such that pi,j = 0 if

|i − j| > K (this is why we call these process birth-and-death process) and we assume that the
matrix is aperiodic. In this situation, 1 is a fixed point for the Markov operator P and we are
looking for an stationary measure, i.e. a fixed point for the dual tP of P . Let us denote tP by L.
The measure defined by m1[i] = 1 and m1[i1, · · · , in] = pi1i2 · · · pin−1in is a conformal measure for
L but it is not finite. To any function v constant on the 1-cylinders and such that

∑
n∈N vn < ∞,

we associate a transfer operator Lv by change of potential (see page 6). The measure mv = vm1

is finite and conformal for Lv. We make the following assumptions of the matrix.
• For any n ∈ N, let Pu(n) =

∑
i>n pi,n and Pd(n) =

∑
i≤n pi,n.

• We assume that for n large enough, Pu(n) = a(1 − wn) and Pd(n) = b(1 + un) where a and b
are positive numbers and (un) and (wn) are positive sequences that go to zero.
We have the following results:
• If a + b < 1 then there exists a change of potential v such that Lv satisfies (S-Exp2). So
the matrix is positive recurrent and geometrically ergodic in the sense of D. Vere-Jones ([V-J1],
[V-J2]): we have the following exponential convergence

sup
i,j∈N

|p
(n)
i,j − νj | ≤ Ct γn,

where ν is the stationary measure and 0 < γ < 1.
• If a + b = 1, a < b, for n large enough wn < un and

∑
nwn = ∞ then there exists a change

of potential v such that Lv satisfies (S-Exp2). So that the matrix is positive recurrent and we
have the following estimate: for any N ∈ N and any r ∈ N there exists C(N, r) > 0 such that if
i, j ≤ N then

|p
(n)
i,j − νj | ≤ C(N,r)n−r.

• If a + b = 1, a = b, for n large enough, wn < un and if zn = un − wn then
∑

n zn = ∞
then there exists a change of potential v such that Lv satisfies (S-Exp2). So that the matrix is
positive recurrent and we have the following estimate: for any N ∈ N and any r ∈ N there exists
C(N, r) > 0 such that if i, j ≤ N then

|p
(n)
i,j − νj | ≤ C(N,r)n−r.

4.2 Non uniformly expanding maps of the interval.

We conclude this article with the estimation of the decay of correlations for Gaspard-Wang type
applications. Let (In)n∈N be a partition (mod 0) of I with λ(In) = K

(n+1)α , K > 0, α > 1.
Let us consider the following piecewise affine application. T is increasing, affine on each In,
TIn = In−1 for n ≥ 1 and TI0 = I. This is a linearization of smooth non uniformly expanding
maps of the interval considered for example by M. Thaler ([T]), C. Liverani, B. Saussol et S.
Vaienti ([L, S, V2]) and introduced by P. Gaspard et X.-J. Wang ([G, W], [Wan]) in order to
model intermitency phenomenons. It is well known that T admits a unique absolutely continuous
invariant measure whose density h verifies cn ≤ h(x) ≤ Cn if x ∈ In ([La,Si,V]). In particular,
µ = hλ is a finite measure if and only if α > 2. Moreover, this measure is mixing. Let us notice
that the dynamic is without big branches at infinity and aperiodic.
If d > 0 we denote by vd : I → R

+ the locally constant function:

vd(x) = vn = nd if x ∈ In,
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let E be the space of functions f such that

fh

vd
∈ B for any d > 1 and sup

d>1

∥∥∥∥
fh

vd

∥∥∥∥ := |||f ||| < ∞

We are going to prove the following result.

Proposition 4.6 For any ε > 0, there exists C(ε) such that for all f ∈ E and g ∈ L∞,

|µ(fg ◦ Tn)− µ(f)µ(g)| ≤ C(ε)|||f ||| ‖g‖∞
1

nα−2−ε
. (I)

Let us remark that since cn ≤ h(x) ≤ Cn for x ∈ In, the space B is included in E and for f ∈ B,
we have |||f ||| ≤ Ct‖f‖.

Remark 4.2 There exists many results on the decay of correlations for this map (linearized or
not). The oldest are from A. Lambert, S. Siboni, S. Vaienti ([La,Si,V]), M. Mori ([Mo]) and N.
Chernov ([Ch]). A.M. Fisher and A. Lopes ([F, L]) and S. Isola ([I]) get a speed of convergence in

1
nα−2 for observables which are finite linear combinations of characteristic functions of cylinders.
Concerning the smooth model, using approximation techniques, C. Liverani, B. Saussol et S.
Vaienti ([L, S, V2]) obtain a rate of convergence in log n

nα−2 for Lipschitz functions on the interval I,
this space is included in E. Using a coupling method, L.-S. Young ([Yo]) get, on the same space,
a rate of convergence of order 1

nα−2 ; in [H] H. Hu proves the same result and that this result is
optimal for Lipschitz functions on I. More recently, M. Pollicott and M. Yuri ([Po,Y]) get an
estimation for observables in a space containing { 1

xγ , 0 < γ < 1
α+1}.

Proof of of the proposition 4.6: The transfer operator LΦ associated to the potential Φ =
− log T ′ satisfies

LΦ1n =

(
n+ 1

n+ 2

)α

+ λ(I0).

Since h is not bounded, LΦ cannot verifies (K). This is why we use a cohomologous potential.
For d > 1, let Ld be the transfer operator associated to the change of potential vd, Ldf =
1
vd
LΦ(fvd).

sup
x∈[n]

Ld1(x) =

(
n+ 1

n+ 2

)α−d

+
λ(I0)

nd
.

So, if n is large enough, Ld1n ≤ 1, which means that Ld satisfies (H) so it satisfies (K) provided
that the conformal measure md = vdλ remains finite: the potential is constant on each In so it
is uniformly locally Lipschitz on the partition (In)n∈N. We have md(I) =

∑
vnλ(In), so md(I)

is finite if and only if α − d > 1, since d > 1, we recover the condition α > 2 which guaranty
the existence of an absolutely continuous invariant measure µ. In what follows, we assume that
α > 2, α − d > 1 and the measure md is normalized (i.e. md(I) = 1). Let hd be the normalized
fixed point of Ld, we have µ = hdmd = hλ.
Let us prove that Ld verifies (S-Exp1). Let us fix 0 < η < α− d, let β = α− d− η.

Lemma 4.7 It exists n1 = n1(d, η), it exists k0 such that for N ≥ n1 and k ≥ k0,

δ′k,j = sup
N≤n≤N+kj

sup
x∈[n]

Lk
d1(x) ≤

k−1∏

ℓ=0

(
1−

1

N + kj + ℓ+ 2

)β
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Proof : Ld satisfies (K), so there exists M > 0 such that ‖Ln
d1‖∞ ≤ M for all n ∈ N. Let

us fix n0 such that if n ≥ n0 then (1 − 1
n+2)

η + 2βλ(I0)M
nd ≤ 1. This implies that if n ≥ n0,

Ld1n ≤ (1− 1
n+2)

β . Now, the following estimate can be proved by induction.

For any n ≥ n0 + k, Lk
d1n ≤

k−1∏

ℓ=0

(
1−

1

n+ ℓ+ 2

)β

.

It remains to estimate supx∈[n] L
k
d1(x) for N ≤ n < n0 + k. Let N ≤ n < n0 + k,

sup
x∈[n]

Lk+1
d 1(x) ≤

(
1−

1

n+ 2

)α−d

sup
x∈[n+1]

Lk
d1(x) +

λ(I0)M

nd
,

by induction, we prove

sup
x∈[n]

Lk
d1(x) ≤

k−1∏

ℓ=0

(1−
1

n+ j + 2
)α−d +

λ(I0)M

nd
[1 +

k−1∑

p=2

p∏

ℓ=1

(1−
1

n+ ℓ+ 2
)α−d].

This leads to

sup
x∈N

Lk
d1(x) ≤

(
n+ 1

n+ k

)α−d

+
K

nd−1
where K is a constant which depends neither on n nor on k.

Let
(
1
2

)α−d
< γ′ < γ < 1, and n1 be such that n ≥ n1,

K
nd−1 < γ − γ′ and N ≥ n1, we choose

k0 such that k ≥ k0, (1 −
k

n0+2k )
α−d < γ′. Since N ≤ n < n0 + k, n+1

n+k ≤ 1 − k
n0+2k we have for

x ∈ [n], Lk
d1(x) ≤ γ. This is sufficient to get the lemma. △

So, we have,

δ′k,j ≤

(
1−

1

N + k(j + 1) + 2

)βk

,

and Ld satisfies (S-Exp1). In order to adapt the method of section 3, it suffices to estimate
Kj(L

k
df) for f ∈ Cj

N (a, b, c). Let us note ρ(x) = (T ′(x))−1 and ρk(x) =
∏k−1

i=0 ρ(T ix). For x and
y ∈ In, n ≤ N + k(j− 1) and f ∈ B, since T is without big branches at infinity and affine, we get:

|Lk
df(x)− Lk

df(y)| ≤ Kj(f) d(x, y)
∑

T kx′=x

gk(x
′)ρk(x

′),

• ρk ≤ 1, so that for n ≥ N

|Lk
df(x)− Lk

df(y)| ≤ Kj(f) d(x, y) δ
′
k,j

• Let 0 ≤ n < N . For any p ≤ k and z ∈ Σ, we have ρk(z) ≤ ρp(z). So,

∑

T kx′=x

gk(x
′)ρk(x

′) ≤
∑

T kx′=x

gk(x
′)ρp(x

′) = Lk
dρp(x),

if x ∈
⋃

n≤N In, theorem 1.1 applied to Ld implies that Lk
dρp(x) goes to hd(x)md(ρp) uniformly in

x. Birkhoff’s ergodic theorem applied to log ρ and the fact that µ(log ρ) < 0 imply that ρp(z) goes
to zero when p goes to infinity for µ-almost all z. We have µ = hdmd, so that ρp(z) goes to zero
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when p goes to infinity for md-almost all z. Lebesgue’s dominated convergence theorem implies
that md(ρp) goes to zero when p goes to infinity. So, there exists k(N) such that for k > k(N),

∑

T kx′=x

gk(x
′)ρk(x

′) ≤ Lk
dρp(x) ≤ δ′k,j .

Finally, for k ≥ k(N), we have Kj−1(L
k
Φf) ≤ Kj(f)δ

′
k,j . With the notations of section 3, for any

k ≥ max(k(N), k0) and 0 < γ < 1

Lk
dC

j
N (a, b, c) ⊂ Cj−1

N (γa, δjb, δjc)

and the hyperbolic diameter of Lk
dC

j
N (a, b, c) in Cj−1

N (γa, δjb, δjc) is majored by 2 log
1+δj
1−δj

. The

fixed point of Ld verifies hd = h
vd
. If f is such that fhd = fh

vd
∈ B and g ∈ L∞, the estimate (3.7)

gives with q(j) = ju, 0 < u < 1 and n = k(j + q(j)) + r, j = O(nk ),

|µ(fg ◦ Tn)− µ(f)µ(g)|

≤ Ct

[
log(N + k(j + q(j)))

(
N + kq(j)

N + kj

)βk

+ µ([N + kq(j)]c)

]
‖
fh

vd
‖ ‖g‖∞

≤ Ct(d, u)

[
1

j(1−u)βk
+

1

ju(α−2)

]
‖
fh

vd
‖ ‖g‖∞.

Let f belongs to E. We fix ε > 0 and 1 < d < 1 + ε, let u = α−2−ε
α−d−1 < 1 and k > α−2−ε

β(1−u) , then

|µ(fg ◦ Tn)− µ(f)µ(g)| ≤ Ct(ε)
1

jα−2−ε
|||f ||| ‖g‖∞.

Since j = O(nk ) and k = k(ε) we deduce:

|µ(fg ◦ Tn)− µ(f)µ(g)| ≤ Ct(ε)
1

nα−2−ε
|||f ||| ‖g‖∞.

This conclude the prove of the proposition.
△

Remark 4.3 We can also apply the same techniques to affine non uniformly expanding Marko-
vian maps of the interval with bounded jumps provided they satisfy (S-Exp2). Moreover, the
techniques may be improved to consider dynamics which do not verify the bounded distortion
property (but a bounded distortion on each In) and then obtain estimates for piecewise smooth
non uniformly expanding maps.
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[G, S] A. GALVES & B. SCHMITT Inequalities for hitting time in mixing dynamical systems.
Random and Computational Dynamics (1997).

[G, W] P. GASPARD & X.J. WANG. Proc. Math. Acad. Sci. USA (1988) 85 4591.

[H] H. HU Decay of Correlations for Maps with Indifferent Fixed Points (1998) preprint.
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non complètement continues. Annals of Math. (1950), 52, 140-147.

[I] S. ISOLA On the rate of convergence to equilibrium for countable ergodic Markov
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http://www.u-bourgogne.fr/monge/v.maume/accueil.html.

[Mo] M. MORI On the intermitency of a piecewise linear map (Takahashi model). Tokyo J.
Math. (1993) 16, 2, 411-428.

[Po,Y] M. POLLICOTT & M. YURI Statistical properties of maps with indifferent periodic
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