
FROBENIUS METHOD FOR MAHLER EQUATIONS

JULIEN ROQUES

Abstract. Using Hahn series, one can attach to any linear
Mahler equation a basis of solutions at 0 reminiscent of the so-
lutions of linear differential equations at a regular singularity. We
show that such a basis of solutions can be produced by using a
variant of Frobenius method.
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1. Introduction

A linear Mahler equation with coefficients in C(z) is a functional
equation of the form

(1) an(z)y(zp
n

) + an−1(z)y(zp
n−1

) + · · ·+ a0(z)y(z) = 0

for some p ∈ Z≥2, some n ∈ Z≥0 and some a0(z), . . . , an(z) ∈ C(z)
such that a0(z)an(z) 6= 0. These equations appear for instance in the
theory of automatic sequences : the generating series of any auto-
matic sequence satisfies a nontrivial linear Mahler equation with coef-
ficients in C(z). The following list of references gives an idea of the
many facets of the theory of Mahler equations [Mah29, Mah30, Kub77,
LvdP78, Mas82, Ran92, Dum93, Bec94, Nis96, DF96, Zan98, CZ02,
AS03, Pel09, Ngu11, Ngu12, Phi15, SS16, BCZ16, AB17, AF17, AF18,
DHR18, CDDM18, BCCD18, Fer18, Roq20, Pou20].

In [Roq20], we have shown the relevance of Hahn series for the study
of Mahler equations. It follows from [Roq20, Theorem 2] that (1) has
n C-linearly independent solutions y1(z), . . . , yn(z) of the form

(2) yi(z) =
∑

(c,j)∈C××Z≥0

fi,c,j(z)ec(z)`(z)j

where the terms involved in this finite sum have the following proper-
ties :

— the fi,c,j(z) belong to the field H of Hahn series with coefficients
in C and value group Q;

— ec(z) satisfies ec(z
p) = cec(z);

— `(z) satisfies `(zp) = `(z) + 1.

Remark 1. If c ∈ C× \ {1}, then the equation y(zp) = cy(z) has no
nonzero solution in H . Similarly, the equation y(zp) = y(z)+1 has no
solution in H . In this paper, the ec(z) and `(z) will be “symbols”, i.e.,
they will be constructed algebraically as elements of a certain difference
field extension of H ; see Section 3. However, note that one can find

“true functions” solutions of these equations; for instance, (log z)
log c
log p is

a solution of y(zp) = cy(z) and log log z
log p

is a solution of y(zp) = y(z)+1.

The shape of the yi(z) is reminiscent of the shape of the solutions of
a linear differential equation at a regular singularity. Indeed, we recall
that any linear differential equation of order n with coefficients in C(z)
having at worst a regular singularity at 0 has n C-linearly independent
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solutions ỹ1(z), . . . , ỹn(z) of the form

(3) ỹi(z) =
∑

(α,j)∈C×Z≥0

f̃i,α,j(z)zα log(z)j

where the f̃i,α,j(z) involved in this finite sum belong to the field of
formal Laurent series C((z)). It is thus natural to wonder wether a
basis of solutions of the form (2) can be derived by using a variant of
the celebrated Frobenius method [Fro73]. The aim of the present paper
is to bring a positive answer to this question.

Remark 2. The original Frobenius method produces solutions of linear
differential equations at a regular singular point. We remind that the
fact that a given point is regular singular can be read from a certain
Newton polygon: it corresponds to the case where this polygon has only
one (finite) slope and that this slope is equal to 0. See Section 2 for
references. It turns out that such restrictions are not necessary in the
Mahler case: the method introduced in the present paper works for any
Mahler equation with coefficients in the field H of Hahn series.

1.1. Organization of the paper. Section 2 provides an overview of
the classical Frobenius method for linear differential equations. An
extension of Frobenius method to Mahler equations is presented in
Section 5. Its statement requires notions and notations introduced in
Section 3 and Section 4 (Section 3 introduces rings where the calcula-
tions of the method will take place, Section 4 introduces the notions
of Newton polygons, slopes and exponents for Mahler equations). A
simple but non trivial example of application of the method is given in
Section 6. The proofs of the unjustified statements of Section 5 occupy
Sections 7 and 8.

Acknowledgement. I would like to thank the anonymous referee
for its useful comments. This work was supported by the ANR De
rerum natura project, grant ANR-19-CE40-0018 of the French Agence
Nationale de la Recherche.

2. Frobenius method for regular singular linear
differential equations

In the theory of differential equations, Frobenius left his name to
an important method for computing a basis of solutions of any linear
differential equation at a regular singularity. Here is an outline of this
method; we refer to [CL55, IKSY91, oM, Fro73] for more details.

Consider a (formal) linear differential operator

(4) L = δn + bn−1(z)δn−1 + · · ·+ b0(z)

with coefficients b0(z), . . . , bn−1(z) in the field C((z)) of formal Laurent
series written in terms of Euler operator δ = z d

dz
. As mentioned above,
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we will focus our attention on the regular singular case, i.e., from now
on, we assume that b0(z), . . . , bn−1(z) belong to the ring C[[z]] of formal
power series (see [vdPS03, Definition 3.14]).

Remark 3. One classically attaches to L a Newton polygon N (L) ⊂
R2 and a (finite) set of slopes S(L) ⊂ Q; see [Per11, HS99] and
[vdPS03, §3.3]. The following properties are equivalent:

— L is regular singular;
— b0(z), . . . , bn−1(z) belong to C[[z]];
— S(L) = {0}.

See [vdPS03, Definition 3.14] and [vdPS03, Exercise 3.47].

The indicial polynomial of L at 0 is the polynomial of degree n given
by

χ(L;X) = Xn + bn−1(0)Xn−1 + · · ·+ b0(0).

The complex roots of χ(L;X) are called the exponents of L at 0. The
multiplicity of such an exponent α is by definition its multiplicity as a
root of χ(L;X) and will be denoted by mα. If α ∈ C is not an exponent
of L at 0 then we set mα = 0.

The Frobenius method attaches mα solutions of L to any exponent
α as follows. The fundamental idea is to introduce a parameter λ. One
can prove that:

— there exists a unique gα(λ, z) ∈ 1 + zC(λ)[[z]] such that

L(gα(λ, z)zλ) = (λ− α)sα+mαzλ

where

sα =
∑

β∈α+Z≥1

mβ;

— the coefficients of gα(z, λ) have no pole at λ = α;
— the derivatives

∂sαλ (gα(λ, z)zλ)|λ=α,

∂sα+1
λ (gα(λ, z)zλ)|λ=α,

. . .

∂sα+mα−1λ (gα(λ, z)zλ)|λ=α

are mα C-linearly independent solutions of L, where we have used
the notation ∂λ = ∂

∂λ
.

We then have :

Theorem 4 (Frobenius [Fro73]). We have attached to any exponent α
and to any m ∈ {0, . . . ,mα − 1} a solution

yα,m = ∂sα+mλ (gα(λ, z)zλ)|λ=α

of L. We obtain in this way a family of n C-linearly independent
solutions of L.
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Using the Leibniz rule, we see that

yα,m ∈ SpanC((z))(∂
0
λ(z

λ)|λ=α, ∂
1
λ(z

λ)|λ=α, . . . , ∂
sα+m
λ (zλ)|λ=α)

= SpanC((z))(z
α, log(z)zα, . . . , (log(z))sα+mzα).

Remark 5. The solutions attached to α involve log(z) if α is an ex-
ponent of L of multiplicity ≥ 2 (i.e., mα ≥ 2). But, this is not the
only case : logarithms may also appear in the solutions attached to α
if α + Z≥1 contains at least one exponent of L (i.e., sα ≥ 1).

3. Hahn series and other useful rings

The calculations involved in the classical Frobenius method outlined
in Section 2 take place in the differential ring

C(λ)((z))[zλ, ∂λ(z
λ), ∂2λ(z

λ), . . .]

equipped with the derivatives ∂z = ∂
∂z

and ∂λ = ∂
∂λ

. This section
aims at introducing an avatar of this differential ring in which the
calculations of our variant of Frobenius method for Mahler equations
will take place.

3.1. The ring of Hahn series. The first fundamental fact is that the
classical power series will not be sufficient for our purpose; we will need
Hahn series [Hah07].

Let R be a ring. We denote by HR the ring of Hahn series with
coefficients in R and with value group Q. An element of HR is a
sequence (fγ)γ∈Q ∈ RQ whose support

supp((fγ)γ∈Q) = {γ ∈ Q | fγ 6= 0}
is well-ordered, i.e., any nonempty subset of supp(f) has a least el-
ement. An element (fγ)γ∈Q of HR is usually (and will be) denoted
by

f(z) =
∑
γ∈Q

fγz
γ.

The sum and product of two elements f(z) =
∑

γ∈Q fγz
γ and g(z) =∑

γ∈Q gγz
γ of HR are respectively defined by

f(z) + g(z) =
∑
γ∈Q

(fγ + gγ)z
γ

and

f(z)g(z) =
∑
γ∈Q

( ∑
γ′+γ′′=γ

fγ′gγ′′

)
zγ.

(Note that there are only finitely many (γ′, γ′′) ∈ Q × Q such that
γ′ + γ′′ = γ and fγ′gγ′′ 6= 0.)

If R is an integral domain (resp. a field), then HR is an integral
domain (resp. a field) as well.
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For R = C, we will use the shorthand notation

H = HC.

The z-adic valuation on HR will be denoted by

valz : HR → Q ∪ {+∞}.

It is given, for any f(z) ∈HR, by

valz(f(z)) = min supp(f(z))

with the convention min ∅ = +∞.
For f(z) =

∑
γ∈Q fγz

γ ∈HR \ {0}, we will denote by cldz(f(z)) the

coefficient of zvalz(f(z)) in f(z) :

cldz(f(z)) = fvalz(f(z)) ∈ R \ {0}.

We will say that f(z) ∈ HR \ {0} is tangent to the identity if
valz(f(z)) = 0 and cldz(f(z)) = 1.

3.2. Structure of difference ring on the ring of Hahn series HR.
One can endow HR with the ring automorphism

φp : HR → HR(5)

f(z) =
∑
γ∈Q

fγz
γ 7→

∑
γ∈Q

fγz
pγ.

We obtain in this way a structure of difference field on HR.

3.3. The differential-difference ring HC(λ). We will make an es-
sential use of the field HC(λ) of Hahn series with coefficients in the field
of rational functions C(λ) and with value group Q.

One can endow HC(λ) with the field automorphism

(6) φp : HC(λ) →HC(λ)

defined by (5) and with the derivation

∂λ =
∂

∂λ
: HC(λ) → HC(λ)(7)

f(λ, z) =
∑
γ∈Q

fγ(λ)zγ 7→
∑
γ∈Q

dfγ
dλ

(λ)zγ.

We obtain in this way a structure of differential-difference field on
HC(λ). We emphasize that ∂λ and φp commute on HC(λ):

∂λ ◦ φp = φp ◦ ∂λ.

The role played by the differential-difference field HC(λ) in the
present paper is similar to the role played by the differential field
C(λ)((z)) in the classical Frobenius method outlined in Section 2.
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3.4. The differential-difference ring Rλ. We shall now introduce
a differential-difference ring Rλ that will play the same role as the
differential ring

C(λ)((z))[zλ, ∂λ(z
λ), ∂2λ(z

λ), . . .]

(equipped with the derivatives ∂z and ∂λ) in the classical Frobenius
method.

We consider the differential ring of differential polynomials

Rλ = HC(λ)[X, ∂λX, ∂
2
λX, . . .].

As a ring, this is simply the ring of polynomials with coefficients in
HC(λ) and in the indeterminates X, ∂λX, ∂

2
λX, . . . This ring is equipped

with the unique derivation

∂λ : Rλ → Rλ

extending (7) and such that ∂λ(∂
i
λX) = ∂i+1

λ X. We also equip Rλ with
the unique ring automorphism

φp : Rλ → Rλ

extending (6) and such that, for all i ≥ 0, φp(∂
i
λX) = ∂iλ(λX). This

turns Rλ into a differential-difference ring extension of HC(λ). We
emphasize that ∂λ and φp commute on Rλ:

∂λ ◦ φp = φp ◦ ∂λ.
It will be convenient to introduce the following notations :
— eλ = X ∈ Rλ;

— for all i ≥ 0, `λ,i =
∂iλeλ
i!

=
∂iλX

i!
∈ Rλ;

so that Rλ can be rewritten as follows :

Rλ = HC(λ)[eλ, ∂λ(eλ), ∂
2
λ(eλ), . . .]

= HC(λ)[eλ, `λ,1, `λ,2, . . .].

It is of fundamental importance in what follows to keep in mind that
eλ satisfies the following equation

(8) φp(eλ) = λeλ.

More generally, for all i ≥ 0, we have

φp(`λ,i) = λ`λ,i + `λ,i−1

where `λ,i−1 = `λ,−1 = 0 for i = 0.

Remark 6. The difference equation (8) satisfied by eλ has to be com-
pared with the differential equation

z∂z(z
λ) = λzλ

satisfied by zλ; this eλ will play in the present paper a role similar to
that of zλ in Section 2. More generally, the `λ,i will play a role similar
to that of the ∂iλ(z

λ) in Section 2.
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3.5. The difference ring R. Throughout this paper, we denote by
R a difference ring extension of H such that, for any c ∈ C× and any
integer i ≥ 0, there exists a nonzero `c,i ∈ R such that

(9) φp(`c,i) = c`c,i + `c,i−1,

where `c,i−1 = `c,−1 = 0 for i = 0. For i = 0, we use the notation

ec = `c,0.

Of course, equation (9) gives

φp(ec) = cec.

The solutions produced by the Frobenius method presented in this
paper will belong to R.

Remark 7. It is sufficient to require that R satisfies the following
properties:

— for any c ∈ C×, there exists ec ∈ R which is not a zero divisor
such that φp(ec) = cec;

— there exists ` ∈ R such that φp(`) = `+ 1.
Indeed, a straightforward calculation shows that

`c,i = c−iec

(
`

i

)
is nonzero and satisfies (9).

A possible choice is the polynomial ring

R = H [(Xc)c∈C× , Y ]

endowed with the unique automorphism

φp : R → R

extending (5) and such that φp(Xc) = cXc and φp(Y ) = Y + 1. Of
course, ec = Xc and ` = Y have the properties required in Remark 7.

However, we emphasize that the specific choices of ec and `c,i is not
important; the important thing are the functional equations (9) they
satisfy.

3.6. Evaluating elements of Rλ at λ = c ∈ C×. As in the classical
Frobenius method (see Section 2), we will need to “specialize elements
of Rλ at λ = c ∈ C×”. Here is what we mean by “specialize” in this
context.

We let C[λ](λ−c) be the ring of rational fractions regular at c ∈ C×.
Then, HC[λ](λ−c) is a differential-difference subring of HC(λ) and

(10) Rλ,c = HC[λ](λ−c) [eλ, `λ,1, `λ,2, . . .]

is a differential-difference subring of Rλ. There is a unique morphism
of rings

evλ=c : Rλ,c → R
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such that, for all f(λ, z) ∈HC[λ](λ−c) ,

evλ=c(f(λ, z)) = f(c, z)

and, for all i ≥ 0,

evλ=c(`λ,i) = `c,i.

This is a morphism of difference rings. In the context of this paper,
“specilizing at λ = c” means taking the image by evλ=c.

4. Newton polygons, slopes and exponents

In this section, we consider a Mahler equation

(11) an(z)y(zp
n

) + an−1(z)y(zp
n−1

) + · · ·+ a0(z)y(z) = 0

with coefficients a0(z), . . . , an(z) ∈ H . We can and will assume that
a0(z)an(z) 6= 0.

The aim of this Section is to attach to (11) certain slopes and to
attach to each slope certain exponents.

4.1. Mahler equations and Mahler operators. The Mahler equa-
tion (11) can be written as follows:

L(y(z)) = 0

where

(12) L = an(z)φnp + an−1(z)φn−1p + · · ·+ a0(z).

This is an element of the Ore algebra

DH = H 〈φp, φ−1p 〉

of noncommutative Laurent polynomials with coefficients in H such
that, for all f ∈ H , φpf(z) = φp(f(z))φp. An element of DH will
be called a Mahler operator (with coefficients in H ). The Mahler
operator L given by (12) will be called the Mahler operator associated
with (11).

4.2. Newton polygons. We define the Newton polygon N (L) of L
as the convex hull in R2 of

{(pi, j) | i, j ∈ Z, j ≥ valz(ai(z))} ⊂ R2

where valz : H → Q ∪ {+∞} denotes the z-adic valuation (this is for
instance the Newton polygon used in [CDDM18]).
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0

1

2

ν

1 p p2

v0
v1

v2

Figure 1. The Newton polygon of the Mahler operator
(13). The • represent the points (pi, valz(ai)) for i ∈
{0, 1, 2}.

4.3. Slopes. Let

v0 = (pα0 , valz(aα0(z))) = (p0, valz(a0(z))), . . .

. . . , vi = (pαi , valz(aαi(z))), . . .

. . . , vk = (pαk , valz(aαk(z))) = (pn, valz(an(z)))

be the vertices, ordered by increasing abscissa, of the polygon N (L).
This polygon is delimited by two vertical half lines and by k vectors

w1 = v1 − v0, . . . , wk = vk − vk−1 ∈ Z>0 ×Q
having pairwise distinct slopes denoted by

µ1 < · · · < µk

and called the slopes of L. The set of slopes of L will be denoted by
S(L). For any i ∈ {1, . . . , k}, the integer

r(µi, L) = αi − αi−1
is called the multiplicity of µi as a slope of L; in what follows, we will
also use the shorthand notation

ri = r(µi, L).

Example 8. The Newton polygon of the Mahler operator

L = (φp − zν)h(z)−1(φp − 1)(13)

=
1

1 + z−
pν
p−1

φ2
p −

(
1

1 + z−
pν
p−1

+ zν
)
φp +

zν

1 + z−
ν
p−1

with ν ∈ Q<0 and h(z) = 1 + z−
ν
p−1 is represented in Figure 1.

This operator has two slopes, namely

µ1 = 0 < µ2 = − ν

(p− 1)p
,

with multiplicities r1 = r2 = 1.
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Remark 9. We have extracted two informations from N (L) : its slopes
and their multiplicities. Of course, N (L) is characterized by these data
up to vertical translation.

For any µ ∈ Q, we consider

θµ(z) = z
µ
p−1 .

It satisfies
φp(θµ(z)) = zµθµ(z).

We set

L[θµ(z)] = θµ(z)−1Lθµ(z)

=
n∑
i=0

z(1+p+···+p
i−1)µai(z)φip =

n∑
i=0

z
pi−1
p−1

µai(z)φip.

Proposition 10. The slopes of L[θµ(z)] are

µ1 +
µ

p− 1
< · · · < µk +

µ

p− 1

with respective multiplicities r1, . . . , rk.

Proof. The Newton polygon N (L[θµ(z)]) is the convex hull of{
(pi, j) | i, j ∈ Z, j ≥ valz(ai(z)) + µ

pi − 1

p− 1

}
.

Its vertices are

v′0 = v0 + (0, µ
pα0 − 1

p− 1
), . . .

. . . , v′i = vi + (0, µ
pαi − 1

p− 1
), . . .

. . . , v′k = vk + (0, µ
pαk − 1

p− 1
),

and, hence, N (L[θµ]) is delimited by two vertical half lines and by the
k vectors

w′1 = v′1 − v′0 = w1 + (0, µ
pα1 − pα0

p− 1
), . . .

. . . , w′i = v′i − v′i−1 = wi + (0, µ
pαi − pαi−1

p− 1
), . . .

. . . , w′k = v′k − v′k−1 = wk + (0, µ
pαk − pαk−1

p− 1
).

�

In particular, the j-th slope of L
[θ−(p−1)µj

(z)]
is equal to 0. This will

be used in the next section in order to attach to the slope µj a certain
characteristic polynomial and certain exponents.
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4.4. Characteristic equations and exponents. Consider a slope
µj of L and set

L
[θ−(p−1)µj

(z)]
=

n∑
i=0

bi(z)φip.

Let
valz(L

[θ−(p−1)µj
]
) = min{valz(b0(z)), . . . , valz(bn(z))}.

The characteristic polynomial χ(µj, L;X) associated to the slope µj of
L is

χ(µj, L;X) =

(
z− valz(L

[θ−(p−1)µj
(z)]

)

n∑
i=0

bi(z)X i

)
|z=0

=

z− valz(L
[θ−(p−1)µj

(z)]
)

αj∑
i=αj−1

bi(z)X i


|z=0

.

In what follows, we will see these characteristic polynomials as de-
fined modulo a multiplicative factor in C×XZ; in particular, the equal-
ities involving the characteristic polynomials have to be interpreted
modulo C×XZ. The characteristic polynomial χ(µj, L;X) has rj roots
(counted with multiplicities) in C× called the exponents of L attached
to the slope µj. The multiplicity of such an exponent is its multiplicity
as a root of χ(µj, L;X).

Example 11. We have already seen that the Mahler operator L given
by (13) has two slopes

µ1 = 0 < µ2 = − ν

(p− 1)p
,

with multiplicities r1 = r2 = 1.
Let us compute the characteristic polynomial of the Mahler opera-

tor (13) associated to the slope µ1. We have

L[θ−(p−1)µ1
(z)] = L =

1

1 + z−
pν
p−1

φ2
p −

(
1

1 + z−
pν
p−1

+ zν
)
φp +

zν

1 + z−
ν
p−1

and
valz(L

[θ−(p−1)µ1
(z)]) = ν.

Thus, the characteristic polynomial χ(µ1, L;X) associated to the slope
µ1 of L is

χ(µ1, L;X) =(
z−ν

(
1

1 + z−
pν
p−1

X2 −
(

1

1 + z−
pν
p−1

+ zν
)
X +

zν

1 + z−
ν
p−1

))
|z=0

= −X + 1.

So, 1 is the unique exponent of L attached to the slope µ1 and it has
multiplicity 1.



FROBENIUS METHOD 13

Let us compute the characteristic polynomial of the Mahler opera-
tor (13) associated to the slope µ2. We have

L[θ−(p−1)µ2
(z)] =

z(p+1) ν
p

1 + z−
pν
p−1

φ2
p − z

ν
p

(
1

1 + z−
pν
p−1

+ zν
)
φp +

zν

1 + z−
ν
p−1

and

valz(L
[θ−(p−1)µ2

(z)]) = (p+ 1)
ν

p
.

Thus, the characteristic polynomial χ(µ2, L;X) associated to the slope
µ2 of L is

χ(µ2, L;X) =(
z−(p+1) ν

p

(
z(p+1) ν

p

1 + z−
pν
p−1

X2 − z
ν
p

(
1

1 + z−
pν
p−1

+ zν
)
X +

zν

1 + z−
ν
p−1

))
|z=0

= X2 −X.
So, 1 is the unique exponent of L attached to the slope µ2 and it has
multiplicity 1.

5. An extension of Frobenius method to Mahler
equations

We consider a Mahler equation

an(z)y(zp
n

) + an−1(z)y(zp
n−1

) + · · ·+ a0(z)y(z) = 0

with a0(z), . . . , an(z) ∈H and a0(z)an(z) 6= 0. It can be rewritten as

(14) L(y(z)) = 0

where
L = an(z)φnp + an−1(z)φn−1p + · · ·+ a0(z) ∈ DH .

We denote by
µ1 < · · · < µk

the slopes of L and by r1, . . . , rk their respective multiplicites. The
multiplicity of an exponent c of L attached to the slope µj will be
denoted by mc,j ∈ Z≥1. If c is a nonzero complex number that is not an
exponent attached to the slope µj, we set mc,j = 0. We refer the reader
to Section 4 for details about the notions of slopes and exponents.

The extension of Frobenius method to Mahler equations presented
below attaches mc,j solutions of (14) to any exponent c associated to
the slope µj of L as follows. We will prove that

— there exists a unique gc,j(λ, z) ∈HC(λ) such that

(15) L(gc,j(λ, z)eλ) = zvalz(a0(z))−
νj
p−1 (λ− c)sc,j+mc,jeλ

where
sc,j = mc,1 + · · ·+mc,j−1



14 JULIEN ROQUES

and

νj = (p− 1)(pr1+···+rj−1(µj − µj−1) + · · ·+ pr1(µ2 − µ1) + µ1);

— the z-adic valuation of gc,j(λ, z) is equal to −µj;
— the coefficients of gc,j(λ, z) have no pole at λ = c;
— the specializations

evλ=c(∂
sc,j
λ (gc,j(λ, z)eλ)),

evλ=c(∂
sc,j+1
λ (gc,j(λ, z)eλ)),

. . .

evλ=c(∂
sc,j+mc,j−1
λ (gc,j(λ, z)eλ))

are mc,j solutions of (14).
For the justifications of the first three properties above, see Proposition
22 in Section 8. For the last one, see Proposition 27 in Section 9.

We can now state the main result of this paper.

Theorem 12. We have attached to any slope µj, to any exponent c
attached to the slope µj and to any m ∈ {0, . . . ,mc,j − 1}, a solution

yc,j,m = evλ=c(∂
sc,j+m
λ (gc,j(λ, z)eλ))

of (14). We obtain in this way a family of n C-linearly independent
solutions of (14).

The proof of this result will be given in Section 9.
Note that

yc,j,m ∈ SpanH (evλ=c(∂
0
λ(eλ)), evλ=c(∂

1
λ(eλ)), . . .

. . . , evλ=c(∂
sc,j+mc,j−1
λ (eλ)))

= SpanH (ec, `c,1, . . . , `c,sc,j+mc,j−1).

Remark 13. The solutions attached to c involve an `c,k with k ≥ 1 if
c has multiplicity ≥ 2 as an exponent of L attached to a slope µj (i.e.,
mc,j ≥ 2). But, this is not the only case : such an `c,k may also appear
if c is an exponent of L attached to two distinct slopes µi and µj (i.e.,
sc,j ≥ 1 if j > i).

Remark 14. The relevant fact with the term z−
νj
p−1 involved in the

right-hand side of (15) is its z-adic valuation equals to − νj
p−1 : it guar-

antees that gc,j(λ, z) has z-adic valuation −µj and, hence, is “associ-
ated” with the slope µj.
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6. Frobenius method for Mahler equations : an example

In this section, we apply the method described in Section 5 to an
operator allowing explicit computations, namely to the operator con-
sidered in Example 8 given by

L = (φp − zν)h(z)−1(φp − 1)

=
1

1 + z−
pν
p−1

φ2
p −

(
1

1 + z−
pν
p−1

+ zν
)
φp +

zν

1 + z−
ν
p−1

= a2(z)φ2
p + a1(z)φp + a0(z)

where ν ∈ Q<0 and h(z) = 1 + z−
ν
p−1 .

In what follows, we use the notations µi, ri, νj, etc, of Section 5.
We have seen in Example 8 that L has two slopes, namely

µ1 = 0 < µ2 = − ν

(p− 1)p
,

with multiplicities
r1 = r2 = 1.

So,

ν1 = (p− 1)µ1 = 0, ν2 = (p− 1)(pr1(µ2 − µ1) + µ1) = −ν.
Moreover, we have seen in Example 11 that 1 is the unique exponent
of L and that the multiplicites m1,1 and m1,2 of 1 as an exponent of L
attached to the slopes µ1 and µ2 respectively are

m1,1 = m1,2 = 1.

Thus
s1,1 = 0, s1,2 = 1.

The Frobenius method described in Section 5 relies on the equations

L(g1(λ, z)eλ) = zvalz(a0(z))θ−ν1(z)(λ− 1)m1,1eλ(16)

= zν(λ− 1)eλ

and

L(g2(λ, z)eλ) = zvalz(a0(z))θ−ν2(z)(λ− 1)m1,1+m1,2eλ(17)

= zνθν(z)(λ− 1)2eλ.

We shall now give explicit formulas for the unique g1(λ, z), g2(λ, z) ∈
HC(λ) satisfying the above equations. In this purpose, we will freely
use Lemma 24 stated and proven in Section 8.1 below.

Let us start with equation (16). This equation can be written as
follows

(λφp − zν)h(z)−1(λφp − 1)(g1(λ, z)) = zν(λ− 1).

Multiplying by θν(z)−1z−ν , we see that the latter equation is equivalent
to

(λφp − 1)(θν(z)−1h(z)−1(λφp − 1)(g1(λ, z))) = θν(z)−1(λ− 1).
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Since the z-adic valuation of the right hand-side of the latter equality
is positive, Lemma 24 ensures that the latter equation is equivalent to

θ−1ν h(z)−1(λφp − 1)(g1(λ, z)) = −(λ− 1)
∑
k≥0

λkφkp(θν(z)−1),

i.e., to

(λφp − 1)(g1(λ, z)) = −(λ− 1)(1 + z−
ν
p−1 )

∑
k≥0

λkz
ν(1−pk)
p−1

= −(λ− 1)− (λ− 1)
∑
k≥1

λkz
ν(1−pk)
p−1 − (λ− 1)

∑
k≥0

λkz
−νpk
p−1 .

The z-adic valuations of the last two terms of the right hand-side of
the latter equality are positive. Applying Lemma 24 again, we find

g1(λ, z) = −1+(λ−1)
∑
j≥0

∑
k≥1

λj+kzp
j ν(1−pk)

p−1 +(λ−1)
∑
j≥0

∑
k≥0

λj+kz
−νpj+k
p−1

= −1 + (λ− 1)
∑
j≥0

∑
k≥1

λj+kzp
j ν(1−pk)

p−1 + (λ− 1)
∑
l≥0

(l + 1)λlz
−νpl
p−1 .

We now solve the equation (17). This equation can be written as
follows

(λφp − zν)h(z)−1(λφp − 1)(g2(λ, z)) = zνθν(z)(λ− 1)2.

Multiplying by θν(z)−1z−ν , we see that the latter equation is equivalent
to

(λφp − 1)θν(z)−1h(z)−1(λφp − 1)(g2(λ, z)) = (λ− 1)2.

Applying Lemma 24, we find that the latter equation is equivalent to

θν(z)−1h(z)−1(λφp − 1)(g2(λ, z)) = λ− 1,

i.e., to

(λφp − 1)(g2(λ, z)) = (λ− 1)θν(z)h(z) = (λ− 1)z
ν
p−1 + (λ− 1).

Applying Lemma 24 again, we find

g2(λ, z) = (λ− 1)
∑
k≤−1

λkφkp(z
ν
p−1 ) + 1 = (λ− 1)

∑
k≤−1

λkz
pkν
p−1 + 1.

Theorem 12 guarantees that

y1 = evλ=1(g1(λ, z)eλ) = −e1
and

y2 = evλ=1(∂λ(g2(λ, z)eλ)) = (
∑
k≤−1

z
pkν
p−1 )e1 + `1,1

are C-linearly independent solutions of L.
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7. Factorization of Mahler operators

The aim of this section is to prove the following result relative to a
Mahler operator

(18) L = an(z)φnp + an−1(z)φn−1p + · · ·+ a0(z) ∈ DH .

We let
— µ1 < · · · < µk be the slopes of L with respective multiplicities

r1, . . . , rk;
— ci,1, . . . , ci,ri be the exponents (repeated with multiplicities) of L

attached to the slope µi.

Proposition 15. The operator L has a factorization

L = a(z)Lk · · ·L1

where
— a(z) ∈H × is such that valz(a(z)) = valz(a0(z));

— cldz a(z) =
∏k

i=1

∏ri
j=1(−ci,j)−1 cldz a0(z);

— the Li ∈ DH are given by

Li = (zνiφp − ci,ri)hi,ri(z)−1 · · · (zνiφp − ci,1)hi,1(z)−1

for some hi,j(z) ∈H × tangent to the identity and with

(19) νi = (p− 1)(pr1+···+ri−1(µi − µi−1) + · · ·+ pr1(µ2 − µ1) + µ1).

Remark 16. This is a refinement of [Roq20, Theorem 15], where a
similar statement is proved but without the explicit values of the νi in
terms of the µj.

The proof of Proposition 15 given in Section 7.3 will use some pre-
liminary results gathered in the following two sections.

7.1. Preliminary results : basic properties of slopes and expo-
nents. In this Section, we collect basic results relative to the notions
of slopes and exponents introduced in Sections 4.3 and 4.4.

7.1.1. Slopes and exponents of the gauge transform L[θµ(z)]. We remind
the notation

L[θµ(z)] = θµ(z)−1Lθµ(z)

=
n∑
i=0

z(1+p+···+p
i−1)µai(z)φip =

n∑
i=0

z
pi−1
p−1

µai(z)φip

introduced in Section 4.3 where

θµ(z) = z
µ
p−1

with µ ∈ Q. We have L[θµ(z)](f(z)) = 0 if and only if L(f(z)θµ(z)) = 0.



18 JULIEN ROQUES

Lemma 17. The slopes of L[θµ(z)] are

µ1 +
µ

p− 1
< · · · < µk +

µ

p− 1

with respective multiplicities r1, . . . , rk. Moreover,

χ(µj +
µ

p− 1
, L[θµ(z)];X) = χ(µj, L;X)

and, hence, the exponents counted with multiplicities of L[θµ(z)] attached
to the slope µj + µ

p−1 coincide with those of L attached to the slope µj.

Proof. For the first assertions concerning the slopes and their multi-
plicities, see Proposition 10. Moreover, the equality

χ(µj +
µ

p− 1
, L[θµ(z)];X) = χ(µj, L;X)

follows immediately from the definition of the characteristic polynomi-
als by using the equality

(L[θµ(z)])
[θ−(p−1)(µj+

µ
p−1 )(z)] = L

[θ−(p−1)µj
(z)]
.

The very last assertion of the lemma follows from this equality of char-
acteristic polynomials and from the definition of the exponents and of
their multiplicities. �

7.1.2. The gauge transform L[ec]. We will also use the notation

L[ec] = e−1c Lec =
n∑
i=0

ciai(z)φip

where c ∈ C×. We have L[ec](f(z)) = 0 if and only if L(f(z)ec) = 0.

Lemma 18. The operators L[ec] and L have the same slopes µ1 < · · · <
µk with the same multiplicities r1, . . . , rk. Moreover,

χ(µj, L
[ec];X) = χ(µj, L; cX)

and, hence, the exponents of L[ec] and of L attached to a given slope µj
are related as follows :

list of exponents of L[ec] counted with mult. attached to the slope µj

= c−1·(list of exponents of L counted with mult. attached to the slope µj).

Proof. Since valz(c
iai) = valz(ai), we obviously have

(20) N (L[ec]) = N (L)

and, hence, L[ec] and L have the same slopes with the same multiplici-
ties. Moreover, the equality

χ(µj, L
[ec];X) = χ(µj, L; cX)
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follows immediately from the definition of the characteristic polynomi-
als by using the equality

(L[ec])
[θ−(p−1)µj

(z)]
= (L

[θ−(p−1)µj
(z)]

)[ec].

The very last assertion of the lemma follows from the above equality
of characteristic polynomials and from the definition of the exponents
and of their multiplicities. �

7.1.3. The gauge transform L[g(z)]. We will also use the notation

L[g(z)] = g(z)−1Lg(z) =
n∑
i=0

φip(g(z))

g(z)
ai(z)φip

for g(z) ∈H ×. We have L[g(z)](f(z)) = 0 if and only if L(g(z)f(z)) =
0.

Lemma 19. If valz(g(z)) = 0 then the operators L[g(z)] and L have
the same slopes µ1 < · · · < µk with the same multiplicities r1, . . . , rk.
Moreover,

χ(µj, L
[g(z)];X) = χ(µj, L;X)

and, hence, the exponents counted with multiplicities of L[g(z)] attached
to the slope µj coincide with those of L attached to the slope µj.

Proof. Since valz(
φip(g(z))

g(z)
ai(z)) = valz(ai(z)), we obviously have

(21) N (L[g(z)]) = N (L)

and, hence, L and L[g(z)] have the same slopes with the same multiplic-
ities. Moreover, the equality

χ(µj, L
[g(z)];X) = χ(µj, L;X)

follows immediately from the definition of the characteristic polynomi-
als by using the equality

(L[g(z)])
[θ−(p−1)µj

(z)]
= (L

[θ−(p−1)µj
(z)]

)[g(z)],

and the fact that the
φip(g(z))

g(z)
∈ H × are tangent to the identity. The

very last assertion of the lemma follows from this equality of character-
istic polynomials and from the definition of the exponents and of their
multiplicities. �

7.2. Preliminary results : on operators with smallest slope 0.

Lemma 20. Assume that 0 is the smallest slope of L (i.e., µ1 = 0) and
let c be an exponent attached to the slope 0. Then, there exist L′ ∈ DH

and h(z) ∈H × tangent to the identity such that

L = L′(φp − c)h(z)−1.
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Proof. Indeed, [Roq20, Lemma 13] ensures that there exists h(z) ∈H ×

tangent to the identity such that

L(h(z)ec) = 0.

Since h(z)ec is also a solution of (φp − c)h(z)−1, we get, by right eu-
clidean division,

L = L′(φp − c)h(z)−1

for some L′ ∈ DH . �

Lemma 21. Assume that S(L) ⊂ R+. Then, for any c ∈ C× and any
h(z) ∈H × tangent to the identity, we have

(22) N (L(φp − c)h(z)−1) = ([1, p]× [valz(a0(z)),+∞[)
⋃

ϕ(N (L)),

where ϕ : R2 → R2 is the map given by ϕ(x, y) = (px, y). It follows
that

S(L(φp − c)h(z)−1) = p−1S(L) ∪ {0}
and, hence, for any λ ∈ S(L(φp − c)h(z)−1),

(23) r(λ, L(φp − c)h(z)−1) =

{
r(pλ, L) if λ 6= 0,

r(0, L) + 1 if λ = 0.

Moreover, for any λ ∈ S(L(φp − c)h(z)−1), we have

(24) χ(λ, L(φp − c)h(z)−1;X) =

{
χ(pλ, L;X) if λ 6= 0,

χ(0, L;X)(X − c) if λ = 0.

Proof. We will only treat the case when
— 0 is a slope of L
— and L has at least one nonzero slope,

the other cases being similar.
Without loss of generality, one can assume that a0(z) = 1. Moreover,

combining the equality

((L(φp − c)h(z)−1)[ec])[h(z)] = h(z)−1cL[ec](φp − 1)

with Lemma 18 and Lemma 19, we see that it is sufficient to treat the
case h(z) = 1 and c = 1.

We have

L(φp − 1) = bn+1(z)φn+1
p + bn(z)φnp + · · ·+ b1(z)φp + b0(z)

with

b0(z) = −a0(z), b1(z) = a0(z)− a1(z), . . .

. . . , bn(z) = an−1(z)− an(z), bn+1(z) = an(z).

In order to prove (22), we have to show :

(i) valz(b0(z)) = valz(a0(z)) and, for all i ∈ {1, . . . , k},
valz(bαi+1(z)) = valz(aαi(z));
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(ii) for j ∈ {0, . . . , α1 + 1}, valz(bj(z)) ≥ 0;

(iii) for i ∈ {1, . . . , k − 1}, for j ∈ {αi + 1, . . . , αi+1}, we have

(25)
valz(bj(z))− valz(bαi+1(z))

pj − pαi+1
≥

valz(bαi+1+1(z))− valz(bαi+1(z))

pαi+1+1 − pαi+1
.

We have used the notations

v0 = (pα0 , valz(aα0(z))) = (p0, valz(a0(z))), . . .

. . . , vi = (pαi , valz(aαi(z))), . . .

. . . , vk = (pαk , valz(aαk(z))) = (pn, valz(an(z)))

introduced at the very beginning of Section 4.3 for the vertices, ordered
by increasing abscissa, of the polygon N (L).

We now proceed to the proof of the above properties (i), (ii) and
(iii).

It is clear that valz(b0(z)) = 0 and valz(b1(z)) ≥ 0, . . . , valz(bα1(z)) ≥
0 because b0(z) = a0(z) = 1 and because all the ai(z) have valua-
tion ≥ 0 (since S(L) ⊂ R+). Also, for i ∈ {1, . . . , k − 1}, we have
valz(bαi+1(z)) = valz(aαi(z)) because bαi+1(z) = aαi(z) − aαi+1(z) and
valz(aαi+1(z)) > valz(aαi(z)) because ei = (pαi , valz(aαi(z))) is a vertex
of N (L). The equality valz(bαk+1(z)) = valz(aαk(z)) also holds true
because bαk+1(z) = bn+1(z) = an(z) = aαk(z). This ensures that the
above first two properties (i) and (ii) hold true.

Moreover, for i ∈ {1, . . . , k − 1} and j ∈ {αi + 1, . . . , αi+1}, the
inequality (25) holds true because

valz(bj(z))− valz(bαi+1(z))

pj − pαi+1
=

valz(bj(z))− valz(aαi(z))

pj − pαi+1

≥ min

{
valz(aj(z))− valz(aαi(z))

pj − pαi+1
,
valz(aj−1(z))− valz(aαi(z))

pj − pαi+1

}
(we have used the fact that

valz(bj(z)) ≥ min{valz(aj−1(z)), valz(aj(z))}).

But, on the one hand, we have

valz(aj−1(z))− valz(aαi(z))

pj − pαi+1
=

1

p

valz(aj−1(z))− valz(aαi(z))

pj−1 − pαi

≥ 1

p

valz(aαi+1
(z))− valz(aαi(z))

pαi+1 − pαi
=

valz(bαi+1+1(z))− valz(bαi+1)(z)

pαi+1+1 − pαi+1
,

the latter inequality being true because ei = (pαi , valz(aαi(z))) and
ei+1 = (pαi+1 , valz(aαi+1

(z))) are vertices of N (L). On the other hand,
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we have

valz(aj(z))− valz(aαi(z))

pj − pαi+1
≥ valz(aj(z))− valz(aαi(z))

pj − pαi

≥
valz(aαi+1

(z))− valz(aαi(z))

pαi+1 − pαi
= p

valz(bαi+1+1(z))− valz(bαi+1(z))

pαi+1+1 − pαi+1

≥
valz(bαi+1+1(z))− valz(bαi+1(z))

pαi+1+1 − pαi+1
,

the second inequality above being true because ei = (pαi , valz(aαi(z)))
and ei+1 = (pαi+1 , valz(aαi+1

(z))) are vertices of N (L). This concludes
the proof of (25) and, hence, of (iii) and of (22).

It remains to justify the equalities (23) and (24). Let

λ1 = p−1µ1 = 0 < λ2 = p−1µ2 < · · · < λk = p−1µk

be the slopes of L(φp − 1). Consider a nonzero slope λj of L(φp − 1).
So, pλj = µj is a slope of L and, setting

L
[θ−(p−1)pλj

(z)]
=

n∑
i=0

ci(z)φip,

we have valz(cαj(z)) = valz(cαj+1
(z)), valz(ci(z)) ≥ valz(cαj(z)) for

i ∈ {αj, . . . , αj+1} and valz(ci) > valz(cαj(z)) for i ∈ {0, . . . , n} \
{αj, . . . , αj+1}. The characteristic polynomial attached to the slope
pλj = µj of L is given by

χ(pλj, L;X) =

z− valz(L
[θ−(p−1)pλj

(z)]
)

αj∑
i=αj−1

ci(z)X i


|z=0

.

On the other hand, we have

(L(φp − 1))
[θ−(p−1)λj

(z)]
= (Lφp)

[θ−(p−1)λj
(z)] − L[θ−(p−1)λj

(z)]
.

But,

(Lφp)
[θ−(p−1)λj

(z)]
= θ(p−1)(1−p)λj(z)L

[θ−(p−1)pλj
(z)]
φp

and

L
[θ−(p−1)λj

(z)]
= (L

[θ−(p−1)pλj
(z)]

)
[θ−(p−1)(1−p)λj (z)].

It follows from this that

valz((Lφp)
[θ−(p−1)λj

(z)]
) < valz(L

[θ−(p−1)λj
(z)]

).

So,

valz((L(φp − 1))
[θ−(p−1)λj

(z)]
)

= valz((Lφp)
[θ−(p−1)λj

(z)]
) = valz(θ(p−1)(1−p)λj(z)L

[θ−(p−1)pλj
(z)]

)
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and, hence,

χ(λj, L(φp − 1);X) =z− valz(L
[θ−(p−1)pλj

(z)]
)

αj+1∑
i=αj−1+1

ci−1(z)X i


|z=0

= χ(pλj, L;X).

Last, the proof of the equality χ(0, L(φp − 1);X) = χ(0, L;X)(X − 1)
is easy and left to the reader. �

7.3. Proof of Proposition 15. We set

M = L[θ−(p−1)µ1
(z)].

Lemma 17 ensures that
— S(M) = {µ1 − µ1 = 0, µ2 − µ1, . . . , µk − µ1};
— for i ∈ {1, . . . , k}, r(µi − µ1,M) = ri;
— for i ∈ {1, . . . , k}, the exponents of M (counted with multiplic-

ities) attached to the slope µi − µ1 coincide with those of L at-
tached to the slope µi, i.e., ci,1, . . . , ci,ri .

We claim that M has a decomposition of the form

(26) M = Mr1(φp − c1,r1)h1,r1(z)−1 · · · (φp − c1,1)h1,1(z)−1

for some h1,1(z), . . . , h1,r1(z) ∈ H × tangent to the identity and some
Mr1 ∈ DH such that

— S(Mr1) = {pr1(µ2 − µ1), . . . , p
r1(µk − µ1)};

— for i ∈ {2, . . . , k}, r(pr1(µi − µ1),Mr1) = r(µi, L);
— for i ∈ {2, . . . , k}, the exponents of Mr1 (counted with multiplic-

ities) attached to the slope µi − µ1 are ci,1, . . . , ci,ri .
Indeed, Lemma 20 ensures that there exists h1,1 ∈H × tangent to the
identity and M1 ∈ DH such that

M = M1(φp − c1,1)h1,1(z)−1.

If r1 = 1 then Lemma 21 ensures that
— S(M1) = {p(µ2 − µ1), . . . , p(µk − µ1)};
— for i ∈ {2, . . . , k}, r(p(µi − µ1),M1) = ri;
— for i ∈ {2, . . . , k}, the exponents of M1 (counted with multiplici-

ties) attached to the slope p(µi − µ1) are ci,1, . . . , ci,ri .
This proves our claim when r1 = 1.

If r1 ≥ 2 then Lemma 21 ensures that
— S(M1) = {0, p(µ2 − µ1), . . . , p(µk − µ1)};
— r(0,M1) = r1 − 1;
— for i ∈ {2, . . . , k}, r(p(µi − µ1),M1) = ri;
— the exponents of M1 (counted with multiplicities) attached to

the slope 0 are c1,2, . . . , c1,r1 whereas those associated to the slope
p(µi − µ1), for i ∈ {2, . . . , k}, are ci,1, . . . , ci,ri .
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Arguing as above, we get a decomposition of the form

M = M2(φp − c1,2)h1,2(z)−1(φp − c1,1)h1,1(z)−1

for some h1,2(z) ∈H × tangent to the identity and some M2 ∈ DH .
If r1 = 2, then Lemma 21 ensures that
— S(M2) = {p2(µ2 − µ1), . . . , p

2(µk − µ1)};
— for i ∈ {2, . . . , k}, r(p2(µi − µ1),M2) = ri;
— for i ∈ {2, . . . , k}, the exponents of M2 (counted with multiplici-

ties) attached to the slope p2(µi − µ1) are ci,3, . . . , ci,ri .
This proves our claim when r1 = 2

In the general case (arbitrary r1), our claim follows by an obvious
iteration of the above arguments.

Using (26) and the identities L = M [θ(p−1)µ1
(z)] and (φp −

c)[θ(p−1)µ1
(z)] = z(p−1)µ1φp − c, we obtain a decomposition of the form

L = N1L1

where

L1 = (z(p−1)µ1φp − c1,r1)h1,r1(z)−1 · · · (z(p−1)µ1φp − c1,1)h1,1(z)−1

for some h1,1(z), . . . , h1,r1(z) ∈ H × tangent to the identity and for
some N1 ∈ DH such that

— S(N1) = {pr1(µ2 − µ1) + µ1, . . . , p
r1(µk − µ1) + µ1};

— for i ∈ {2, . . . , k}, r(pr1(µi − µ1) + µ1, N1) = ri;
— for i ∈ {2, . . . , k}, the exponents of N1 (counted with multiplici-

ties) attached to the slope pr1(µi − µ1) + µ1 are ci,1, . . . , ci,ri .

These properties of N1 = M
[θ(p−1)µ1

(z)]
r1 follow from the properties of Mr1

listed above and from Lemma 17.

Applying what precedes to N1 instead of L, we find a decomposition
of the form

N1 = N2L2

where

L2 = (z(p−1)(p
r1 (µ2−µ1)+µ1)φp − c2,r2)h2,r2(z)−1 · · ·

· · · (z(p−1)(pr1 (µ2−µ1)+µ1)φp − c2,1)h2,1(z)−1

for some h2,1(z), . . . , h2,r2(z) ∈ H × tangent to the identity and for
some N2 ∈ DH such that

— S(N2) = {pr1+r2(µ3−µ2)+pr1(µ2−µ1)+µ1, . . . , p
r1+r2(µk−µ2)+

pr1(µ2 − µ1) + µ1};
— for i ∈ {3, . . . , k}, r(pr1+r2(µi − µ2) + pr1(µ2 − µ1) + µ1, N2) = ri;
— for i ∈ {3, . . . , k}, the exponents of N2 (and their multiplici-

ties) attached to the slope pr1+r2(µi− µ2) + pr1(µ2− µ1) + µ1 are
ci,1, . . . , ci,ri .
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Iterating the previous construction, we find L1, . . . , Lk ∈ DH of the
form announced in the statement of Proposition 15 such that

L = a(z)Lk · · ·L1

for some a(z) ∈ H ×. Equating the coefficients of degree 0 in the

latter equation, we find a(z)
∏k

i=1

∏ri
j=1(−ci,jhi,j(z)−1) = a0(z), whence

valz(a(z)) = valz(a0(z)) and

(cldz a(z))
k∏
i=1

ri∏
j=1

(−ci,j) = cldz a0(z).

8. Forbenius Method : first justifications

The aim of this section is to prove Proposition 22 below, which is
relative to a Mahler operator

(27) L = an(z)φnp + an−1(z)φn−1p + · · ·+ a0(z) ∈ DH .

In the rest of this section, we let µ1 < · · · < µk be the slopes of
L with respective multiplicities r1, . . . , rk. Moreover, the multiplicity
of an exponent c of L attached to the slope µj will be denoted by
mc,j ∈ Z≥1. If c is a nonzero complex number that is not an exponent
attached to the slope µj, we set mc,j = 0.

Proposition 22. For any slope µj, for any exponent c of L associated
to the slope µj, there exists a unique gc,j(λ, z) ∈HC(λ) such that

(28) L(gc,j(λ, z)eλ) = zvalz(a0(z))−
νj
p−1 (λ− c)sc,j+mc,jeλ

where

sc,j = mc,1 + · · ·+mc,j−1.

and

νj = (p− 1)(pr1+···+rj−1(µj − µj−1) + · · ·+ pr1(µ2 − µ1) + µ1).

The coefficients of gc,j(λ, z) have no pole at λ = c. Moreover, we have

(29) valz(gc,j(λ, z)) = −µj

and

(30) cldz gc,j(λ, z) = λ−r1−···−rj−1

∏j
i=1

∏ri
j=1(−ci,j)

cldz a0

(λ− c)sc,j+mc,j∏rj
l=1(λ− cj,l)

.

The proof of Proposition 22, given in Section 8.2, uses some prelim-
inary results gathered in the following section.
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8.1. Preliminary results. We say that a family (fi(λ, z))i∈I of ele-
ments of HC(λ) is summable if the following properties are satisfied :

— the set ∪i∈I supp(fi(λ, z)) is well-ordered;
— for any γ ∈ Q, the set

{i ∈ I | γ ∈ supp(fi(λ, z))}

is finite.
In this case, we define∑

i∈I

fi(λ, z) =
∑
i∈I

(
∑
γ∈Q

fi,γ(λ))zγ ∈HC(λ)

where fi(λ, z) =
∑

γ∈Q fi,γ(λ)zγ.

In what follows, we let H <0
C(λ) (resp. H >0

C(λ)) be the set made of the

f(λ, z) ∈ HC(λ) such that supp(f(λ, z)) ⊂ Q<0 (resp. supp(f(λ, z)) ⊂
Q>0).

Lemma 23. We have :
— if g(λ, z) ∈H <0

C(λ) then (φkp(g(λ, z)))k≤−1 is summable;

— if g(λ, z) ∈H >0
C(λ) then (φkp(g(λ, z)))k≥0 is summable.

Proof. Let us first assume that g(λ, z) ∈H <0
C(λ). We set

E = ∪k≤−1Ek
where

Ek = supp(φkp(g(λ, z))) = pk supp(g(λ, z)).

Let us first prove that E is well-ordered. Let F be a nonempty subset
of E. Since E ⊂ Q<0 and inf Ek −−−−→

k→−∞
0, we have

inf F = inf F ∩ ∪−1k=k0Ek
for some k0 ≤ −1. Since supp(g(λ, z)) is well-ordered, each Ek =
pk supp(g(λ, z)) is well-ordered and, hence, ∪−1k=k0Ek is well-ordered. It

follows that F ∩ ∪−1k=k0Ek and, hence, F have a least element.

In order to prove that (φkp(g(λ, z)))k≤−1 is summable, it remains to
prove that, for any γ ∈ Q, the set {k ≤ −1 | γ ∈ Ek} is finite. This is
clear since Ek ⊂ Q<0 and inf Ek −−−−→

k→−∞
0.

The proof in the case g(λ, z) ∈H >0
C(λ) is similar. �

Lemma 24. For any g(λ, z) =
∑

γ∈Q gγ(λ)zγ ∈ HC(λ), there exists a

unique f(λ, z) ∈HC(λ) such that

(31) (λφp − 1)(f(λ, z)) = g(λ, z).

If

g(λ, z) = g−(λ, z) + g0(λ) + g+(λ, z)
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with g−(λ, z) ∈H <0
C(λ), g0(λ) ∈ C, g+(λ, z) ∈H >0

C(λ), then we have

(32) f(λ, z) =
∑
k≤−1

λkφkp(g−(λ, z)) +
g0(λ)

λ− 1
−
∑
k≥0

λkφkp(g+(λ, z)).

Proof. Lemma 23 ensures that the families (λkφkp(g−(λ, z)))k≤−1 and

(λkφkp(g+(λ, z)))k≥0 are summable. The right-hand side of (32) is thus
meaningful and defines an element of HC(λ). A straightforward calcu-
lation shows that this f(λ, z) satisfies (31).

In order to prove that (32) is the unique element of HC(λ) satisfying
(31), it is necessary and sufficient to prove that there is no nonzero
h(λ, z) ∈HC(λ) such that

(33) (λφp − 1)(h(λ, z)) = 0.

If h(λ, z) ∈ HC(λ) satisfies (33) then we have λφp(h(λ, z)) =
h(λ, z). It follows that p supp(h(λ, z)) = supp(φp(h(λ, z))) =
supp(h(λ, z)) and, hence, for all k ∈ Z, pk supp(h(λ, z)) =
supp(h(λ, z)). Since supp(h(λ, z)) is well-ordered, the latter equalities
imply supp(h(λ, z)) ⊂ {0}; indeed, if there were γ ∈ supp(h(λ, z)) ∩
Q>0 (resp. γ ∈ supp(h(λ, z)) ∩ Q<0) then pZ≤0γ (resp. pZ≥0γ) would
be a subset of supp(f(λ, z)) with no least element, contradicting the
fact that supp(f(λ, z)) is well-ordered. So h(λ, z) = h0(λ) ∈ C(λ).
Inserting h(λ, z) = h0(λ) in (33), we find h(λ, z) = h0(λ) = 0, as
expected. �

Lemma 25. Consider µ ∈ Q and c ∈ C×. For any g(λ, z) =∑
γ∈Q gγ(λ)zγ ∈HC(λ), there exists a unique f(λ, z) =

∑
γ∈Q fγ(λ)zγ ∈

HC(λ) such that

(34) (z−µλφp − c)(f(λ, z)) = g(λ, z).

Moreover,
— if valz(θ−µ(z)g(λ, z)) ≥ 0 then valz(f(λ, z)) = valz(g(λ, z));
— if valz(θ−µ(z)g(λ, z)) < 0 then valz(θ−µ(z)f(λ, z)) =

valz(θ−µ(z)g(λ,z))
p

;

and
— if valz(θ−µ(z)g(λ, z)) < 0, then :

— cldz(f(λ, z)) = λ−1 cldz(g(λ, z));
— if the gγ(λ) have at most poles of order ρ at c, then the fγ(λ)

have at most poles of order ρ+ 1 at c;
— if valz(θ−µ(z)g(λ, z)) = 0, then :

— cldz(f(λ, z)) = (λ− c)−1 cldz(g(λ, z));
— if the gγ(λ) have no pole at c and if cldz(g(λ, z)) vanishes at

c, then the fγ(λ) have no pole at c;
— if valz(θ−µ(z)g(λ, z)) > 0, then :

— cldz(f(λ, z)) = (−c)−1 cldz(g(λ, z));
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— if the gγ(λ) have no pole at c, then the fγ(λ) have no pole at
c.

Last, if the gγ(λ) have at most poles of order ρ at c′ ∈ C× \ {c}, then
the fγ(λ) have at most poles of order ρ at c′.

Proof. Replacing λ by cλ, we can rewrite equation (34) as follows

(λφp − 1)(θ−µ(z)f(cλ, z)) = θ−µ(z)c−1g(cλ, z).

Combining this with Lemma 24, we get that there exists a unique
f(λ, z) ∈HC(λ) satisfying (34) and that it is given by

(35) θ−µf(λ, z) =
∑
k≤−1

(c−1λ)kφkp(g̃−(c−1λ, z))

+
g̃0(c

−1λ)

c−1λ− 1
−
∑
k≥0

(c−1λ)kφkp(g̃+(c−1λ, z))

where g̃−(λ, z) ∈H <0
C(λ), g̃0(λ) ∈ C, g̃+(λ, z),∈H >0

C(λ) are such that

θ−µ(z)c−1g(cλ, z) = g̃−(λ, z) + g̃0(λ) + g̃+(λ, z),

i.e.,

g̃−(λ, z) = θ−µ(z)
∑

γ∈Q< µ
p−1

c−1gγ(cλ)zγ ∈H <0
C(λ),

g̃0(λ) = c−1g µ
p−1

(cλ) ∈ C(λ)

and
g̃+(λ, z) = θ−µ(z)

∑
γ∈Q> µ

p−1

c−1gγ(cλ)zγ ∈H >0
C(λ).

The properties of f(λ, z) listed in the lemma follow by direct inspec-
tion of (35). �

Lemma 26. Consider µ ∈ Q, c1, . . . , cr ∈ C× and h1(z), . . . , hr(z) ∈
H × tangent to the identity. For any g(λ, z) ∈ HC(λ), there exists a
unique f(λ, z) ∈HC(λ) such that

(36) (z−µλφp− cr)hr(z)−1 · · · (z−µλφp− c1)h1(z)−1(f(λ, z)) = g(λ, z).

Moreover,
— if valz(θ−µ(z)g(λ, z)) ≥ 0 then valz(f(λ, z)) = valz(g(λ, z));
— if valz(θ−µ(z)g(λ, z)) < 0 then valz(θ−µ(z)f(λ, z)) =

valz(θ−µ(z)g(λ,z))
pr

;

and
— if valz(θ−µ(z)g(λ, z)) < 0, then :

— cldz(f(λ, z)) = λ−r cldz(g(λ, z));
— if the gγ(λ) have at most poles of order ρ at c ∈ C×, then the

fγ(λ) have at most poles of order ρ+m at c where m = ]{i ∈
{1, . . . , r} | ci = c};

— if valz(θ−µ(z)g(λ, z)) = 0, then :
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— cldz(f(λ, z)) = (λ− cr)−1 · · · (λ− c1)−1 cldz(g(λ, z));
— if the gγ(λ) and cldz(f(λ, z)) have no pole at c ∈ C×, then the

fγ(λ) have no pole at c;
— if valz(θ−µ(z)g(λ, z)) > 0, then :

— cldz(f(λ, z)) = (−cr)−1 · · · (−c1)−1 cldz(g(λ, z));
— if the gγ(λ) have no pole at c ∈ C×, then the fγ(λ) have no

pole at c.
Last, if the gγ(λ) have at most poles of order ρ at c′ ∈ C× \{c1, . . . , cr},
then the fγ(λ) have at most poles of order ρ at c′.

Proof. The equation (36) is equivalent to the system of equations

(z−µλφp − cr)hr(z)−1(fr(λ, z)) = g(λ, z)

(z−µλφp − cr−1)hr−1(z)−1(fr−1(λ, z)) = fr(λ, z)

· · ·
(z−µλφp − c1)h1(z)−1(f1(λ, z)) = f2(λ, z)

f(λ, z) = f1(λ, z).

The result follows by r successive applications of Lemma 25. �

8.2. Proof of Proposition 22. Using the fact that g(λ, z) ∈ HC(λ)
satisfies

(37) L(g(λ, z)eλ) = zvalz(a0(z))−
νj
p−1 (λ− c)sc,j+mc,jeλ

if and only if f(λ, z) = (λ− c)−sc,jg(λ, z) ∈HC(λ) satisfies

L(f(λ, z)eλ) = zvalz(a0(z))−
νj
p−1 (λ− c)mc,jeλ(38)

= zvalz(a0(z))θ−νj(z)(λ− c)mc,jeλ,
we see that, in order to prove Proposition 22, it is sufficient to prove
that :

(i) there exists a unique f(λ, z) in HC(λ) satisfying (37);

and that this f(λ, z) has the following properties :

(ii) valz(f(λ, z)) = −µj;

(iii) cldz f(λ, z) = λ−r1−···−rj−1

∏j
i=1

∏ri
j=1(−ci,j)

cldz a0(z)
(λ−c)mc,j∏rj
l=1(λ−cj,l)

;

(iv) the coefficients of f(λ, z) have poles of order at most sc,j at c.

In order to prove these claims, let us first note that (38) can be
rewritten as

(39) M(θνj(z)f(λ, z)) = zvalz(a0(z))(λ− c)mc,j

where
M = (L[θ−νj (z)])[eλ].

But, from the factorization

L = a(z)Lk · · ·L1
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given by Proposition 15, we get the factorization

M = a(z)Mk · · ·M1

where a(z) ∈H × is such that valz(a(z)) = valz(a0(z)) and where

Mi = (L
[θ−νj (z)]

i )[eλ]

= (zνi−νjλφp − ci,ri)hi,ri(z)−1 · · · (zνi−νjλφp − ci,1)hi,1(z)−1.

So, the equation (39) can be rewritten as follows :

(40)



Mk(fk(λ, z)) = zvalz(a0(z))

a(z)
(λ− c)mc,j

Mk−1(fk−1(λ, z)) = fk(λ, z)

· · ·
M1(f1(λ, z)) = f2(λ, z)

θνj(z)f(λ, z) = f1(λ, z).

Now, Lemma 26 ensures that there exists a unique k-uple

(f1(λ, z), . . . , fk(λ, z)) ∈H k
C(λ)

satisfying the first k equations of (40), whence the existence and the
uniqueness of f(λ, z) ∈ H satisfying (37); it is given by f(λ, z) =
θ−νj(z)f1(λ, z). This proves claim (i).

Note that valz(
zvalz(a0(z))

a(z)
) = 0 and set

α = cldz
zvalz(a0(z))

a(z)
= cldz a(z)−1.

For i ∈ {j + 1, . . . , k}, we have νi − νj > 0, so Lemma 26 ensures that
fk(λ, z), . . . , fj+1(λ, z) have z-adic valuation 0 with constant terms

cldz fk(λ, z) =

(
rk∏
l=1

(−ck,l)−1
)
α(λ− c)mc,j ,

cldz fk−1(λ, z) =

(
k∏

i=k−1

ri∏
l=1

(−ci,l)−1
)
α(λ− c)mc,j ,

. . . . . . . . .

cldz fj+1(λ, z) =

(
k∏

i=j+1

ri∏
l=1

(−ci,l)−1
)
α(λ− c)mc,j

and also that the coefficients of fk(λ, z), . . . , fj+1(λ, z) have no pole at
λ = c.

For i = j, we have νi − νj = 0, so Lemma 26 ensures that fj(λ, z)
has z-adic valuation 0 with constant term

cldz fj(λ, z) =

(
k∏

i=j+1

ri∏
l=1

(−ci,l)−1
)
α

(λ− c)mc,j∏rj
l=1(λ− cj,l)

and also that the coefficients of fj(λ, z) have no pole at λ = c.
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We have valz(θνj−1−νj(z)fj(λ, z)) = valz(θνj−1−νj(z)) < 0, so Lemma
26 ensures that

valz(θνj−1−νj(z)hj−1(λ, z)) =
valz(θνj−1−νj(z)hj(λ, z))

prj−1
< 0.

Therefore, we have

valz(θνj−2−νj(z)fj−1(λ, z))

= valz(θνj−2−νj−1
(z)) + valz(θνj−1−νj(z)fj−1(λ, z)) < 0

and Lemma 26 ensures that

valz(θνj−2−νj(z)fj−2(λ, z)) =
valz(θνj−2−νj(z)hj−1(λ, z))

prj−2
< 0.

An obvious iteration of this argument leads to the fact that, for i ∈
{1, . . . , j − 1}, we have

valz(θνi−νj(z)hi(λ, z)) =
valz(θνi−νj(z)fi+1(λ, z))

pri
< 0.

Therefore, we have

valz(θν1−νj(z)f1(λ, z)) =
valz(θν1−νj(z)h2(λ, z))

pr1

=
valz(θν1−ν2(z))

pr1
+

valz(θν2−νj(z)h2(λ, z))

pr1

=
valz(θν1−ν2(z))

pr1
+

valz(θν2−νj(z)h3(λ, z))

pr1+r2

= · · ·

=
valz(θν1−ν2(z))

pr1
+

valz(θν2−ν3(z))

pr1+r2
+ · · ·+

valz(θνj−1−νj(z))

pr1+r2+···+rj−1

=
1

p− 1

(
ν1 − ν2
pr1

+
ν2 − ν3
pr1+r2

+ · · ·+ νj−1 − νj
pr1+r2+···+rj−1

)
=
pr1(µ1 − µ2)

pr1
+
pr1+r2(µ2 − µ3)

pr1+r2
+ · · ·+ pr1+r2+···+rj−1(µj−1 − µj)

pr1+r2+···+rj−1

= µ1 − µj

so

valz(θ−νj(z)f1(λ, z)) = −µj.

This proves (ii).
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It follows also from Lemma 26 that

cldz(f1(λ, z)) = λ−r1−···−rj−1

(
k∏

i=j+1

ri∏
l=1

(−ci,l)−1
)
α

(λ− c)mc,j∏rj
l=1(λ− cj,l)

= λ−r1−···−rj−1

(
k∏

i=j+1

ri∏
l=1

(−ci,l)−1
) ∏k

i=1

∏ri
j=1(−ci,j)

cldz a0(z)

(λ− c)mc,j∏rj
l=1(λ− cj,l)

= λ−r1−···−rj−1

∏j
i=1

∏ri
j=1(−ci,j)

cldz a0(z)

(λ− c)mc,j∏rj
l=1(λ− cj,l)

(we have used the formula for cldz a(z) given by Proposition 15 for the
second equality) and that the coefficients of fj−1(λ, z), . . . , f1(λ, z) have
poles order at mostmc,j−1,mc,j−1+mc,j−2, . . . ,mc,j−1+mc,j−2+· · ·+mc,1

at c respectively. This prove (iii) and (iv).

9. Frobenius method : last justifications

We use the notations introduced at the very beginning of Section 8.
We have seen in Proposition 22 that, for any exponent c associated to
the slope µj of L, there exists a unique gc,j(λ, z) ∈HC(λ) such that

L(gc,j(λ, z)eλ) = zvalz(a0(z))−
νj
p−1 (λ− c)sc,j+mc,jeλ

where
sc,j = mc,1 + · · ·+mc,j−1.

and

νj = (p− 1)(pr1+···+rj−1(µj − µj−1) + · · ·+ pr1(µ2 − µ1) + µ1)

and that the coefficients of gc,j(λ, z) have no pole at λ = c and, hence,
gc,j(λ, z)eλ belongs to Rλ,c.

We first prove:

Proposition 27. For any m ∈ {0, . . . ,mc,j − 1},

yc,j,m = evλ=c(∂
sc,j+m
λ (gc,j(λ, z)eλ))

is a solution of L(y) = 0.

Proof. Using the fact that evλ=c and ∂λ are H -linear and commute
with φp, we see that, for any m ∈ {0, . . . ,mc,j − 1},

L(yc,j,m)

= L(evλ=c(∂
sc,j+m
λ (gc,j(λ, z)eλ))) = evλ=c ∂

sc,j+m
λ (L(gc,j(λ, z)eλ))

= zvalz(a0(z))−
νj
p−1 evλ=c ∂

sc,j+m
λ ((λ− c)sc,j+mc,jeλ)).

Since m ∈ {0, . . . ,mc,j − 1}, we have sc,j +m < sc,j +mc,j and, hence,

evλ=c ∂
sc,j+m
λ ((λ− c)sc,j+mc,jeλ)) = 0.

This proves that yc,j,m is a solution of L as claimed. �
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It remains to prove the following result.

Theorem 28. We have attached to any slope µj, to any exponent c
attached to the slope µj and to any m ∈ {0, . . . ,mc,j − 1}, a solution

yc,j,m = evλ=c(∂
sc,j+m
λ (gc,j(λ, z)eλ))

of L(y) = 0. These n solutions are C-linearly independent.

The proof is given in the following Section.

9.1. Proof of Theorem 28. Using the Leibniz rule, we see that

yc,j,m ∈ SpanH (evλ=c(∂
0
λ(eλ)), evλ=c(∂

1
λ(eλ)), . . .

. . . , evλ=c(∂
sc,j+mc,j−1
λ (eλ)))

= SpanH (ec, `c,1, . . . , `c,sc,j+mc,j−1) ⊂ SpanH (`c,j)j≥0.

But, Lemma 30 proven below guarantees that the family (`c,j)c∈C×,j≥0
is H -linearly independent. So, in order to prove Theorem 28, it
is sufficient to prove that, for any exponent c of L, the family
(yc,j,m)j∈{1,...,k},m∈{0,...,mc,j−1} is C-linearly independent. Let us prove
this. Fix such a c and consider a family (ac,j,m)j∈{1,...,k},m∈{0,...,mc,j−1} of
complex numbers such that

(41)
∑

j∈{1,...,k},m∈{0,...,mc,j−1}

ac,j,myc,j,m = 0.

We have to prove that the ac,j,m are all 0. In this respect, we will use
the following result.

Lemma 29. We have a decomposition of the form

(42) yc,j,m =

sc,j+m∑
u=0

hc,j,m,u(z)`c,u

=
m−1∑
u=0

hc,j,m,u(z)`c,u + hc,j,m,m`c,m +

sc,j+m∑
u=m+1

hc,j,m,u(z)`c,u

for some hc,j,m,u(z) ∈H such that

(43)


valz(hc,j,m,u(z)) ≥ −µj for u ∈ {0, . . . ,m− 1},
valz(hc,j,m,m(z)) = −µj,
valz(hc,j,m,u(z)) > −µj for u ∈ {m+ 1 . . . , sc,j +m}.

Proof. Using Leibniz rule, we obtain

∂
sc,j+m
λ (gc,j(λ, z)eλ) =

sc,j+m∑
u=0

u!

(
sc,j +m

u

)
∂
sc,j+m−u
λ (gc,j(λ, z))`λ,u
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and, hence,

yc,j,m = evλ=c ∂
sc,j+m
λ (gc,j(λ, z)eλ) =

sc,j+m∑
u=0

hc,j,m,u`c,u.

with

hc,j,m,u(z) = u!

(
sc,j +m

u

)
evλ=c ∂

sc,j+m−u
λ (gc,j(λ, z)) ∈H .

Accordingly to (29), we have

valz(gc,j(λ, z)) = −µj
and, hence,

valz(hc,j,m,u(z)) ≥ valz(gc,j(λ, z)) = −µj.

Moreover, the latter inequality is an equality if and only if

(44) evλ=c ∂
sc,j+m−u
λ (cldz gc,j(λ, z)) 6= 0

and it is a strict inequality if and only if

(45) evλ=c ∂
sc,j+m−u
λ (cldz gc,j(λ, z)) = 0.

But, using (30), we see that cldz gc,j(λ, z) is a rational function in λ
with (λ−c)-adic valuation sc,j. So, (44) holds true if sc,j +m−u = sc,j
and that (45) holds true if sc,j +m− u < sc,j. Whence the result. �

Inserting (42) in (41), we get

(46)
∑

j∈{1,...,k},m∈{0,...,mc,j−1}

sc,j+m∑
u=0

ac,j,mhc,j,m,u(z)`c,u.

Using the fact that the family (`c,j)j≥0 is H -linearly independent (see
Lemma 30 below), we get, for all u ∈ {0, . . . , sc,k+1 − 1},

(47)
∑

j∈{1,...,k},m∈{0,...,mc,j−1}
such that u∈{0,...,sc,j+m}

ac,j,mhc,j,m,u(z) = 0.

But, using (43), we see that
— for u = mc,k−1, all the terms in (47), with the possible exception

of the term ac,k,mc,k−1hc,k,mc,k−1,mc,k−1(z) corresponding to j = k
and m = mc,k − 1, have z-adic valuation > −µk;

— valz(hc,k,mc,k−1,mc,k−1(z)) = −µk.
It follows that ac,k,mk−1 = 0.

Similarly, using (43), we see that
— for u = mc,k − 2, all the nonzero terms in (47), with the possible

exception of the term ac,k,mc,k−2hc,k,mc,k−2,mc,k−2(z) corresponding
to j = k and m = mc,k − 2 have z-adic valuation > −µk;

— valz(hc,k,mk−2,mk−2(z)) = −µk.
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It follows that ac,k,mk−2 = 0.
Iterating this procedure, we find ac,k,m = 0 for m ∈ {0, . . . ,mc,k−1}.
An obvious iteration of what precedes yields to ac,j,m = 0 for all

j ∈ {1, . . . , k} and all m ∈ {0, . . . ,mc,j − 1}, as expected.

In order to complete the proof, it remains to state and prove the
following two lemmas used above.

Lemma 30. The family (`c,j)c∈C×,j≥0 is H -linearly independent.

Proof. Assume on the contrary that the family (`c,j)c∈C×,j≥0 is
H -linearly dependent. Consider a H -linearly dependent family
(`c,j)c∈C,j≥0 with C ⊂ C× finite (nonempty) of minimal cardinality.
There exist c ∈ C and j ≥ 0 such that `c,j is a H -linear combinaison
of the `d,k with d ∈ C such that d 6= c or (d = c and k < j).

Let us first assume that j = 0. So, we have

(48) ec =
∑

d∈C\{c},k≥0

αd,k(z)`d,k

for some αd,k(z) ∈H . Applying φp to this equality, we obtain:

(49) cec =
∑

d∈C\{c},k≥0

φp(αd,k(z))(d`d,k + `d,k−1).

Considering the linear combinaison (49)− c(48), we find

(50)

0 =
∑

d∈C\{c},k≥0

(dφp(αd,k(z))−cαd,k(z))`d,k+
∑

d∈C\{c},k≥0

φp(αd,k(z))`d,k−1

=
∑

d∈C\{c},k≥0

(dφp(αd,k(z))− cαd,k(z) + φp(αd,k+1(z)))`d,k.

We claim that this H -linear relation is nontrivial. Indeed, assume at
the contrary that, for all d ∈ C \ {c} and all k ≥ 0, we have

dφp(αd,k(z))− cαd,k(z) + φp(αd,k+1(z)) = 0.

For k large enough, we have αd,k+1(z) = 0. But, if αd,k+1(z) = 0 then
it follows from Lemma 31 below that αd,k(z) = 0. Iterating this, we
find that all the αd,k(z) with d ∈ C \ {c} and k ≥ 0 are zero, whence
a contradiction. So, the linear combinaison (50) is non trivial; this
contradicts the minimality of C.

We now assume that j ≥ 1. We have

(51) `c,j =

j−1∑
k=0

αc,k(z)`c,k +
∑

d6=c,k≥0

αd,k(z)`d,k
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for some αd,k(z) ∈H . Applying φp to this equality, we find:

(52) c`c,j + `c,j−1 =

j−1∑
k=0

φp(αc,k(z))(c`c,k + `c,k−1)

+
∑

d 6=c,k≥0

φp(αd,k(z))(d`d,k + `d,k−1).

Considering the linear combination (52)−c(51), we get

(53) `c,j−1 =

j−1∑
k=0

c(φp(αc,k(z))− αc,k(z))`c,k +

j−1∑
k=0

φp(αc,k(z))`c,k−1

+
∑

d6=c,k≥0

(dφp(αd,k(z))− cαd,k(z))`d,k +
∑

d6=c,k≥0

φp(αd,k(z))`d,k−1.

The above equality can be rewritten as

(54) (1− c(φp(αc,j−1(z))− αc,j−1(z)))`c,j−1

=

j−2∑
k=0

c(φp(αc,k(z))− αc,k(z))`c,k +

j−1∑
k=0

φp(αc,k(z))`c,k−1

+
∑

d 6=c,k≥0

(dφp(αd,k(z))− cαd,k(z))`d,k +
∑

d 6=c,k≥0

φp(αd,k(z))`d,k−1.

But 1−c(φp(αc,j−1(z))−αc,j−1(z)) 6= 0 (follows from Lemma 31 below),
so we obtain that `c,j−1 is a H -linear combinaison of the `d,k with d ∈ C
such that d 6= c or (d = c and k < j − 1). Iterating this, we get that
ec,j is a H -linear combinaison of the `d,k with d ∈ C \ {c} and, hence,
we are reduced to the first case considered at the beginning of this
proof. �

Lemma 31. Let R be a ring. If g(z) ∈ HR has a nonzero constant
term, then the equation

φp(f(z))− f(z) = g(z)

has no solution f(z) ∈HR.
Assume that R is an integral domain. If c, d are distinct nonzero

elements of R, then the equation

cφp(f(z))− df(z) = 0

has no nonzero solution f(z) ∈HR.

Proof. The first assertion follows from the fact that, for any f(z) =∑
γ∈Q fγz

γ ∈HR, the constant term of φp(f(z))−f(z) =
∑

γ∈Q(fγ/p−
fγ)z

γ is equal to f0/p − f0 = 0.
Let us prove the second assertion. Consider c, d as in the statement of

the lemma and let f(z) =
∑

γ∈Q fγz
γ ∈HR be such that cφp(f)−df =
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0, i.e., such that, for all γ ∈ Q, cfγ/p− dfγ = 0. If f(z) 6= 0, then there
exists γ ∈ Q× such that fγ 6= 0 and the latter equation implies that
fpkγ 6= 0 for all k ∈ Z, i.e., that pZγ ⊂ supp(f(z)). This contradicts
the fact that supp(f(z)) is well-ordered. �
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