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We study the contact process on a dynamic random d-regular graph with
an edge-switching mechanism as well as an interacting particle system that
arises from the local description of this process called the herds process. Both
these processes were introduced in (da Silva, Oliveira and Valesin (2021));
there it was shown that the herds process has a phase transition with respect
to the infectivity parameter λ, depending on the parameter v that governs
the edge dynamics. Improving on a result of (da Silva, Oliveira and Valesin
(2021)), we prove that the critical value of λ is strictly decreasing with v.
We also prove that, in the subcritical regime, the extinction time of the herds
process started from a single individual has an exponential tail. Finally, we
apply these results to study the subcritical regime of the contact process on the
dynamic d-regular graph. We show that, starting from all vertices infected, the
infection goes extinct in a time that is logarithmic in the number of vertices
of the graph, with high probability.

1. Introduction. This paper is a follow-up to [12], which studied the contact process
on a dynamic random d-regular graph with an edge-flip mechanism introduced in [10]. The
work [12] mainly focused on proving the existence of a supercritical regime, where the extinc-
tion time of the process grows exponentially with the number of vertices of the graph. Here
we show that there is a phase transition between two regimes, where the order of magnitude
of the extinction time switches abruptly from logarithmic to exponential, as the infection pa-
rameter crosses a critical value. The highlight of our analysis is that it allows us to establish
that this critical value of the infection parameter is a strictly monotone function of the rate of
the edge-flip mechanism.

1.1. Contact process on static finite graphs. The contact process on a graph G is an in-
teracting particle system in which the vertices of the graph can be either healthy or infected.
Healthy vertices get infected at rate λ times the number of infected neighbors, where λ > 0
is a fixed parameter of the model, while infected vertices become healthy at rate 1, indepen-
dently of each other. When the graph G is infinite, a quantity of interest is the critical rate
λc(G), defined as the supremum of the values of λ for which the process started from any
finite infected set dies out (reaches the all-healthy configuration) almost surely.

In the case when G is finite, the all-healthy configuration is always reached almost surely
(regardless of λ). The extinction time τG is the hitting time of the all-healthy configuration,
for the process started from all infected. It has been observed in several cases that, when
(Gn)n≥1 is a sequence of finite graphs which converges locally to some (rooted) infinite
graph G∞, typically the extinction time τGn grows logarithmically with n when λ is smaller
than λc(G∞) and grows exponentially with n when λ is larger than λc(G∞). For instance,
this has been shown when Gn is a d-dimensional cube {0, . . . , n}d [8, 14, 15, 29, 33], a d-
regular tree up to height n [11, 36], or in the case which interests us more here, when Gn is a
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random d-regular graph with n vertices [23, 30], in which cases G∞ is, respectively, Zd , the
canopy tree, and the d-regular tree T

d .

1.2. Contact process on a dynamical random d-regular graph. We present now the dy-
namical version of the random d-regular graph first introduced and studied in [10]. Through-
out the paper we fix the degree d ≥ 3, and whenever we talk about a d-regular graph with n

vertices, we assume that nd is even. We allow our graphs to contain loops (edges involving
the same vertex twice) and parallel edges (multiple edges between the same two vertices),
but we will keep writing “graph,” instead of some other terminology such as “multigraph.”

Let G be a d-regular graph with n vertices and e, e′ be two of its edges; let u, v be the
vertices of e and u′, v′ the vertices of e′. We can define two possible switches of these edges
by replacing them with either: (1) edges with vertices {u,u′} and {v, v′} or (2) edges with
vertices {u, v′} and {v,u′}. We then define a continuous-time Markov chain (Gt)t≥0 on the
space of d-regular graphs on a fixed set of n vertices, as follows. The initial graph G0 is
distributed according to the uniform distribution on the set of d-regular graphs. Then, given
the state Gt at time t , we prescribe that any of the 2 · (︁|E|

2

)︁
possible edge switches occurs

on this graph with rate v
nd

, where v > 0 is a positive parameter. It is readily seen that the
uniform distribution on random d-regular graphs is stationary with respect to this dynamics
and, moreover, that any fixed edge is involved in a switch at a rate which converges to v, as
n → ∞. It is also interesting to note that a d-regular graph on n vertices sampled uniformly
at random is connected with high probability as n → ∞ (see [4], Section 7.6).

We next consider the process (Gt , ξt )t≥0, where (Gt)t≥0 is as above and (ξt )t≥0 is a contact
process evolving on the dynamic graph. As previously mentioned, the process starts from the
configuration where all vertices are infected, and our main interest is in the time τ(Gt ) when
the process reaches the all-healthy configuration. The following result was proved in [12]. In
both this theorem and in Theorem 1.2 below, the probability measure P includes the random-
ness of both the random dynamic graph and the contact process.

THEOREM 1.1 ([12]). For each v > 0, there exists λ̄(v) ∈ (0, λc(T
d)) such that the fol-

lowing holds. For any λ > λ̄(v), there exists c > 0 such that

P
(︁
τ(Gt ) > exp{cn})︁ n→∞−−−→ 1.

Note, in particular, the interesting feature that λ̄(v) is strictly smaller than λc(T
d), which

means that the dynamics of the graph helps the contact process to survive for a longer time
than in the static model.

1.3. Main results. In this paper we complete the picture by proving the following result.

THEOREM 1.2. For each v > 0, there exists λ̄(v) ∈ (0, λc(T
d)) such that the following

holds:

(i) For any λ > λ̄(v), there exists c > 0 such that

P
(︁
τ(Gt ) > exp{cn})︁ n→∞−−−→ 1.

(ii) For any λ < λ̄(v), there exists C > 0 such that

P(τ(Gt ) > C logn)
n→∞−−−→ 0.

As in the static case, the value λ̄(v) corresponds to the critical value for the contact process
on a limiting model, which in our case is called the herds process. This was introduced and
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analyzed in [12], where, in particular, a phase transition delimited by a positive and finite
parameter λ̄(v) was established. Here we improve upon this result by showing that the herds
process exhibits a form of sharp threshold phenomenon, namely, that the tail distribution of
the extinction time decays exponentially fast in the whole subcritical regime (see Lemma 3.2
below). An informal description of the herds process is given in the next subsection, and a
precise definition is given in Section 2.

Our second result answers a question of [12] concerning the monotonicity of λ̄(v).

THEOREM 1.3. The mapping v →⃓ λ̄(v) is strictly decreasing.

By combining Theorems 1.2 and 1.3, we see that, for any v1 < v2, there exist values of λ

such that the contact process on the dynamic graph (Gt) dies out in logarithmic time at pa-
rameter values (λ, v1) and survives exponentially long at parameter values (λ, v2). A natural
direction of investigation would be to show that, when v1 < v2 and λ > λ̄(v1) (so that λ is
supercritical for both speeds), the typical (“metastable”) density of infection in the graph is
larger at (λ, v2) than it is at (λ, v1). Using elementary duality properties of the contact pro-
cess, this problem is related to proving strict monotonicity of the extinction probability of the
herds process with respect to v. Since our methods do not involve direct comparison through
coupling between processes with different choices of v, we are unable to settle this issue; see
also the discussion in Remark 2.4 about this difficulty. In fact, when 0 = v1 < v2, a coupling
between the two processes entailing stochastic domination can be defined, and this was used
in [12] to show that λ̄(v) < λ̄(0) = λc(T

d), for any v > 0, but this is a very special case.

1.4. Methods of proof and organization of the paper. As in [12], the proof of Theorem 1.2
relies on a detailed analysis of the herds process. Informally, this process evolves as a contact
process on a family of d-regular trees, where the number of trees also evolves with time. On
each tree the process obeys the same rules as the usual contact process, regarding infection
and recovery (though we adopt a slight change of terminology: the vertex states “healthy” and
“infected” here are called “empty” and “occupied by a particle,” respectively). In addition,
each edge in any of the existing trees splits the tree into two pieces at a constant rate v. When
this happens, the two disjoint pieces of the tree are extended to form two new copies of a
d-regular tree.

The value λ̄(v) is defined as the threshold for the infection parameter λ above which the
process has a positive probability of surviving forever, when starting from a single tree with a
single particle. The heart of the proof is to show that, when λ is smaller than this threshold, the
probability to survive for a time larger than t decays exponentially fast with t . This is obtained
using some coupling argument with a two-type herds process, which allows to show that the
expected number of infected particles at time t , denoted (in this section only) F(λ, v, t), is a
submultiplicative sequence (as a function of the time parameter); see Section 2.2. Using this,
we can define the rate of exponential decay of this function, ϕ(λ, v), and then the proof boils
down to showing that it is strictly increasing with respect to both parameters. This is obtained
via a kind of Russo’s formula; see Proposition 3.7, which in our setting is quite involved,
compared to the original formula from percolation theory. Moreover, the strict monotonicity
of ϕ(λ, v) also proves Theorem 1.3.

Another important ingredient is to control the higher moments of the number of infected
particles, which requires some serious additional technical work, due to the nonlinearity of
these functionals; see Section 3.3. Bounding higher moments is needed to control the total
number of particle births (or in the usual contact process terminology, infections) up to the
extinction time, which in turn allows one to couple the contact process on a large dynamic
d-regular graph with the herds process, up to this extinction time. This coupling argument is
explained in Section 4, where we complete the proof of Theorem 1.2.
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1.5. Related works. The study of the phase transition for long vs. short time extinction
for the contact process on finite graphs and the closely related question of metastability in
the supercritical regime has been studied intensively over the past years, in particular, as we
already mentioned on finite boxes of Zd [8, 14–16, 29, 33], finite d-regular trees [11, 36],
and random d-regular graphs [23, 30], but also in a number of other examples, such as the
configuration model with power law degree distribution [7, 9, 28], or with general degree-
distribution [3, 19], preferential attachment graphs [2, 5], Erdős–Rényi random graphs [3],
inhomogeneous random graphs [6], or hyperbolic random graphs [25]. There are also results
concerning some general classes of finite graph sequences [27, 32].

On the other hand, the study of the contact process on dynamical graphs started more
recently; see, for example, [12, 13, 18, 20–22, 26, 31, 34, 35].

The phenomenon identified in our Theorem 1.3—roughly put, “more rapid graph dynamics
helps the infection survive”—should not be expected to be universal for the contact process
on dynamic graphs. In graphs where degrees are highly heterogeneous, high-degree vertices
(“stars”) play a crucial role in maintaining the infection when the infection rate is small, and
this mechanism can be compromised by rapid breaking of edges. This is the case, for in-
stance, in the power law graphs studied in [21]: in Theorem 1 there, there are situations when
increasing the parameter η, which controls the speed of graph updates, causes a fast extinc-
tion regime to appear, thus in the opposite direction as in our setting. It would be interesting
to investigate situations where degrees are heterogeneous but not as drastically as in a power
law random graph, for instance, when degrees are bounded. Presumably, in such a setting, an
analysis of a limiting graph dynamics could still be carried out, and our methods involving
differential inequalities could be helpful.

2. Preliminaries on the herds process. In this section we give a formal definition of
the herds process and introduce notation. We also present some tools that will be employed
in the analysis of this process in later sections, namely, stochastic domination by a pure-birth
process and a submultiplicativity inequality for the expectation of the number of particles.

2.1. Definition and construction. Throughout this paper we fix d ≥ 3 and let Td denote
the infinite d-regular rooted tree. The root is denoted by o, and we write u ∼ v when two
vertices u and v are neighbors.

DEFINITION 2.1. Let

Pf
(︁
T

d)︁ := {︁
A ⊂ T

d : A is finite and nonempty
}︁
.

We call each A ∈ Pf(T
d) a herd shape and each x ∈ A a particle of A. Given a herd shape A

and an edge e = {u, v} of Td with u closer to the root than v, in the graph distance of Td ,
define

Ae,1 := {w ∈ A : w is closer to u than to v}, Ae,2 := A\Ae,1.

We say that e is an active edge of A if Ae,1 ≠ ∅ and Ae,2 ≠ ∅.

DEFINITION 2.2. Define the set of herd configurations

S :=
{︃
ξ : Pf

(︁
T

d)︁→ N0 with
∑︂
A

ξ(A) < ∞
}︃
.

In a herd configuration ξ ∈ S , ξ(A) is interpreted as the number of herds with shape A.
Given A ∈ Pf(T

d), we let δA denote the herd configuration such that δA(B) = 1 if B = A,
and δA(B) = 0 otherwise. An enumeration of ξ ∈ S is a sequence A1, . . . ,Am ∈ Pf(T

d) such
that ξ =∑︁m

i=1 δAi
.
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We will generally denote deterministic elements of S by the letter ξ and random elements
of S by Ξ.

DEFINITION 2.3. The herds process (Ξt)t≥0 with birth rate λ > 0 and splitting rate v > 0
is a continuous-time Markov chain on S whose dynamics is given by the following descrip-
tion of possible jumps and corresponding rates:

(a) Death in herds with more than one particle: For each A with |A| > 1 such that ξ(A) >

0, and for each x ∈ A, with rate ξ(A), the process jumps from ξ to ξ − δA + δA\{x}.
(b) Death in herds with one particle: For each A with |A| = 1 such that ξ(A) > 0, with

rate ξ(A), the process jumps from ξ to ξ − δA.
(c) Birth: for each A such that ξ(A) > 0, and for each y ∈ T

d with y /∈ A, with rate λ ·
|{x ∈ A : x ∼ y}| · ξ(A), the process jumps from ξ to ξ − δA + δA∪{y}.

(d) Split: for each A such that ξ(A) > 0, and for each active edge e of A, with rate v ·ξ(A),
the process jumps from ξ to ξ − δA + δAe,1 + δAe,2 .

REMARK 2.1. A priori, it could be the case that the above description gave rise to an
explosive chain, that is, a chain that jumps infinitely many times in a bounded time interval.
So, strictly speaking, the process is only defined up to the explosion time (the infimum of
times t > 0 such that infinitely many jumps happen in (0, t)). However, we will show shortly
(see Corollary 2.2 below) that the chain is, in fact, not explosive.

REMARK 2.2. Our choice for the state space S of the herds process makes it so that, in
case there are multiple herds with the same shape A (meaning that ξ(A) ≥ 2), then these herds
are indistinguishable. An alternative choice was made in [12]: there, a state of the process was
an index set J and a mapping from J to Pf(T

d) so that each i ∈ J represented a different
herd. This alternative choice requires heavier notation but has some advantages; for instance,
when a particle is born in a herd, it makes sense to consider the herd before and after the
birth (since it keeps the same index). Although here we will adopt the leaner description of
Definition 2.3, we will sometimes pretend that a richer description is available. For instance,
in one of our arguments (see Lemma 3.3), we fix a particle in a herd at time 0, and consider
the evolution of the cardinality of the herd containing that particle for times t ≥ 0.

We let P be a probability measure under which the herds process is defined and E the
associated expectation. When we want to be explicit about the parameters, we will write Pλ,v

and Eλ,v. When no explicit mention regarding the initial configuration is made, we assume
it to consist of a single herd with a single particle placed at the root vertex. We may
write Pλ,v(·|Ξ0 = ξ) (and similarly, Eλ,v[·|Ξ0 = ξ ]) to specify some other initial configu-
ration ξ ∈ S .

DEFINITION 2.4. Given ξ ∈ S , we let

(1) X(ξ) := ∑︂
A∈Pf(Td )

|A| · ξ(A),

where | · | denotes cardinality; that is, X(ξ) is the total number of particles among all herds
in ξ . We also let

(2) E (ξ) := ∑︂
A∈Pf(Td )

⃓⃓{active edges of A}⃓⃓ · ξ(A),

the total number of active edges among all herds of ξ . For the herds process (Ξt)t≥0 (started
from an arbitrary configuration), we write

(3) Xt := X(Ξt), Et := E (Ξt),

with X and E as in (1) and (2), respectively.
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We now state a useful stochastic domination result. The proof involves a quick inspection
of transition rates, and we omit it.

LEMMA 2.1 (Domination by pure-birth chain). For the herds process (Ξt)t≥0 with pa-
rameters λ, v and some initial configuration ξ ∈ S , let Nt denote the number of birth events
until time t . Let (Zt )t≥0 be the continuous-time Markov chain on N with Z0 = X(ξ) and jump
rates

(4) q(i, i + 1) = dλi, q(i, j) = 0 for j ≠ i + 1.

Then (Nt)t≥0 is stochastically dominated by (Zt − Z0)t≥0. In particular, P(Nt < ∞) ≥
P(Zt < ∞) = 1 for any t .

COROLLARY 2.2. The herds process is nonexplosive.

PROOF. As above, let Nt denote the number of birth events of the herds process until
time t . The number of death events in [0, t] is necessarily smaller than X(Ξ0)+Nt . Moreover,
the number of splitting events in [0, t] is at most E (Ξ0)+Nt (indeed, births cause the number
of active edges to increase by at most one, while deaths and splittings cannot increase the
number of active edges). This shows that the total number of jumps of the process in [0, t] is
at most X(Ξ0)+E (Ξ0)+ 3Nt . Since Nt is almost surely finite, we conclude that the number
of jumps also is. □

We also have the following important consequence concerning the processes (Xt) and (Et )

defined in (3).

COROLLARY 2.3. For any λ > 0, v > 0, T > 0, and k ≥ 1, there exists c > 0 such that
the herds process (Ξt)t≥0 with parameters λ, v and arbitrary (deterministic) initial configu-
ration ξ satisfies

E

[︂
max

0≤t≤T
(Xt)

k
⃓⃓
Ξ0 = ξ

]︂
≤ cX(ξ)k

and

E

[︂
max

0≤t≤T
(Et )

k
⃓⃓
Ξ0 = ξ

]︂
≤ c
(︁
X(ξ) + E (ξ)

)︁k
.

PROOF. Again, let Nt denote the number of births in the herds process until time t . Note
that

(5) max
0≤t≤T

Xt ≤ X0 + NT and max
0≤t≤T

Et ≤ E0 + NT ;

to justify the latter, we observe that deaths and splits can only decrease Et , while a birth can
increase Et by at most one.

Let (Zt )t≥0 be the pure-birth chain of Lemma 2.1, started with Z0 = X0. By that
lemma, (Zt − Z0)t≥0 stochastically dominates (Nt )t≥0. Then

E

[︂
max

0≤t≤T
(Xt)

k
⃓⃓
Ξ0 = ξ

]︂
≤ E

[︁
(X0 + NT )k|Ξ0 = ξ

]︁≤ E
[︁
Zk

T

]︁
,

where the last expectation is with respect to the probability measure under which (Zt ) is
defined (note that Z0 = X0 is fixed and deterministic). Next, the law of ZT is equal to the
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law of
∑︁Z0

i=1 ζ
(i)
T , where (ζ

(1)
t ), . . . , (ζ

(Z0)
t ) are independent pure-birth processes with rates as

in (4), each started with a population of one. Using Minkowski’s inequality,

E
[︁
Zk

T

]︁1/k ≤
Z0∑︂
i=1

E
[︁(︁

ζ
(i)
T

)︁k]︁1/k = cX0,

where c := E[(ζ (1)
T )k]1/k , which by [1], Corollary 1, page 111, is finite and only depends

on λ, k and T . This completes the proof of the first bound. For the second one, we start using
the second bound in (5),

E

[︂
max

0≤t≤T
(Et )

k
⃓⃓
Ξ0 = ξ

]︂
≤ E

[︁
(E0 + NT )k|Ξ0 = ξ

]︁≤ E
[︁
(E0 + ZT − Z0)

k|Z0 = X0
]︁
,

and then complete the proof as in the previous case. □

We now present three properties of the herds process (in Lemmas 2.4, 2.5, and 2.6 below).
In all three cases, the proof is elementary and omitted.

LEMMA 2.4 (Invariance under tree automorphisms). Let ψ : Td → T
d be a graph auto-

morphism. Fix A ∈ Pf(T
d), and let (Ξt)t≥0 and (Ξ′

t )t≥0 be herds processes started from δA

and δψ(A), respectively. Then the process∑︂
A∈Pf(Td )

Ξt (A) · δψ(A), t ≥ 0

has the same distribution as (Ξ′
t )t≥0. In particular, the processes (X(Ξt))t≥0 and (X(Ξ′

t ))t≥0
have the same distribution.

LEMMA 2.5 (Decomposition into independent processes). Let ξ ∈ S with enumera-
tion ξ =∑︁n

i=1 δAi
, where A1, . . . ,An ∈ Pf(T

d). Then the herds process, started from ξ , has

the same distribution as (Ξ
(1)
t + · · · + Ξ

(n)
t )t≥0, where (Ξ

(1)
t )t≥0, . . ., (Ξ

(n)
t )t≥0 are indepen-

dent herds processes, started from δA1 , . . ., δAn , respectively.

Before stating the third property, we define a partial order on S .

DEFINITION 2.5. Given two herd configurations ξ and ξ ′, we write ξ ⪯ ξ ′ if there exist
enumerations

ξ =
m∑︂

i=1

δAi
, ξ ′ =

n∑︂
j=1

δA′
j

such that m ≤ n and Ai ⊂ A′
i , for i = 1, . . . ,m.

LEMMA 2.6 (Attractiveness). If ξ ⪯ ξ ′, then (Ξt)t≥0, started from ξ , is stochastically
dominated (with respect to ⪯) by (Ξ′

t )t≥0 started from ξ ′.

We now give a definition pertaining to extinction vs. survival of the herds process and
introduce the value λ̄(v) that appears in the statements of our main theorems.

DEFINITION 2.6. We say that the herds process survives if the event {∑︁A Ξt(A) > 0 ∀t}
occurs, that is, the process always has particles; otherwise, we say that the process dies out.
For any v > 0, we define λ̄(v) as the supremum of the values of λ for which the process with
parameters λ and v dies out with probability 1.
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It is easy to see that λ̄(v) ≥ 1/d . Indeed, when λ < 1/d , the rate at which existing parti-
cles die always exceeds the rate at which new particles are born, so the process eventually
reaches the empty configuration. A moment’s thought, using, for instance, a comparison with
a branching process, shows that λ̄(v) < ∞.

REMARK 2.3. The critical value λ̄(0) is just the critical rate separating between the ex-
tinction and the (global) survival regimes on the (static) infinite d-regular tree. It is known

that d · λ̄(0)
d→∞−−−→ 1 (see [24], p. 135, (5.4)). We can then also conclude that, for any v > 0,

we have d · λ̄(v)
d→∞−−−→ 1, by combining the bound λ̄(v) ≥ 1/d mentioned above with the

bound λ̄(v) < λ̄(0), which was already given in [12], Theorem 3.

2.2. Submultiplicativity of number of particles. The goal of this section is to prove the
following inequality. Recall that Xt denotes the number of particles in the herds process at
time t . Also, recall that, whenever the initial condition of the herds process is omitted (say,
as in the expectation in the right-hand side of (6) below), it is equal to δ{o}.

PROPOSITION 2.7. For any t ≥ 0, p ≥ 1 and ξ ∈ S , we have

(6) E
[︁
X

p
t |Ξ0 = ξ

]︁≤ X(ξ)p ·E[︁Xp
t

]︁
.

Consequently, for any t, s ≥ 0, p ≥ 1 and ξ ∈ S , we have

(7) E
[︁
X

p
t+s |Ξ0 = ξ

]︁≤ E
[︁
Xp

s |Ξ0 = ξ
]︁ ·E[︁Xp

t

]︁
.

This proposition will be a consequence of the following lemma.

LEMMA 2.8. Let A,B ∈ Pf(T
d) be disjoint and p ≥ 1. Then

E
[︁
X

p
t |Ξ0 = δA∪B

]︁1/p ≤ E
[︁
X

p
t |Ξ0 = δA

]︁1/p +E
[︁
X

p
t |Ξ0 = δB

]︁1/p
.

We postpone the proof of this lemma and, for now, show how it implies the proposition.

PROOF OF PROPOSITION 2.7. We claim that, for any p ≥ 1, A ∈ Pf(T
d), and t ≥ 0,

(8) E
[︁
X

p
t |Ξ0 = δA

]︁1/p ≤ |A| ·E[︁Xp
t

]︁1/p
.

We prove this by induction on |A|. For |A| = 1, the above holds with an equality by
Lemma 2.4. For the induction step, we assume that |A| ≥ 2, take u ∈ A and bound, using
Lemma 2.8, Lemma 2.4, and the induction hypothesis,

E
[︁
X

p
t |Ξ0 = δA

]︁1/p ≤ E
[︁
X

p
t |Ξ0 = δA\{u}

]︁1/p +E
[︁
X

p
t |Ξ0 = δ{u}

]︁1/p

≤ (︁⃓⃓A\{u}⃓⃓)︁ ·E[︁Xp
t

]︁1/p +E
[︁
X

p
t

]︁1/p

= |A| ·E[︁Xp
t

]︁1/p
.

Now, take ξ ∈ S with enumeration ξ =∑︁m
i=1 δAi

. Let (Ξ
(1)
t ), . . . , (Ξ

(m)
t ) be independent

herds processes, started from δA1, . . . , δAm , respectively. By Lemma 2.5 we have

E
[︁
X

p
t |Ξ0 = ξ

]︁1/p = E

[︄(︄
m∑︂

i=1

X
(︁
Ξ

(i)
t

)︁)︄p]︄1/p

.



CONTACT PROCESS ON DYNAMIC REGULAR GRAPHS 761

Minkowski’s inequality gives

(9) E

[︄(︄
m∑︂

i=1

X
(︁
Ξ

(i)
t

)︁)︄p]︄1/p

≤
m∑︂

i=1

E
[︁
X
(︁
Ξ

(i)
t

)︁p]︁1/p
.

By (8) the right-hand side is smaller than
m∑︂

i=1

|Ai | ·E[︁Xp
t

]︁1/p = X(ξ) ·E[︁Xp
t

]︁1/p
.

We have thus proved (6). To prove (7), we use the Markov property. Let s, t ≥ 0 and ξ ∈ S ;
we have

E
[︁
X

p
t+s |Ξ0 = ξ

]︁= ∑︂
ξ ′∈S

E
[︁
X

p
t+s |Ξs = ξ ′]︁ · P(︁Ξs = ξ ′|Ξ0 = ξ

)︁
≤ ∑︂

ξ ′∈S
X
(︁
ξ ′)︁p ·E[︁Xp

t

]︁ · P(︁Ξs = ξ ′|Ξ0 = ξ
)︁

= E
[︁
Xp

s |Ξ0 = ξ
]︁ ·E[︁Xp

t

]︁
. □

To prove Lemma 2.8, we will define an auxiliary process, which informally describes two
herds processes that evolve almost independently, except that they share the same splitting
events. We start by defining the state space of this process.

DEFINITION 2.7. Let

Pf,2
(︁
T

d)︁ := {︁
(A,B) : A,B ⊂ T

d,A ∪ B finite and nonempty
}︁

and

S2 :=
{︃˜︁ξ : Pf,2

(︁
T

d)︁→ N0 with
∑︂

(A,B)

˜︁ξ(A,B) < ∞
}︃
.

We interpret an element (A,B) ∈ Pf,2(T
d) as a two-type herd, that is, there are two species

of particles, one of which occupies A and the other B . We emphasize that A and B need not
be disjoint, and one of them, but not both, can be empty. We will also need some projection
functions from S2 to S .

DEFINITION 2.8. We define π,π1, π2 : S2 → S by setting, for ξ ′ =∑︁m
i=1 δ(Ai,Bi):

π(˜︁ξ) =
m∑︂

i=1

δAi∪Bi
, π1(˜︁ξ) = ∑︂

i:Ai≠∅

δAi
, π2(˜︁ξ) = ∑︂

i:Bi≠∅

δBi
.

This definition is illustrated in Figure 1.

DEFINITION 2.9. The two-type herds process (˜︁Ξt)t≥0 (with rates λ and v) is a
continuous-time Markov chain on S2 with transitions described as follows. At any time t ≥ 0,
and for any (A,B) with ˜︁Ξt(A,B) ≥ 1, both A and B are subject, independently of each other,
to death and birth mechanisms, as in the original herds process (in particular, if either of them
is empty, it stays empty). However, they are subject together to the same splitting events: an
edge e is said to be active if (A ∪ B)e,1 ≠ ∅ and (A ∪ B)e,2 ≠ ∅. Then a split occurs at any
active edge e with rate v, and when this happens, (A,B) is split into the two pairs (Ae,1,Be,1)

and (Ae,2,Be,2). (In case A = ∅, we let Ae,1 = Ae,2 = ∅ and similarly for B).
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FIG. 1. A two-type herds configuration ˜︁ξ is depicted on top, with the two types represented in blue and red (it
is assumed that in the four herds of this configuration, no particle is present other than the ones depicted). The
projections π(˜︁ξ), π1(˜︁ξ) and π2(˜︁ξ) are shown in the second, third, and fourth rows, respectively.

We record two observations about the two-type herds process in the following lemma. The
proof is done by comparing jump rates, and we omit it.

LEMMA 2.9. Let (A,B) ∈ Pf(T
d)×Pf(T

d), and let (˜︁Ξ)t≥0 be the two-type herds process
started from δ(A,B):

(a) The processes (π1(˜︁Ξt))t≥0 and (π2(˜︁Ξt))t≥0 are herds processes started from δA

and δB , respectively.
(b) The herds process started from δA∪B is stochastically dominated (in the sense of the

partial order ⪯) by (π(˜︁Ξt))t≥0.

PROOF OF LEMMA 2.8. Fix p ≥ 1 and disjoint sets A,B ∈ Pf(T
d). Let (˜︁Ξt)t≥0 denote

a two-type herds process started from δ(A,B), defined under a probability measure ˜︁P (with
expectation operator ˜︁E). By Lemma 2.9(b) and the fact that X(·) is monotone with respect to
the partial order ⪯, we have

E
[︁
X

p
t |Ξ0 = δA∪B

]︁≤ ˜︁E[︁X(︁π(˜︁Ξt)
)︁p]︁

.

Next, noting that X(π(˜︁Ξt)) ≤ X(π1(˜︁Ξt)) + X(π2(˜︁Ξt)), we have˜︁E[︁X(︁π(˜︁Ξt)
)︁p]︁≤ ˜︁E[︁(X(︁π1(˜︁Ξt)

)︁+ X
(︁
π2(˜︁Ξt)

)︁p]︁
.

Putting these inequalities together (raised to the power 1/p) and using Minkowski’s inequal-
ity, we obtain

E
[︁
X

p
t |Ξ0 = δA∪B

]︁1/p ≤ ˜︁E[︁X(︁π1(˜︁Ξt)
)︁p]︁1/p +˜︁E[︁X(︁π2(˜︁Ξt)

)︁p]︁1/p
.

By Lemma 2.9(a) the right-hand side equals

E
[︁
X

p
t |Ξ0 = δA

]︁1/p +E
[︁
X

p
t |Ξ0 = δB

]︁1/p
.

This completes the proof. □
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REMARK 2.4. It is worth mentioning a curious fact here, which is the main reason for
introducing the two-type herds process. Let A,B ∈ Pf(T

d) be disjoint. Then a natural guess
would be that the number of particles in the herds process starting from δA + δB should
stochastically dominate the number of particles in the process starting from δA∪B , since in
the former case there is a priori more space for the particles to spread. However, there seems
to be no simple proof of this fact, and it is not even clear whether it should be true or not. In
a natural choice of coupling, one would try to map particles of the process started from δA∪B

injectively into particles of the process started from δA + δB , and make it so that, when a
particle of the former process dies or gives birth, its image under the injective mapping does
the same. However, this does not work. For instance, when starting from δA∪B , it could be
that at a later time, a single split would separate more particles than in the process starting
from δA + δB , which in turn could, after another birth event, give rise to a larger number of
particles in the process starting from δA∪B .

REMARK 2.5. The notion of two-type herds process can, of course, be generalized to a
multitype herds process. Given any integer k ≥ 1, the k-type herds process is the continuous-
time Markov chain on

Sk :=
{︃
ξ : Pf,k

(︁
T

d)︁→ N0, with
∑︂

(A1,...,Ak)

ξ(A1, . . . ,Ak) < ∞
}︃
,

where

Pf,k
(︁
T

d)︁ := {︄
(A1, . . . ,Ak) : A1, . . . ,Ak ⊂ T

d,

k⋃︂
j=1

Aj ≠ ∅

}︄

and where, like in the two-type herds process, every type obeys birth and death mechanisms,
as in the original herds process, ignoring the other types, but they all share the same splitting
events. Naturally, an analogue of Lemma 2.9 holds as well in this general setting. This remark
will be used in the proof of Lemma 3.17 below.

3. Analysis of the herds process through a growth index.

3.1. Definition and properties of growth index. We start by stating and proving a conti-
nuity result that will be useful throughout this section.

LEMMA 3.1. For any t ≥ 0, (λ, v) →⃓ Eλ,v[Xt ] is continuous.

PROOF. Fix t ≥ 0. We start with a truncation. Assume that the herds process (Ξs)s≥0
starts from δ{o}, and let Kt denote the number of jumps performed by the process until time t .
Note that Kt equals the number of births (denoted Nt ) plus the number of deaths plus the
number of splits until time t . The number of deaths is at most Nt + 1, and the number of
splits is at most Nt . This gives the bound Kt ≤ 3Nt + 1. We then bound

Eλ,v
[︁
Xt · 1{Kt > n}]︁≤ Eλ,v

[︁
(1 + Nt) · 1{Kt > n}]︁≤ Eλ,v

[︁
(1 + Nt) · 1{︁Nt > (n − 1)/3

}︁]︁
.

Using the stochastic domination by a pure-birth process given by Lemma 2.1, the right-hand
side tends to zero as n → ∞, and this convergence is uniform over (v, λ) in sets of the
form [0,∞) × [0, λ0], for any λ0 > 0. Hence, for any λ0 > 0,

(10) Eλ,v
[︁
Xt · 1{Kt ≤ n}]︁ n→∞−−−→ Eλ,v[Xt ] uniformly over (v, λ) ∈ [0,∞) × [0, λ0].
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Next, write

Eλ,v
[︁
Xt · 1{Kt = n}]︁= ∑︂

m≤n+1

m · Pλ,v(Xt = m,Kt = n).

Note that (λ, v) →⃓ Pλ,v(Xt = m,Kt = n) is continuous for any m, n, due to the fact that the
jump rates of the herds process depend continuously on λ and v, and there are only finitely
many possible trajectories involving n jumps. This implies that

(11) (λ, v) →⃓ Eλ,v
[︁
Xt · 1{Kt ≤ n}]︁ is continuous.

The desired continuity statement now follows from (10) and (11). □

For any p ≥ 1, define the growth index of order p as

(12) ϕp = ϕp(λ, v) := inf
t≥0

Eλ,v
[︁
X

p
t

]︁1/t
.

In case p = 1, we omit the subscript so that

ϕ := ϕ1.

Note that we have

(13) ϕt
p ≤ E

[︁
X

p
t

]︁
, t ≥ 0,p ≥ 1.

Moreover, (7) implies that

(14) E
[︁
X

p
t+s

]︁≤ E
[︁
X

p
t

]︁ ·E[︁Xp
s

]︁
, t, s ≥ 0,p ≥ 1,

and Fekete’s lemma then ensures that

(15) lim
t→∞E

[︁
X

p
t

]︁1/t = ϕp, p ≥ 1.

It will also be useful to observe that

(16) [1,∞) ∋ p →⃓ ϕ1/p
p is nondecreasing.

To see this, let p ≥ q ≥ 1. We bound, for any t ≥ 0,

E
[︁
X

p
t

]︁= E
[︁(︁

X
q
t

)︁p/q]︁≥ E
[︁
X

q
t

]︁p/q

by Jensen’s inequality. Hence,(︁
E
[︁
X

p
t

]︁1/t )︁1/p ≥ (︁E[︁Xq
t

]︁1/t )︁1/q
.

By taking t → ∞ and using (15), we obtain ϕ
1/p
p ≥ ϕ

1/q
q , as desired.

For the rest of this section, we focus on the growth index with p = 1. We will analyse
higher values of p in Section 3.4.

We state a lemma with an upper bound that, apart from a constant prefactor, matches (13)
in the case p = 1.

LEMMA 3.2. There is a constant C = C(λ, v) > 0, depending continuously on λ and v,
such that, for any t ≥ 0,

(17) E[Xt ] ≤ C · ϕt .

Before proving this, we state and prove an auxiliary result, concerning the expected num-
ber of herds containing a single particle, after one time unit of the dynamics has elapsed.
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LEMMA 3.3. There is a constant ρ = ρ(λ, v) > 0, depending continuously on λ and v,
such that, for any ξ ∈ S , we have

(18) E

[︃ ∑︂
A:|A|=1

Ξ1(A)|Ξ0 = ξ

]︃
≥ ρ · X(ξ).

PROOF. By Lemma 2.5 and the linearity of expectation, it suffices to show that there
exists ρ > 0 (satisfying the stated continuity property) such that, for any A ∈ Pf(T

d),

E

[︃ ∑︂
A′:|A′|=1

Ξ1
(︁
A′)︁|Ξ0 = δA

]︃
≥ ρ · |A|.

To prove this, fix A ∈ Pf(T
d), and note that the left-hand side above is larger than∑︂

u∈A

E
[︁
Ξ1
(︁{u})︁|Ξ0 = δA

]︁≥ ∑︂
u∈A

P
(︁
Ξ1
(︁{u})︁> 0|Ξ0 = δA

)︁
.

It is easy to see that there is a constant ρ > 0, depending continuously only on λ and v, such
that the probability in the sum in the right-hand side is larger than ρ (for any A and u). This
is achieved by prescribing that the particle present at u at time 0 does not die or give birth
until time 1, and moreover, this particle becomes separated through successive splits in the
edges that are incident to u, of any other particle in its herd. This shows that the right-hand
side above is larger than ρ|A|, completing the proof. □

PROOF OF LEMMA 3.2. For any s, t ≥ 0, we have

E[Xt+s |Fs] =∑︂
A

Ξs(A) ·E[Xt |Ξ0 = δA] ≥ ∑︂
A:|A|=1

Ξs(A) ·E[Xt ],

where the equality follows from Lemma 2.5 and the Markov property and the inequality from
Lemma 2.4. Then by taking expectations, we obtain that

E[Xt+s] ≥ E

[︃ ∑︂
A:|A|=1

Ξs(A)

]︃
·E[Xt ].

In case s ≥ 1, by Lemma 3.3 and the Markov property, the right-hand side is larger than

ρ ·E[Xs−1] ·E[Xt ].
Further, by Proposition 2.7, letting κ := 1/E[X1], the above is larger than

κρ ·E[Xs] ·E[Xt ]
(note that κ is strictly positive and depends continuously on λ and v by Lemma 3.1).

Using this recursively, we obtain, for any t > 0 and n ∈ N,

E[Xnt ] ≥ (κρ)n−1 ·E[Xt ]n
so that

E[Xt ] ≤ (κρ)−
n−1
n ·E[Xnt ] 1

n = (κρ)−
n−1
n · (︁E[Xnt ] 1

nt
)︁t

.

Using (15), we obtain

E[Xt ] ≤ lim inf
n→∞

(︁
(κρ)−

n−1
n · (︁E[Xnt ] 1

nt
)︁t )︁= C · ϕt ,

with C = 1
κρ

, proving the lemma. □
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COROLLARY 3.4. The function (λ, v) →⃓ ϕ(λ, v) is continuous.

PROOF. Putting together (13) and (17), we have, for any t > 0,

C(λ, v)−1/t ·Eλ,v[Xt ]1/t ≤ ϕ(λ, v) ≤ Eλ,v[Xt ]1/t .

Then for any t > 0, using the continuity of (λ, v) →⃓ C(λ, v) and of (λ, v) →⃓ Eλ,v[Xt ],
C(λ, v)−1/t ·Eλ,v[Xt ]1/t = lim

(λ′,v′)→(λ,v)

[︁
C
(︁
λ′, v′)︁−1/t ·Eλ′,v′ [Xt ]1/t ]︁

≤ lim inf
(λ′,v′)→(λ,v)

ϕ
(︁
λ′, v′)︁≤ lim sup

(λ′,v′)→(λ,v)
ϕ
(︁
λ′, v′)︁

≤ lim
(λ′,v′)→(λ,v)

Eλ′,v′ [Xt ]1/t = Eλ,v[Xt ]1/t .

Noting now that

lim
t→∞

(︁
C(λ, v)−1/t ·Eλ,v[Xt ]1/t )︁= lim

t→∞Eλ,v[Xt ]1/t = ϕ(λ, v),

the proof of continuity is complete. □

We now obtain the following simple characterization of the supercritical regime. Recall
the definition of λ̄(v) from Definition 2.6.

LEMMA 3.5. For any λ > 0 and v > 0, the following are equivalent:

(a) The herds process survives with positive probability;
(b) ϕ > 1;

(c) E[Xt ] t→∞−−−→ ∞.

Consequently, for any v > 0,

(19) ϕ
(︁
λ̄(v), v

)︁= 1.

PROOF. The fact that (b) and (c) are equivalent follows from the fact that, for any t ≥ 0,
ϕt ≤ E[Xt ] ≤ Cϕt .

Now, if (a) holds, then we must also have Xt
t→∞−−−→ ∞ with positive probability, as other-

wise, using the conditional Borel–Cantelli Lemma and a standard argument, we would get a
contradiction. Then (c) follows from Fatou’s Lemma.

Conversely, assume that (c) holds. Let Zt :=∑︁
A:|A|=1 Ξt(A) denote the number of herds

in Ξt with a single particle in them. By Lemma 3.3 we have E[Zt+1] ≥ ρ · E[Xt ]. It follows
that there exists some T > 0 such that E[ZT ] ≥ 2. Since different herds evolve independently
of each other, we deduce that (ZnT )n≥0 dominates a supercritical branching process and,
therefore, survives forever with positive probability. Since it is dominated by (XnT )n≥0, we
get that (a) is satisfied.

Having established the equivalence between (a) and (b), the equality (19) follows from the
continuity of ϕ. □

3.2. Strict monotonicity of growth index. Our goal in this section is to prove the following
result.

PROPOSITION 3.6. The map (λ, v) →⃓ ϕ(λ, v) is strictly increasing in both arguments.

Before discussing the proof of this, let us see how it allows us to prove Theorem 1.3.
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PROOF OF THEOREM 1.3. Let v′ > v > 0. We have

ϕ
(︁
λ̄
(︁
v′)︁, v′)︁= 1 = ϕ

(︁
λ̄(v), v

)︁
< ϕ

(︁
λ̄(v), v′)︁,

where the two equalities are given by (19) and the inequality by the strict monotonicity
of ϕ. Again, using the strict monotonicity of ϕ, we conclude from ϕ(λ̄(v′), v′) < ϕ(λ̄(v), v′)
that λ̄(v′) < λ̄(v). □

The proof of Proposition 3.6 will require several steps. We start with a definition.

DEFINITION 3.1. Fix the parameters v and λ of the herds process. Given ξ ∈ S and t > 0,
we let

(20) gv(ξ, t) := ∑︂
A∈Pf(Td )

ξ(A)
∑︂

e active
edge of A

(︁
Eλ,v[Xt |Ξ0 = δAe,1 + δAe,2] −Eλ,v[Xt |Ξ0 = δA])︁,

and

(21) hλ(ξ, t) := ∑︂
A∈Pf(Td )

ξ(A)
∑︂

x∈A,y /∈A,
x∼y

(︁
Eλ,v[Xt |Ξ0 = δA∪{y}] −Eλ,v[Xt |Ξ0 = δA])︁

(we omit λ from the notation for gv, and we omit v from the notation for hλ).

The functions gv and hλ give a measure of the total impact on the number of particles at
time t of splitting the herds of ξ at time zero and having a birth at time zero, respectively.

PROPOSITION 3.7. For any T > 0, we have

(22)
∂

∂v
Eλ,v[XT ] =

∫︂ T

0
Eλ,v

[︁
gv(Ξt , T − t)

]︁
dt,

and

(23)
∂

∂λ
Eλ,v[XT ] =

∫︂ T

0
Eλ,v

[︁
hλ(Ξt , T − t)

]︁
dt.

The proof is postponed to Section 3.3, and we now prove another intermediate result.

LEMMA 3.8. Let ξ ′ consist of a single herd with exactly two particles, which are neigh-
bors, and ξ ′′ consist of two herds, each containing a single particle. Then there exists γ > 0
(depending continuously on λ and v) such that, for any t ≥ 1,

E
[︁
Xt |Ξ0 = ξ ′′]︁≥ E

[︁
Xt |Ξ0 = ξ ′]︁+ γ ·E[Xt |X0 = δ{o}].

PROOF. Fix v ∼ o. Without loss of generality, we assume that ξ ′ consists of the
herd {o, v} and ξ ′′ consists of the herds {o} and {v}. We define a coupling of the two herds
processes (Ξ′

s) and (Ξ′′
s ) starting, respectively, from ξ ′ and ξ ′′: first, we take independent

random variables, as follows:

• τo and τv , both ∼ Exp(1);
• for each u ∼ o, τo,u ∼ Exp(λ);
• for each u ∼ v, τv,u ∼ Exp(λ);
• τsplit ∼ Exp(v).
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Additionally, let τ ′ denote the minimum of all these random variables, and τ := min(1, τ ′).
Now, the coupling is defined as follows. In all cases we let (Ξ′

s,Ξ
′′
s ) = (ξ ′, ξ ′′) for s ∈ [0, τ );

the definition of (Ξ′
τ ,Ξ

′′
τ ) will be split into several cases, but after time τ , we let Ξ′ and Ξ′′

continue evolving independently as two herds processes with split rate v. The definition of
(Ξ′

τ ,Ξ
′′
τ ) is as follows: if τ = 1 < τ ′, then (Ξ′

τ ,Ξ
′′
τ ) = (ξ ′, ξ ′′). Otherwise:

• If τ = τo, then Ξ′
τ = Ξ′′

τ = δ{v}; similarly if τ = τv , then Ξ′
τ = Ξ′′

τ = δ{o}.
• If for some u ∼ o, τ = τo,u, then Ξ′

τ = δ{o,u,v} and Ξ′′
τ = δ{o,u} + δ{v}.

• If for some u ∼ v, τ = τv,u, then Ξ′
τ = δ{o,u,v} and Ξ′′

τ = δ{o} + δ{u,v}.
• If τ = τsplit, then Ξ′

τ = Ξ′′
τ = δ{o} + δ{v}.

We let ˆ︁P denote a probability measure under which this coupling is defined and ˆ︁E be the
associated expectation operator. Also, let (Ft )t≥0 denote the natural filtration of (Ξ′

t ,Ξ
′′
t )t≥0.

Fix t ≥ 1. Using Lemma 2.5 and 2.8 and inspecting all cases concerning τ , it is easy to
check that

(24) ˆ︁E[︁X(︁Ξ′′
t

)︁|Fτ

]︁≥ ˆ︁E[︁X(︁Ξ′
t

)︁|Fτ

]︁
.

Define the good event E := {τ = τo,v} ∪ {τ = τv,o}, and note that, on this event, Ξ′′
τ con-

tains Ξ′
τ plus an additional herd with a single particle in it. Hence,

(25) ˆ︁E[︁X(︁Ξ′′
t

)︁|Fτ

]︁ · 1E = (︁ˆ︁E[︁X(︁Ξ′
t

)︁|Fτ

]︁+ F(t − τ)
)︁ · 1E,

where F(s) := E[Xs |Ξ0 = δ{o}].
We now write

E
[︁
Xt |Ξ0 = ξ ′′]︁= ˆ︁E[︁X(︁Ξ′′

t

)︁]︁= ˆ︁E[︁ˆ︁E[︁X(︁Ξ′′
t

)︁|Fτ

]︁ · 1E +ˆ︁E[︁X(︁Ξ′′
t

)︁|Fτ

]︁ · 1Ec

]︁
,

and using (24) and (25), we bound the right-hand side from below byˆ︁E[︁(︁ˆ︁E[︁X(︁Ξ′
t

)︁|Fτ

]︁+ F(t − τ)
)︁ · 1E +ˆ︁E[︁X(︁Ξ′

t

)︁|Fτ

]︁ · 1Ec

]︁
≥ ˆ︁E[︁X(︁Ξ′

t

)︁]︁+ˆ︁E[︁F(t − τ) · 1E

]︁
≥ E

[︁
Xt |Ξ0 = ξ ′]︁+ˆ︁P(E) · min

t−1≤s≤t
F (s).

Using (7), we have that F(s) · F(t − s) ≥ F(t) for any s ∈ [t − 1, t], which gives

min
t−1≤s≤t

F (s) ≥ F(t) ·
(︂

min
0≤r≤1

F(r)
)︂−1

.

The lemma is thus proved with γ :=ˆ︁P(E) · (min0≤t≤1 F(r))−1. □

PROOF OF PROPOSITION 3.6. We only prove the strict monotonicity in v; the argument
for the strict monotonicity in λ is entirely similar. We start with some basic observations.
Let X′

t denote the number of herds in the herds process at time t , which contain exactly two
particles, these particles being neighbors. We claim that

(26) E
[︁
X′

t

]︁≥ c ·E[Xt−1] for any t ≥ 1,

with c some positive constant depending continuously on v. To see this, recall that if we de-
note by Zt the number of herds of Ξt that contain a single particle, then (as in the proof of
Lemma 3.3) one has E[Zt−1/2] ≥ c1 · E[Xt−1], for some constant c1 > 0, depending contin-
uously on v. Since in any half unit of time a herd with a single particle can be transformed in
a herd with two neighboring particles, at a constant price (depending continuously on v), this
gives the claim (26).
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Recalling the definition of gv in Definition 3.1, by Lemma 2.8 applied with p = 1 and
Lemma 3.8, we have

gv(Ξs, t − s) ≥ γ · X′
s ·E[Xt−s].

Together with Proposition 3.7 and (26), this gives, for any v > 0 and any t ≥ 1, with F(v, t) =
Ev[Xt ],

∂F

∂v
(v, t) ≥ cγ ·

∫︂ t

1
Ev[Xs−1] ·Ev[Xt−s]ds.

Applying then Proposition 2.7 gives, for t ≥ 2,

∂F

∂v
(v, t) ≥ c′ · t · F(v, t),

where c′ > 0 depends continuously on v (noting that F(v, t − 1) ≥ F(v, t)/F (v,1) by Propo-
sition 2.7 again). This implies that, for any fixed 0 < v1 < v2,

log
F(v2, t)

F (v1, t)
≥ ρ · t · (v2 − v1),

for some ρ > 0. Thus, by taking the limit as t → ∞ and using (15), we get

ϕ(v1, λ) ≤ e−ρ(v2−v1) · ϕ(v2, λ). □

3.3. Proof of derivative formulas. We now turn to establishing (22) and (23). The proofs
are entirely analogous, so we only do the former. A few of the more technical points of the
proof are done in the Appendix.

Recall the definition of the function gv(ξ, t) in (20). We now define the closely related
function,

gv,ε(ξ, t) := ∑︂
A∈Pf(Td )

ξ(A)
∑︂

e active
edge of A

(︁
Eλ,v+ε[Xt |Ξ0 = δAe,1 + δAe,2]

−Eλ,v[Xt |Ξ0 = δA])︁,
(27)

where v > 0 and ε > 0. Note that the expression for gv,ε only differs from that for gv in that, in
the former, the first expectation that appears in the right-hand side is under parameters λ, v+ε

rather than λ, v.
The following integrability result will be useful. The proof is done in the Appendix.

LEMMA 3.9. For any T > 0 and k ≥ 1, we have

Eλ,v

[︂
max

0≤t≤T

⃓⃓
gv(Ξt , T − t)

⃓⃓k]︂
< ∞ and Eλ,v

[︂
max

0≤t≤T

⃓⃓
gv,ε(Ξt , T − t)

⃓⃓k]︂
< ∞.

The following definition will give an alternative expression for gv and gv,ε in (28) and (29)
below.

DEFINITION 3.2. Given ξ ∈ S , let G(ξ) denote the set of all herd configurations ξ ′ that
can be obtained by performing a single split on ξ . Given ξ ′ ∈ G(ξ), let A be the (unique) herd
shape that is split into two to obtain ξ ′ from ξ ; let m(ξ, ξ ′) := ξ(A).

To further clarify this definition, fix an enumeration ξ =∑︁m
i=1 δAi

of ξ . Then G(ξ) is the
set of ξ ′ ∈ S with

ξ ′ =∑︂
i≠j

δAi
+ δ(Aj )e,1 + δ(Aj )e,2,
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where j ∈ {1, . . . ,m} and e is an active edge of Aj . For ξ ′, as in the above display, we
have m(ξ, ξ ′) = ξ(Aj ).

We now observe that, using Lemma 2.5, we can rewrite

(28) gv(ξ, t) = ∑︂
ξ ′∈G(ξ)

m
(︁
ξ, ξ ′)︁ · (︁Eλ,v

[︁
Xt |Ξ0 = ξ ′]︁−Eλ,v[Xt |Ξ0 = ξ ])︁

and

(29) gv,ε(ξ, t) = ∑︂
ξ ′∈G(ξ)

m
(︁
ξ, ξ ′)︁ · (︁Eλ,v+ε

[︁
Xt |Ξ0 = ξ ′]︁−Eλ,v[Xt |Ξ0 = ξ ])︁.

Fix v > 0, λ > 0 and ε > 0. We will now construct a coupling (Vt ,Wt )t≥0 under a prob-
ability measure ˆ︁P (with dependence on v, λ, ε omitted) so that (Vt ) is a herds process with
parameters λ, v, and (Wt ) is a herds process with parameters λ, v+ε; both of these processes
are started from a single herd with a single particle (at the root of Td ).

DEFINITION 3.3 (Coupling (Vt ,Wt )). Take a probability space with probability mea-
sure ˆ︁P under which a herds process (Vt )t≥0 with parameters λ, v is defined, started from δ{o}.
Assume that the split jumps of (Vt ) are given as follows: splitting instructions arise with
rate v + ε (rather than v), but they are rejected with probability ε

v+ε
. Let

τsep := inf{t ≥ 0 : a splitting instruction is rejected at time t}.
We define (Wt )t≥0 as follows. For 0 ≤ t < τsep, we set Wt = Vt . At time τsep, this process
obeys the splitting instruction that was rejected by (Vt ). We then let (Wt )t≥τsep continue
evolving from Wτsep as a herds process with parameters λ, v + ε, independent of (Vt )t≥τsep .
Finally, we let

Xt = X(Vt ), Yt = X(Wt ), t ≥ 0.

For the rest of this section, we fix T > 0.

DEFINITION 3.4. We define the process (At )0≤t≤T as

At := 1{τsep ≤ t} ·ˆ︁E[YT −XT |Fτsep], 0 ≤ t ≤ T .

That is, in the event {τsep > T }, we have At ≡ 0, whereas in {τsep ≤ T }, this process takes
just two values: At = 0 for t ∈ [0, τsep) and At = ˆ︁E[YT − XT |Fτsep] for t ∈ [τsep, T ]. Our
interest in this process stems from the fact that

Eλ,v+ε[XT ] −Eλ,v[XT ] = ˆ︁E[YT −XT ]
= ˆ︁E[︁(YT −XT ) · 1{τsep ≤ T }]︁
= ˆ︁E[︁ˆ︁E[︁(YT −XT )|Fτsep

]︁ · 1{τsep ≤ T }]︁= ˆ︁E[AT ].
(30)

We now compute the right derivative with respect to time of the conditional expectation of At .
This lemma is where the function gv,ε enters the picture.

LEMMA 3.10. For any t ∈ [0, T ), on the event {τsep > t}, we have

(31)
d

ds
ˆ︁E[At+s |Ft ]

⃓⃓⃓⃓
s=0+

= ε · gv,ε(Vt , T − t).
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PROOF. We abbreviate (29) by writing

gv,ε(ξ, s) = ∑︂
ξ ′∈G(ξ)

m
(︁
ξ, ξ ′)︁ · β(︁ξ, ξ ′, s

)︁
,

where

β
(︁
ξ, ξ ′, s

)︁ := Eλ,v+ε

[︁
Xs |Ξ0 = ξ ′]︁−Eλ,v[Xs |Ξ0 = ξ ], ξ ∈ S, ξ ′ ∈ G(ξ), s > 0.

Fix s > 0 so that t + s ≤ T , and fix ξ ∈ S . Let Nt,t+s denote the number of jumps
of (Vr ,Wr )t≤r≤t+s . On the event {τsep > t,Ξt = ξ}, we haveˆ︁E[At+s |Ft ] −ˆ︁E[At |Ft ] = ˆ︁E[At+s |Ft ] = ˆ︁E[︁At+s · 1{Nt,t+s = 1}|Ft

]︁+ o(s),

where the o(s) term (which, of course, refers to when s → 0) comes from events where there
are multiple jumps in (t, t + s]. The conditional expectation on the right-hand side equals∑︂

ξ ′∈G(ξ)

ˆ︁E[︁At+s · 1{︁Nt,t+s = 1, τsep ∈ (t, t + s
]︁
,Wτsep = ξ ′}︁|Ft ]

= ∑︂
ξ ′∈G(ξ)

ˆ︁E[︁β(︁ξ, ξ ′, T − τsep
)︁ · 1{︁Nt,t+s = 1, τsep ∈ (t, t + s

]︁
,Wτsep = ξ ′}︁|Ft ].

For each ξ ′ ∈ G(ξ), let E(ξ ′) be the event that:

• τsep ∈ (t, t + s],
• the first jump of (Vr ,Wr )t≤r≤t+s is the one that occurs at time τsep, and
• Wτsep = ξ ′.

Note that {Nt,t+s = 1, τsep ∈ (t, t + s],Wτsep = ξ ′} ⊂ E(ξ ′), and in fact, the two events only
differ because E(ξ ′) allows for more jumps between τsep and t + s. We have thus proved that,
on the event {τsep > t,Ξt = ξ},

ˆ︁E[At+s |Ft ] −ˆ︁E[At |Ft ] = ∑︂
ξ ′∈G(ξ)

ˆ︁E[︁1E(ξ ′) · β(︁ξ, ξ ′, T − τsep
)︁|Ft

]︁+ o(s).

The above sum equals∑︂
ξ ′∈G(ξ)

β
(︁
ξ, ξ ′, T − t

)︁ ·ˆ︁P(︁E(︁ξ ′)︁|Ft

)︁
+ ∑︂

ξ ′∈G(ξ)

ˆ︁E[︁1E(ξ ′) · (︁β(︁ξ, ξ ′, T − τsep
)︁− β

(︁
ξ, ξ ′, T − t

)︁)︁|Ft

]︁
.

(32)

We will treat the two sums separately. The absolute value of the second sum is bounded by(︂
sup

ξ ′∈G(ξ),u∈(t,t+s]
⃓⃓
β
(︁
ξ, ξ ′, T − u

)︁− β
(︁
ξ, ξ ′, T − t

)︁⃓⃓)︂ · ∑︂
ξ ′∈G(ξ)

ˆ︁P(︁E(︁ξ ′)︁|Ft

)︁
.

As s → 0, the supremum tends to zero, and the sum is O(s), since P(τsep ∈ (t, t + s]|Ft ) =
O(s), so the whole expression is o(s).

We now turn to the first sum in (32). As s → 0, we have

ˆ︁P(︁E(︁ξ ′)︁|Ft

)︁= (v + ε) · ε

v + ε
· m
(︁
ξ, ξ ′)︁ · s + o(s) = εs · m

(︁
ξ, ξ ′)︁+ o(s),

so the sum equals

εs
∑︂

ξ ′∈G(ξ)

m
(︁
ξ, ξ ′)︁ · β(︁ξ, ξ ′, T − t

)︁+ o(s) = εs · gv,ε(ξ, T − t) + o(s).
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We have thus proved that

1{τsep > t} · (︁ˆ︁E[At+s |Ft ] −ˆ︁E[At |Ft ])︁= 1{τsep > t} · (︁εs · gv,ε(Vt , T − t) + o(s)
)︁
,

so (31) follows. □

Next, we obtain the expression for the derivative with respect to time of the (noncondi-
tional) expectation of At .

LEMMA 3.11. For t ∈ [0, T ), we have

(33)
d

dt
ˆ︁E[At ] = ε ·ˆ︁E[︁1{τsep > t} · gv,ε(Vt , T − t)

]︁
.

The first step in establishing this lemma is noting that, for 0 ≤ t < t + s ≤ T ,ˆ︁E[At+s] −ˆ︁E[At ]
s

= ˆ︁E[︃1{τsep > t} ·
ˆ︁E[At+s |Ft ]

s

]︃
,

since At+s =At on {τsep ≤ t}, and At = 0 on {τsep > t}. We would now like to take s to zero
(from the right only, at least at first) and use Lemma 3.10, but we need to exchange the limit
and the expectation; formally,

(34) lim
s→0+

ˆ︁E[︃1{τsep > t} ·
ˆ︁E[At+s |Ft ]

s

]︃
= ˆ︁E[︃1{τsep > t} · lim

s→0+
ˆ︁E[At+s |Ft ]

s

]︃
.

The justification of this exchange is done with a standard dominated convergence argument,
but an additional bound is required, so we postpone the full proof of Lemma 3.11 to the
Appendix.

PROOF OF (22). Fix ε > 0. Using (30) and Lemma 3.11, we have

Eλ,v+ε[XT ] −Eλ,v[XT ]
ε

=
∫︂ T

0

ˆ︁E[︁1{τsep > t} · gv,ε(Vt , T − t)
]︁
dt.

By Fubini’s theorem (which we can use since we have the integrability condition given in
Lemma 3.9), the right-hand side above equals

ˆ︁E[︃∫︂ τsep∧T

0
gv,ε(Vt , T − t)dt

]︃
.

We write this as

ˆ︁E[︃∫︂ T

0
gv(Vt , T − t)dt

]︃

+ˆ︁E[︃∫︂ T

0

(︁
gv,ε(Vt , T − t) − gv(Vt , T − t)

)︁
dt

]︃
−ˆ︁E[︃∫︂ T

τsep∧T
gv,ε(Vt , T − t)dt

]︃
.

(35)

Note that, since the law of (Vt ) under ˆ︁P equals the law of (Ξt) under Pλ,v, we have

ˆ︁E[︃∫︂ T

0
gv(Vt , T − t)dt

]︃
= Eλ,v

[︃∫︂ T

0
gv(Ξt , T − t)dt

]︃
.

Hence, the proof will be completed once we prove that the second and third expectations
in (35) tend to zero as ε → 0.

It is straightforward to show that, for any ξ ∈ S and any t ∈ [0, T ],
gv,ε(ξ, t)

ε→0−−→ gv(ξ, t).
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Combining this with the dominated convergence theorem (using Lemma 3.9), we obtain

ˆ︁E[︃∫︂ T

0

(︁
gv,ε(Vt , T − t) − gv(Vt , T − t)

)︁
dt

]︃
ε→0−−→ 0.

Next, using the Cauchy–Schwarz inequality, we bound⃓⃓⃓⃓ˆ︁E[︃∫︂ T

τsep∧T
gv,ε(Vt , T − t)dt

]︃⃓⃓⃓⃓

≤ T ·ˆ︁E[︂(︂ max
0≤t≤T

⃓⃓
gv,ε(Vt , T − t)

⃓⃓2)︂]︂1/2 ·ˆ︁P(τsep ≤ T )1/2.

The expectation on the right-hand side is finite by Lemma 3.9, and it is straightforward to

check that ˆ︁P(τsep ≤ T )
ε→0−−→ 0. This completes the proof. □

3.4. Analysis of higher moments. Throughout this section we fix λ and v with λ < λ̄(v)
(recalling the definition of λ̄(v) in Definition 2.6).

We now analyse the growth index ϕp for p possibly larger than 1. Our main goal is to
prove the following.

PROPOSITION 3.12. If λ < λ̄(v), then for every p ≥ 1, we have

(36) ϕp < 1

and

(37) sup
t≥0

E
[︁
X

p
t

]︁
< ∞.

Note that the case p = 1 has already been proved: the fact that ϕ < 1 when λ < λ̄(v) is
given by (19) and Proposition 3.6, and then (37) follows from ϕ < 1 and (17).

In order to prove Proposition 3.12, we shall need an intermediate result, which we now
state.

LEMMA 3.13. Let p ≥ 2. There exists Cp > 0 (depending on λ, v and p) such that, for
any s ≥ 48p2 log(2d)/v,

E

[︃ ∑︂
A∈Pf(Td )

Ξs(A) · |A|p
]︃

≤ Cp · (︁E[︁X3/2
s

]︁+ ϕs)︁.
The proof of this lemma is quite involved, and we postpone it to the next section. We now

show how to obtain Proposition 3.12 from it.

PROOF OF PROPOSITION 3.12. Fix λ < λ̄(v). Note that (37) follows readily from (36)
and (15), so we only need to prove (36).

By (16) it suffices to prove that ϕp < 1 for all p ∈ N, and the case p = 1 is already
done. We proceed by induction, fixing p ∈ {2,3, . . .} and assuming that ϕq < 1 for all q ∈
{1, . . . , p − 1}.

We first claim that there exist C,c > 0 (which may depend on p, λ, v), such that, for
all t ≥ 0 and ξ ∈ S ,

(38) E
[︁
X

p
t |Ξ0 = ξ

]︁≤ (︃ ∑︂
A∈Pf(Td )

ξ(A) · |A|p
)︃

·E[︁Xp
t

]︁+ X(ξ)p · Ce−ct .
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This bound is a refinement of Proposition 2.7. While in the proof of that proposition we used
Minkowski’s inequality, here we expand the pth power of a sum in full and bound the various
terms that appear.

To prove (38), let t ≥ 0 and ξ ∈ S with enumeration ξ = ∑︁m
i=1 δAi

. By Lemma 2.5

(Ξt)t≥0 started from Ξ0 = ξ has the same distribution as (Ξ
(1)
t + · · · + Ξ

(m)
t )t≥0, where

(Ξ
(1)
t )t≥0, . . ., (Ξ

(m)
t )t≥0 are independent herds processes, with Ξ

(i)
0 = δAi

for each i. In
particular,

E
[︁
X

p
t |Ξ0 = ξ

]︁= E

[︄(︄
m∑︂

i=1

X
(︁
Ξ

(i)
t

)︁)︄p]︄

= ∑︂
(a1,...,am):

a1+···+am=p

p!
a1! · · ·am! · ∏︂

i∈{1,...,m}:
ai>0

E
[︁
X
(︁
Ξ

(i)
t

)︁ai
]︁
.

By the fact that Ξ
(i)
0 = δAi

and Proposition 2.7, the right-hand side is smaller than

(39)
∑︂

(a1,...,am):
a1+···+am=p

p!
a1! · · ·am! · ∏︂

i∈{1,...,m}:
ai>0

|Ai |ai ·E[︁Xai
t

]︁
.

We break this sum as

(40) E
[︁
X

p
t

]︁ · m∑︂
i=1

|Ai |p + ∑︂
(a1,...,am):

a1+···+am=p,
a1,...,am<p

p!
a1! · · ·am! · ∏︂

i∈{1,...,m}:
ai>0

|Ai |ai ·E[︁Xai
t

]︁
.

Note that the first sum can be written as

E
[︁
X

p
t

]︁ · ∑︂
A∈Pf(Td )

ξ(A) · |A|p.

Next, the induction hypothesis that ϕa < 1 for all a ∈ {1, . . . , p − 1} together with (15) im-
ply that there exist C,c > 0 (not depending on t) such that E[Xa

t ] ≤ Ce−ct for any a ∈
{1, . . . , p − 1}. Hence, the second sum in (40) is smaller than∑︂

a1,...,am∈N0:
a1+···+am=p,
a1,...,am<p

p!
a1! · · ·am! · ∏︂

i∈{1,...,m}:
ai>0

|Ai |ai · Ce−ct .

By forgetting the last condition in the summation and increasing the value of C if necessary,
this is smaller than

Ce−ct · ∑︂
a1,...,am∈N0:
a1+···+am=p

p!
a1! · · ·am! · ∏︂

i∈{1,...,m}:
ai>0

|Ai |ai = Ce−ct · X(ξ)p.

We have thus proved (38).
Now, (38) and the Markov property imply that, for any s, t ≥ 0,

(41) E
[︁
X

p
t+s

]︁≤ E

[︃∑︂
A

Ξs(A) · |A|p
]︃

·E[︁Xp
t

]︁+E
[︁
Xp

s

]︁ · Ce−ct .

Using the bound of Lemma 3.13, increasing the constant C if necessary, for any s, t large
enough, we then have

(42) E
[︁
X

p
t+s

]︁≤ C
{︁
E
[︁
X3/2

s

]︁ ·E[︁Xp
t

]︁+ ϕs ·E[︁Xp
t

]︁+E
[︁
Xp

s

]︁ · e−ct}︁.
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We also bound

E
[︁
X3/2

s

]︁= E
[︁
X3/2

s · 1{Xs > 0}]︁
≤ E

[︁(︁
X3/2

s

)︁4/3]︁3/4 · P(Xs > 0)1/4

≤ E
[︁
X2

s

]︁3/4 · P(Xs ≠ 0)1/4 ≤ E
[︁
X2

s

]︁3/4 ·E[Xs]1/4 ≤ CE
[︁
Xp

s

]︁3/4 · ϕs/4,

where the first inequality is Hölder’s, the second inequality follows from 1{Xs ≠ 0} ≤ Xs ,
and the third inequality follows from X2

s ≤ X
p
s and (17). We use this bound in (42), together

with the fact that ϕ < 1, to obtain

(43) E
[︁
X

p
t+s

]︁≤ C
{︁
E
[︁
Xp

s

]︁3/4 ·E[︁Xp
t

]︁ · e−cs +E
[︁
X

p
t

]︁ · e−cs +E
[︁
Xp

s

]︁ · e−ct}︁
for suitable choices of c, C.

Now, assume for a contradiction that ϕp ≥ 1. In that case, by (13) we have E[Xp
r ] ≥ 1 for

all r ≥ 0, and from (43) we obtain, for large enough s, t with s ≤ t ,

E
[︁
X

p
t+s

]︁≤ CE
[︁
Xp

s

]︁ ·E[︁Xp
t

]︁ · e−cs .

Using this recursively, we have that, for all sufficiently large s and all n ∈N,

E
[︁
Xp

ns

]︁≤ Cn ·E[︁Xp
s

]︁n · e−cns .

Taking both sides to the power 1
ns

and letting n → ∞ (using (15)) gives

ϕp ≤ C1/s ·E[︁Xp
s

]︁1/s · e−c.

Now, letting s → ∞ and again using (15) yields ϕp ≤ ϕp · e−c, a contradiction. □

Before we turn to the proof of Lemma 3.13, we want to give a consequence of Propo-
sition 2.7, namely, Corollary 3.15 below, which will be useful in dealing with the contact
process on dynamic graphs. For t ≥ 0, we denote by Nt the number of birth events in the
herds process up to time t , as in Lemma 2.1. Also, let N∞ := limt→∞ Nt .

LEMMA 3.14. Let p ≥ 1. For any t ∈ [0,∞] and ξ ∈ S , we have

E
[︁
N

p
t |Ξ0 = ξ

]︁≤ X(ξ)p ·E[︁Np
t

]︁
.

Consequently, for any s ∈ [0,∞) and t ∈ [0,∞],
(44) E

[︁
(Ns+t − Ns)

p]︁≤ E
[︁
Xp

s

]︁ ·E[︁Np
t

]︁
.

PROOF. First, recall Remark 2.5, which, in particular, shows that one can dominate the
number of particles in a herds process starting from ξ by the total number of particles in a
multitype herds process with ℓ := X(ξ) types, starting from the configuration ξ ′ where each
particle in ξ represents a distinct type. For this auxiliary process, let N

(i)
t denote the number

of births of particles of type i by time t , for i ∈ {1, . . . , ℓ}. Then

E
[︁
N

p
t |Ξ0 = ξ

]︁≤ E

[︄(︄
ℓ∑︂

i=1

N
(i)
t

)︄p]︄
≤
(︄

ℓ∑︂
i=1

E
[︁(︁

N
(i)
t

)︁p]︁1/p

)︄p

,

where we have used Minkowski’s inequality. Now, since each type evolves a usual herds
process, we have E[(N(i)

t )p] = E[Np
t ] for every i, so the right-hand side above equals ℓp ·

E[Np
t ], as required. □

COROLLARY 3.15. If λ < λ̄(v), then E[Np∞] < ∞ for all p ≥ 1.
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PROOF. Fix p ≥ 1. For any x > 1, let tx := p+1
| logϕ| · logx (note that ϕ < 1 since λ < λ̄(v),

by Lemma 3.5 and Proposition 3.6). Letting τ denote the extinction time of the herds process,
we first bound

P(N∞ > x) ≤ P(τ > tx) + P(Ntx > x).

The first term on the right-hand side is easy to bound,

P(τ > tx) ≤ E[Xtx ]
(17)≤ Cϕtx = Cx−(p+1).

Next, we bound

P(Ntx > x) ≤
⌊tx⌋−1∑︂
k=0

P

(︃
Nk+1 − Nk >

x

tx

)︃

≤
⌊tx⌋−1∑︂
k=0

E[(Nk+1 − Nk)
p+1]

(x/tx)p+1 ≤ tp+2
x · x−(p+1) · sup

t≥0
E
[︁
(Nt+1 − Nt)

p+1]︁.
Now, the supremum on the right-hand side is finite by (37) and (44). We have thus proved
that P(N∞ > x) ≤ C(logx)p+2x−(p+1) for some C > 0, which implies that N∞ has fi-
nite pth moment. □

3.5. Bound on moments of herd sizes: Proof of Lemma 3.13. We will need several pre-
liminary results, starting with the following.

LEMMA 3.16. For any α ≥ 1 and p ≥ 1, there exists Cα,p > 0 (depending on λ, v, α

and p) such that the following holds. Fix u ∈ T
d\{o}, and let (˜︁Ξt)t≥0 be a two-type herds

process with rates λ and v, started from a single herd containing a type-1 particle at the root
and a type-2 particle at u, that is, ˜︁Ξ0 = δ{o},{u}. Then, letting tα := 12 log(α)/v, we have

(45) E

[︃(︃ ∑︂
(A,B):A≠∅

˜︁Ξtα(A,B) · |B|
)︃p]︃

< Cα,p · α−dist(o,u).

PROOF. Fix λ, v, and α, let tα := 12 log(α)/v, and fix u as in the statement. For t ≥ 0,
let Yt denote the number of herds in ˜︁Ξt that contain both types, that is,

Yt := ∑︂
(A,B):
A≠∅,
B≠∅

˜︁Ξt(A,B).

It will be useful to note that

(46) s ≤ t =⇒ {Ys = 0} ⊆ {Yt = 0}.
Noting that(︃ ∑︂

(A,B):A≠∅

˜︁Ξtα(A,B) · |B|
)︃p

=
(︃ ∑︂

(A,B):A≠∅

˜︁Ξtα(A,B) · |B|
)︃p

· 1{Ytα > 0}

and using the Cauchy–Schwarz inequality, the left-hand side of (45) is smaller than

E

[︃(︃ ∑︂
(A,B):A≠∅

˜︁Ξtα(A,B) · |B|
)︃2p]︃1/2

· P(Ytα ≥ 1)1/2.
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Using domination by a pure-birth process, the first term in the product above can be bounded
by a finite constant that only depends on λ, p, and α. We now show that P(Ytα ≥ 1) is smaller
than Cα−2dist(o,u) for some C > 0.

For i ∈ {1,2} and t ≥ 0, let K
(i)
t denote the set of vertices of Td that have been occupied

by a type-i particle in some herd for some time s ≤ t , that is,

K
(1)
t := {︁

v ∈ T
d : ˜︁Ξs(A,B) > 0 for some s ≤ t and (A,B) with v ∈ A

}︁
,

K
(2)
t := {︁

v ∈ T
d : ˜︁Ξs(A,B) > 0 for some s ≤ t and (A,B) with v ∈ B

}︁
.

We have that K
(1)
0 = {o}, K

(2)
0 = {u} and t →⃓ K

(1)
t and t →⃓ K

(2)
t are both nondecreasing

(with respect to set inclusion). Moreover, K
(1)
t and K

(2)
t are connected subsets of Td , since

they only grow by the inclusion of vertices neighboring vertices that are already present.
Also, note that, as long as these sets stay disjoint, there can be at most one herd containing
both types. In other words, letting

σ := inf
{︁
t : K(1)

t ∩ K
(2)
t ≠ ∅

}︁
,

we have, for any t ≥ 0,

(47) {σ > t} ⊆ {Ys ≤ 1 for all s ≤ t}.
Next, let

ℓ = dist(o,u),

and let o = u0 ∼ u1 ∼ . . . ∼ uℓ = u be the vertices of Td in the geodesic from o to u. Let

u′ := u⌊ℓ/3⌋, σ (1) := inf
{︁
t ≥ 0 : u′ ∈ K

(1)
t

}︁
and

u′′ := u⌊2ℓ/3⌋, σ (2) := inf
{︁
t ≥ 0 : u′′ ∈ K

(2)
t

}︁
.

It is easy to see that

min
(︁
σ (1), σ (2))︁≤ σ.

Putting this together with (47), we obtain

{Ys ≥ 2 for some s ≤ tα} ⊆ {σ ≤ tα} ⊆ {︁
min

(︁
σ (1), σ (2))︁≤ tα

}︁
,(48)

so we can bound

P(Ytα ≥ 1)
(46)= P(Ys ≥ 1 for all 0 ≤ s ≤ tα)

(48)≤ P
(︁
σ (1) ≤ tα

)︁+ P
(︁
σ (2) ≤ tα

)︁
(49)

+ P
(︁
min

(︁
σ (1), σ (2))︁> tα,Ys = 1 for 0 ≤ s ≤ tα

)︁
.(50)

We now bound the three terms on the right-hand side separately.
Let us first consider the probability in (50). For any t , if min(σ (1), σ (2)) > t and Yt = 1,

then a split in any of the edges

{u⌊ℓ/3⌋, u⌊ℓ/3⌋+1}, {u⌊ℓ/3⌋+1, u⌊ℓ/3⌋+2}, . . . , {u⌊2ℓ/3⌋−1, u⌊2ℓ/3⌋}
separates the two types permanently, causing Y to drop to zero. This observation gives

P
(︁
min

(︁
σ (1), σ (2))︁> tα,Ys = 1 for 0 ≤ s ≤ tα

)︁≤ exp
{︁−v · tα · (︁⌊2ℓ/3⌋ − ⌊ℓ/3⌋)︁}︁

≤ α−2ℓ,

where the second inequality follows from the definition of tα .



778 B. SCHAPIRA AND D. VALESIN

We now turn to the two probabilities in (49). We only bound the first one; by a sym-
metry argument, the same bound will then apply to the second. Let (Wt)t≥0 be a growth
process on (N0)

T
d

defined as follows. We let W0(o) = 1 and W0(u) = 0 for u ≠ o. We
interpret Wt(v) = m as saying that there are m particles at v at time t . Then we define
the dynamics by prescribing that independently, for any v ∼ w, a particle at v gives birth
at a particle at w with rate λ (and particles never die). In particular, (

∑︁
v Wt(v))t≥0 is a

pure-birth process in which the birth rate is dλ. It is easy to see that the set-valued pro-
cess ({u ∈ T

d : Wt(u) > 0})t≥0 stochastically dominates (K
(1)
t )t≥0, and in particular,

(51) P
(︁
σ (1) ≤ tα

)︁≤ P
(︁
Wtα

(︁
u′)︁> 0

)︁≤ E
[︁
Wtα

(︁
u′)︁]︁.

We now claim that, for any t ≥ 0 and v ∈ T
d ,

(52) E
[︁
Wt(v)

]︁= edλt · pt(v),

where pt(v) := P(Zt = v), with (Zt )t≥0 the continuous-time random walk on T
d , which

starts at the root at time zero and jumps from any vertex to any neighboring vertex with rate λ.
This is a standard many-to-one formula; see [17], and see also [24], Proposition 1.21, page 40,
for a proof of an analogous inequality on Z

d . For completeness we include a brief proof. It is
simple to verify (52) using the observations that (t, v) →⃓ E[Wt(v)] is the solution to⎧⎪⎨⎪⎩

d

dt
g(t, v) = λ

∑︂
w∼v

g(t,w), t ≥ 0, v ∈ T
d,

g(0, ·) = δo(·),
and that the right-hand side of (52) solves this equation by direct computation.

Putting together (51) and (52), we have

P
(︁
σ (1) ≤ tα

)︁≤ edλtα · ptα

(︁
u′)︁≤ edλtα · P(︁Poi(dλtα) > ⌊ℓ/3⌋)︁,

where Poi(dλtα) represents a random variable with the Poisson distribution with parame-
ter dλtα , which is the law of the number of jumps of (Zt ) until time tα . Since the tail
of the Poisson distribution is lighter than exponential, the right-hand side above is smaller
than Cα−2ℓ for some C > 0, uniformly in ℓ. This concludes the proof. □

LEMMA 3.17. For any p ≥ 1, there exists C′
p > 0 (depending on λ, v and p) such that the

following holds. Fix B0 ⊆ T
d\{o}, and let (˜︁Ξt)t≥0 be a two-type herds process with rates λ, v

started from ˜︁Ξ0 = δ{o},B0 . Also, let Tp := 12p log(2d)/v. Then (uniformly over the choice
of B0)

E

[︃(︃ ∑︂
(A,B):A≠∅

˜︁ΞTp(A,B) · (︁|A| + |B|)︁)︃p]︃
≤ C′

p.

PROOF. Let

R := ∑︂
(A,B):A≠∅

˜︁ΞTp(A,B) · (︁|A| + |B|)︁;
note that R is the total number of particles in ˜︁ΞTp that belong to herds that contain type-1
particles.

We enumerate {o} ∪ B0 = {u1, . . . , um}, with u1 = o and m = |B0| + 1. We now define a
multitype herds process, as described in Remark 2.5. This new process, denoted (˜︁˜︁Ξt)t≥0, is
taken in the same probability space that we have been considering, has rates λ, v, and m types.
It starts with a single herd, with a type-1 particle at u1 = o, a type-2 particle at u2, . . ., and a
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type m particle at um. In analogy with R, we let R′ denote the total number of particles in ˜︁˜︁ΞTp

that belong to herds that contain type-1 particles. That is, if we use an m-tuple (A1, . . . ,Am)

to represent a multitype herd shape, then

R′ := ∑︂
(A1,...,Am):A1≠∅

˜︁˜︁ΞTp(A1, . . . ,Am) · (︁|A1| + · · · + |Am|)︁.
Similarly as in Lemma 2.9, we see that R is stochastically dominated by R′; in particular,

E
[︁
Rp]︁1/p ≤ E

[︁(︁
R′)︁p]︁1/p ≤

m∑︂
j=1

E
[︁(︁

R′
j

)︁p]︁1/p
,

where

R′
j := ∑︂

(A1,...,Am):A1≠∅

˜︁˜︁ΞTp(A1, . . . ,Am) · |Aj |.

Note that R′
1 is just the total number of type-1 particles in ˜︁˜︁ΞTp . If we ignore all types except

for type 1 in (˜︁˜︁Ξt), we obtain a (one-type) herds process started from δ{o}; hence, E[(R′
1)

p] =
E[Xp

Tp
] < ∞ by Corollary 2.3. Next, for j ≠ 1, if we ignore all types except for types 1 and j

in (˜︁˜︁Ξt), we see a two-type herds process started from δ{o},{uj }, and Lemma 3.16 (with α =
(2d)p) and the definition of Tp imply that E[(R′

j )
p] ≤ Cp(2d)−p·dist(o,uj ). We then have

m∑︂
j=1

E
[︁(︁

R′
j

)︁p]︁1/p ≤ E
[︁
X

p
Tp

]︁1/p + C1/p
p

m∑︂
j=2

(2d)−dist(o,uj ).

The second sum on the right-hand side is smaller than∑︂
u∈Td

(2d)−dist(o,u) ≤
∞∑︂
i=1

di · (2d)−i = 1.

We have thus proved that E[Rp] ≤ (E[Xp
Tp

]1/p + C
1/p
p )p , so the proof is complete. □

LEMMA 3.18. Let p ≥ 1, and let C′′
p := max(C′

p,E[Xp
Tp

]), where C′
p and Tp are as in

Lemma 3.17. Then for any ξ ∈ S , the herds process (Ξt)t≥0 with rates λ, v satisfies

P
(︁∃A : |A| ≥ x,ΞTp(A) > 0|Ξ0 = ξ

)︁≤ C′′
p · X(ξ)

xp
, x > 0.

PROOF. By using Lemma 2.5 and a union bound, it suffices to prove that, for any A0 ∈
Pf(T

d),

(53) P
(︁∃A : |A| ≥ x,ΞTp(A) > 0|Ξ0 = δA0

)︁≤ C′′
p · |A0|

xp
, x > 0.

We will prove this by induction on |A0|. For the case where |A0| = 1, we bound the left-hand
side above by

P(XTp ≥ x|Ξ0 = δ{o}) ≤
E[Xp

Tp
]

xp

by Markov’s inequality.
Now, assume that |A0| ≥ 2, and let u ∈ A0. Let B0 := A0\{u}. We consider a two-type

herds process (˜︁Ξt)t≥0 with rates λ, v started from δ{u},B0 . Using Lemma 2.9(b), the left-hand
side of (53) is smaller than

P
(︁∃(A,B) : |A| + |B| ≥ x,˜︁ΞTp(A,B) > 0

)︁
.
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In turn, this is smaller than

P
(︁∃(A,B) : A ≠ ∅, |A| + |B| ≥ x,˜︁ΞTp(A,B) > 0

)︁
(54)

+ P
(︁∃(A,B) : |B| ≥ x,˜︁ΞTp(A,B) > 0

)︁
.(55)

The probability in (54) is smaller than

P

(︃ ∑︂
(A,B):A≠∅

ΞTp(A,B) · (︁|A| + |B|)︁≥ x

)︃
≤ C′

p

xp

by Markov’s inequality and Lemma 3.17. By Lemma 2.9(a) the probability in (55) can be
expressed using a one-type herds process; it equals

P
(︁∃B : |B| ≥ x,ΞTp(B) > 0|Ξ0 = δB0

)︁
,

which is smaller than C′′
p|B0|/xp by the induction hypothesis (since |B0| = |A0| − 1). We

have then proved that

P
(︁∃A : |A| ≥ x,ΞTp(A) > 0|Ξ0 = A0

)︁≤ C′
p

xp
+ C′′

p(|A0| − 1)

xp
≤ C′′

p|A0|
xp

. □

PROOF OF LEMMA 3.13. Let q = 4p2, and fix s ≥ Tq = 12q log(2d)/v. Let E1 be the

event that there is some herd at time s whose number of particles is larger than X
1

2p

s−Tq
, that is,

E1 := {︁
there exists A ∈ Pf

(︁
T

d)︁ with |A| ≥ X
1

2p

s−Tq
and Ξs(A) > 0

}︁
.

On Ec
1 we bound

(56)
∑︂

A∈Pf(Td )

Ξs(A) · |A|p ≤ X
1/2
s−Tq

· ∑︂
A∈Pf(Td )

Ξs(A) ≤ X
1/2
s−Tq

· Xs.

On E1 we bound ∑︂
A∈Pf(Td )

Ξs(A) · |A|p ≤ Xp
s .

These bounds give

(57) E

[︃ ∑︂
A∈Pf(Td )

Ξs(A) · |A|p
]︃

≤ E
[︁
Xs · X1/2

s−Tq

]︁+E
[︁
Xp

s · 1E1

]︁
.

We treat the two expectations on the right-hand side separately. For the first one, we start by
bounding

(58) E
[︁
Xs · X1/2

s−Tq

]︁= E
[︁
E[Xs |Fs−Tq ] · X1/2

s−Tq

]︁≤ E
[︁
X

3/2
s−Tq

]︁ ·E[XTq ],
where the inequality follows from (6) and the Markov property. We now claim that there
exists C > 0 (not depending on s) such that

(59) E
[︁
X

3/2
s−Tq

]︁≤ CE
[︁
X3/2

s

]︁
.

To see this, first note that each particle that is alive at time s − Tq will stay alive until time s

with probability ρ := e−Tq . Then, defining the event

E2 :=
{︃
Xs ≥ ρ

2
· Xs−Tq

}︃
,
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we have, for any m ∈ N,

P(E2|Fs−Tq ) · 1{Xs−Tq = m} ≥ P

(︃
Bin(m,ρ) ≥ ρ

2
m

)︃
(and in case m = 0, the left-hand side is trivially equal to 1). Hence,

P(E2|Fs−Tq ) ≥ β := inf
m≥1

P

(︃
Bin(m,ρ) ≥ ρ

2
m

)︃
> 0.

Then

E
[︁
X3/2

s

]︁≥ E
[︁
X3/2

s · 1E2

]︁≥ ρ

2
·E[︁X3/2

s−Tq
· 1E2

]︁
= ρ

2
·E[︁X3/2

s−Tq
· P(E2|Fs−Tq )

]︁≥ ρ

2
· β ·E[︁X3/2

s−Tq

]︁
,

proving (59) with C := 2
βρ

. With (58) and (59) and putting together all the terms that do not
depend on s in a sufficiently large constant C, we have proved that

E
[︁
Xs · X1/2

s−Tq

]︁≤ CE
[︁
X3/2

s

]︁
.

We now turn to the second term on the right-hand side of (57). We first bound the condi-
tional expectation, given Fs−Tq , with Cauchy–Schwarz,

E
[︁
Xp

s · 1E1 |Fs−Tq

]︁≤ E
[︁
X2p

s |Fs−Tq

]︁1/2 · P(E1|Fs−Tq )
1/2.

Using (6) and the Markov property,

E
[︁
X2p

s |Fs−Tq

]︁≤ X
2p
s−Tq

·E[︁X2p
Tq

]︁
.

Using Lemma 3.18 (and again the Markov property) and recalling that q = 4p2, we have

P(E1|Fs−Tq ) ≤ C′′
q · Xs−Tq

(X
1/(2p)
s−Tq

)q
= C′′

q · X1−2p
s−Tq

.

Then, using that Xs−Tq is a nonnegative integer and hence X
1/2
s−Tq

≤ Xs−Tq , we get

E
[︁
Xp

s · 1E1 |Fs−Tq

]︁≤ (︁C′′
q ·E[︁X2p

Tq

]︁)︁1/2 · Xs−Tq ,

so

E
[︁
Xp

s · 1E1

]︁≤ (︁C′′
q ·E[︁X2p

Tq

]︁)︁1/2 ·E[Xs−Tq ] ≤ (︁C′′
q ·E[︁X2p

Tq

]︁)︁1/2 · Cϕs−Tq ,

where the second inequality follows from (17). Putting together all the constants that do not
depend on s, this gives

E
[︁
Xp

s · 1E1

]︁≤ Cϕs.

Altogether, this gives

E

[︃ ∑︂
A∈Pf(Td )

Ξs(A) · |A|p
]︃

≤ C · (︁E[︁X3/2
s

]︁+ ϕs)︁,
as wanted. □
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4. Extinction time on a random d-regular graph with switching. The goal of this
section is to prove Theorem 1.2. As mentioned in the Introduction, the first part of the theorem
was already proved in [12], so we only prove the second part here.

This section is organized as follows. In Section 4.1 we give a detailed construction of
the dynamic random graph and the contact process which co-evolves on this graph. After
doing so, we argue that a version of the usual self-duality relation of the contact process is
satisfied here. Due to this relation, in proving quick extinction, it suffices to study the process
started from a single infection. We start this study in Section 4.2, where we introduce an
exploration process, which reveals the contact process but only reveals partial information
about the graph. In Section 4.3 we prove a general Markov chain lemma, which allows us to
couple this exploration process with (a projection of) the herds process. Finally, in Section 4.4
we take advantage of this coupling to give the proof of Theorem 4.4.

4.1. Preliminaries: Dynamic graph, joint evolution, duality. Let us define the class of
graphs in which our dynamic graph process takes values. Fix n ∈ N, and let Vn := [n] =
{1, . . . , n}. The set {(u, a) : u ∈ Vn, a ∈ {1, . . . , d}} is called the set of half-edges. Given a
perfect matching of the set of half-edges (i.e., a bijection σ from this set to itself with no fixed
points and equal to its own inverse), we can obtain a (multi)graph by setting Vn as the set of
vertices and prescribing that each pair {(u, a), (u′, a′)} with (u′, a′) = σ(u, a) corresponds to
an edge between u and u′. Let Gn denote the set of all multigraphs that can be obtained in this
way. Deterministic elements of Gn will typically be denoted by g, whereas random elements
of Gn will be denoted by G or Gt (in the case of a process).

Fix g ∈ Gn. A switch code for g is a triple m = (e1, e2, η), where e1, e2 are distinct
edges of g and η ∈ {−,+}. Fix such a switch code, with e1 = {(u, a), (u′, a′)} and e2 =
{(v, b), (v′, b′)} so that (u, a) < (u′, a′) and (v, b) < (v′, b′) in lexicographic order. In
case η = +, we let Γm(g) be the graph obtained from g by replacing e1 and e2 by the edges
{(u, a), (v, b)} and {(u′, a′), (v′, b′)} (and keeping all other edges intact). In case η = −, we
instead replace e1, e2 by {(u, a), (v′, b′)} and {(u′, a′), (v, b)}.

The random graph process (Gt)t≥0 is the continuous-time Markov chain on Gn, which
jumps from g to g′ with rate υn := v

nd
if g′ = Γm(g) for some switch code m of g (and

rate 0 otherwise). This chain is reversible with respect to the uniform measure on Gn. We will
always start the graph dynamics from this distribution.

We now fix λ > 0 and define the contact process (ξt )t≥0 with infection rate λ on the
dynamic graph (Gt). Although we could do so by describing the jump rates of the joint
Markov chain (Gt , ξt )t≥0, we will instead use a Poisson graphical construction. We take a
probability space with probability measure P in which the process (Gt) is defined, and also
(independently of (Gt)) the following Poisson point processes (all independent) are defined:

• for each vertex u, a Poisson point process Ru on [0,∞) with intensity 1 (recovery times);
• for each half-edge (u, a), a Poisson point process R(u,a) with intensity λ (transmission

times).

Naturally, when t ∈ Ru, vertex u goes to state 0 (if not already there) at time t . Moreover,
when t ∈ R(u,a), there is a transmission from u to the vertex v that owns the half-edge to
which (u, a) is matched in Gt (so that if u was in state 1 just before t , then v goes to state
1, if not already there, at t). For each A ⊂ Vn, we let (ξA

t )t≥0 be the contact process on (Gt)

with ξA
0 = 1A and obtained from this graphical construction (as usual, the graphical construc-

tion gives us contact processes started from all possible initial configurations, all coupled in
a single probability space and respecting the monotonicity of set inclusion).

The usual duality relation

(60) P
(︁
ξA
t ∩ B ≠∅

)︁= P
(︁
ξB
t ∩ A ≠ ∅

)︁
for all t ≥ 0,A,B ⊂ Vn
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holds in this context, but it is important to note that the above probabilities are annealed in
the graph environment. Let us briefly prove (60). Fix t ≥ 0 and A,B ⊂ Vn. Letting (gs)0≤s≤t

be a possible realization of the trajectory of (Gs)0≤s≤t , we have

P
(︁
ξA
t ∩ B ≠∅|(Gs)0≤s≤t = (gs)0≤s≤t

)︁
= P

(︁
ξB
t ∩ A ≠ ∅|(Gs)0≤s≤t = (gt−s)0≤s≤t

)︁
.

This is verified using a standard argument involving infection paths and time-reversibility of
Poisson processes. Integrating this equality over the choice of (gs)0≤s≤t and using the fact
that (Gs)0≤s≤t has the same law as (Gt−s)0≤s≤t gives (60).

Letting ū ∈ Vn be arbitrary (and deterministic) and writing ξ ū
t instead of ξ

{ū}
t , we have

(61) P
(︁
ξ

Vn
t ≠∅

)︁≤ ∑︂
u∈Vn

P
(︁
ξ

Vn
t (u) = 1

)︁= n · P(︁ξVn
t (ū) = 1

)︁= n · P(︁ξ ū
t ≠ ∅

)︁
,

where the equalities follow from symmetry and duality, respectively. Due to (61), the analysis
of the extinction time of the contact process started from all vertices infected can be reduced
to the analysis of the extinction time of the contact process from a single infection at the
arbitrary vertex ū. For the rest of this section, ū remains fixed.

Next, we describe an exploration process, which only reveals partial information about
(Gt)t≥0, namely, only the matching of half-edges at certain points in time on a need-to-know
basis imposed by the transmission times of the contact process.

4.2. Exploration process. Let

P := {︁{︁
(u, a),

(︁
u′, a′)︁}︁ : u,u′ ∈ Vn, a, a′ ∈ {1, . . . , d}, (u, a) ≠ (︁

u′, a′)︁}︁
be the set of all potential edges of our random graph. A set E ⊂ P is called independent if
any two elements of E have no half-edge in common. Let

(62) P := {E ⊂P : E is independent}.
In the same probability space where (Gt) and the graphical construction of the contact pro-
cess are defined, we now define a process (Et )t≥0 taking values in P . Intuitively, Et repre-
sents a set of edges that are known to be part of Gt , having been revealed by an exploration
induced by the contact process activity. This process will have the following features:

(P1) It starts from E0 = ∅.
(P1) For any t , every element of Et is an edge of Gt .
(P3) The pair (ξ ū

t ,Et )t≥0 is a Markov chain.
(P4) For any t , conditionally on (ξ ū

t ,Et ), the distribution of the edges of Gt apart from
those in Et is uniform. More precisely, the pairing in Gt of the half-edges in the set {(u, a) :
(u, a) not in any edge of Et } is uniformly distributed among all possibilities.

In order to define the exploration, we will need auxiliary times. Let T1 be the first time in
which there is a transmission mark at a half-edge emanating from ū; let Et = ∅ for all t ∈
[0, T1). In case T1 < ∞, say, due to a transmission mark at the half-edge (ū, a), we reveal the
half-edge (v, b) to which (ū, a) is paired in GT1 and include the edge {(ū, a), (v, b)} in ET1 .

Now, assume that we have already defined stopping times (with respect to the filtration
of (Gt) and the graphical construction) T1 ≤ T2 ≤ · · · ≤ Tk and that we have defined Et

for 0 ≤ t ≤ Tk . In case Tk = ∞, set Tk+1 = ∞; from now on, assume that {Tk < ∞} occurs.
Let Tk+1 be the first time t > Tk when:

• either a switch occurs involving at least one edge of ETk
(call this Case 1),
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• or “the contact process tries to use an unexplored edge,” that is, a transmission mark ap-
pears at a half-edge emanating from some vertex of ξt , and this half-edge is not part of an
edge of ETk

(Case 2).

Note that Case 1 is triggered by a switch mark and Case 2 by a transmission mark; none of
them is triggered by a recovery mark. We set Et = ETk

for t ∈ (Tk, Tk+1), and ETk+1 is defined
as follows:

• In Case 1 there are two subcases. First, assume that the switch at time Tk+1 involves an
edge e of ETk

and another edge outside ETk
. Then we let ETk+1 = ETk

\{e}. Now, assume
that the switch at time Tk+1 involves two edges e, e′ of ETk

, transforming them into the
two new edges e′′, e′′′. We then set ETk+1 = (ETk

\{e, e′}) ∪ {e′′, e′′′}.
• In Case 2 we reveal the half-edge that is matched at time t to the half-edge having the

transmission mark at that time; letting e be the edge formed by these two half-edges, we
let ETk+1 = ETk

∪ {e}.
This completes the description of the exploration, and it should be clear that properties (P1),
(P2), (P3), and (P4) listed earlier are indeed satisfied.

Our next step is to use the exploration process as a tool to couple the contact process (ξ ū
t )

with a herds process.

4.3. A Markov chain lemma and its application. We now prove a general result about
coupling two continuous-time Markov chains.

LEMMA 4.1. Let X1 and X2 be countable sets, and let r1 : X1 × X1 → [0,∞) and r2 :
X2 × X2 → [0,∞) be functions defining the jump rates for continuous-time (nonexplosive)
Markov chains on X1 and X2, respectively. Assume that there is a subset X ′

1 ⊆ X1 and func-
tions Ψ : X ′

1 → X2 and f : X ′
1 → [0,∞) such that the following two conditions hold:

(63)
∑︂

y∈X1\X ′
1

r1(x, y) ≤ f (x) for all x ∈ X ′
1

and

(64)
∑︂

z∈X2,
z≠Ψ(x)

⃓⃓⃓⃓
r2
(︁
Ψ(x), z

)︁− ∑︂
y∈Ψ−1(z)

r1(x, y)

⃓⃓⃓⃓
≤ f (x) for all x ∈ X ′

1.

Fix x̄ ∈ X ′
1. Then there exists a coupling (At ,Bt )t≥0 on X1 ×X2 with the following properties:

(a) A0 = x̄, and (At )t≥0 is a Markov chain on X1 with jump rates r1;
(b) B0 = Ψ(x̄) and (Bt )t≥0 is a Markov chain on X2 with jump rates r2;
(c) letting

σ := inf
{︁
t : Bt ≠ Ψ(At )

}︁
and, for any a > 0,

Ta := inf
{︁
t : f (At ) > a

}︁
,

we have, for any t > 0,

P(σ ≤ t ∧ Ta) ≤ 2at.

PROOF. We will define a continuous-time Markov chain (At ,Bt ,Wt )t≥0 taking values
in the set

(65)
{︁(︁

x,Ψ(x),1
)︁ : x ∈ X ′

1
}︁∪ {︁(x, y,0) : x ∈ X1, y ∈ X2

}︁
,
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starting from (x̄,Ψ(x̄),1). The pair (At ,Bt ) will satisfy the properties in the statement. The
third coordinate process (Wt ) will be a nondecreasing process (it jumps at most once, from 1
to 0) with the property that, for all t ≤ inf{s : Ws = 0}, we have Bt = Ψ(At ). So we inter-
pret Wt as the indicator of the event that “the coupling still works at time t .”

In order to define this chain, we need to specify the jump rates. When the third coordinate
equals zero (meaning that the coupling is already broken), the first and second coordinates
move independently, according to the chains defined by r1 (on X1) and r2 (on X2), respec-
tively. More precisely, from any triple of the form (x, y,0), the chain jumps as follows:

• For each x′ ∈ X1, it jumps to (x′, y,0) with rate r1(x, x′).
• For each y′ ∈ X2, it jumps to (x, y′,0) with rate r2(y, y′).

We now need to specify the jump rates from points in the first set in the union in (65). In
order to do so, we first introduce some notation. For each x ∈ X ′

1, we let

[x] := Ψ−1(︁Ψ(x)
)︁⊂ X ′

1.

For each x ∈X1 and each S ⊂X1, we write

r1(x, S) :=∑︂
y∈S

r1(x, y).

Now, fix x ∈ X ′
1. The following list describes all the possible jumps that the chain can take

from (x,Ψ(x),1) (this starting location is kept fixed throughout the list), and their respective
rates:

• A and B jump together, stay coupled: for each y ∈ X ′
1\[x], jump to (y,Ψ(y),1) with rate

r1(x, y) · r1(x, [y]) ∧ r2(Ψ(x),Ψ(y))

r1(x, [y]) ;
• A jumps alone inside [x], stay coupled: for each y ∈ [x]\{x}, jump to (y,Ψ(y),1) =

(y,Ψ(x),1) with rate r1(x, y);
• A jumps alone leaving X ′

1, break coupling: for each y ∈ X1\X ′
1, jump to (y,Ψ(x),0) with

rate r1(x, y);
• A jumps alone inside X ′

1, break coupling: for each y ∈ X ′
1\[x], jump to (y,Ψ(x),0) with

rate

r1(x, y) ·
(︃

1 − r1(x, [y]) ∧ r2(Ψ(x),Ψ(y))

r1(x, [y])
)︃
;

• B jumps alone, breaks coupling: for each z ∈X2, jump to (x, z,0) with rate

r2
(︁
Ψ(x), z

)︁− (︁
r1
(︁
x,Ψ−1(z)

)︁∧ r2
(︁
Ψ(x), z

)︁)︁
.

It is straightforward to check that the marginal rates for (At ) and (Bt ) are correct, so that
items (a) and (b) in the statement of the lemma hold.

For each x ∈ X ′
1, let R(x) denote the rate at which (At ,Bt ,Wt ) jumps from (x,Ψ(x),1) to

the set X1 ×X2 ×{0}, where the coupling is broken. From the above rates, and then using (63)
and (64), it can be seen that

(66) R(x) = r1
(︁
x,X1\X ′

1
)︁+ ∑︂

z∈X2,
z≠Ψ(x)

⃓⃓
r1
(︁
x,Ψ−1(z)

)︁− r2
(︁
Ψ(x), z

)︁⃓⃓≤ 2f (x).

Next, let σ ′ := inf{t : Wt = 0}, and recall that Ta := inf{t : f (At ) > a}. The process

(67) Mt := 1
{︁
σ ′ ≤ t ∧ Ta

}︁−
∫︂ t∧σ ′∧Ta

0
R(As)ds, t ≥ 0
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is a martingale. Let us give an informal justification of this (a formal proof is not too difficult,
but we omit it for brevity). We argue that

(68) E
[︁
Mt+ϵ|(As,Bs,Ws)0≤s≤t

]︁= Mt + o(ϵ) as ϵ → 0+,

which implies that d
dϵ
E[Mt+ϵ|(As,Bs,Ws)0≤s≤t ]|ϵ=0+ = 0. Assume we are given the infor-

mation of the trajectory of the chain until time t . First, assume that neither σ ′ nor Ta have
passed by time t . In that case the indicator in (67) is still equal to zero. The rate at which
it may jump from zero to one in the immediate future is R(At ): this would happen if the
coupling got broken, with W jumping from 1 to 0. This value R(At ) is the same as the rate
with which the integral in (67) is increasing in this scenario, so the integral compensates the
indicator function, and we obtain (68). Now, assume instead that either σ ′ or Ta has already
passed by time t . In that case the indicator in (67) is no longer going to change (it is either
going to stay equal to 0 or equal to 1 forever after t), and the integral is also not changing
after t .

Now, for any t ≥ 0,

0 = M0 = E[Mt ] = P
(︁
σ ′ ≤ t ∧ Ta

)︁−E

[︃∫︂ t∧σ ′∧Ta

0
R(As)ds

]︃
(66)≥ P

(︁
σ ′ ≤ t ∧ Ta

)︁− 2at.

Now, recalling that σ := inf{t : Bt ≠ Ψ(At )}, we have that σ ′ ≤ σ , so

P(σ ≤ t ∧ Ta) ≤ P
(︁
σ ′ ≤ t ∧ Ta

)︁≤ 2at. □

In the application we have in mind for this lemma, the first Markov chain is the pair (ξt ,Et )

consisting of the contact process and the exploration process in the random dynamic graph,
as described in the previous subsection (recall that this pair is a Markov chain). The second
Markov chain is a certain function of the herds process. We will need to give some definitions
for both, as well as for the mapping Ψ between them.

4.3.1. First Markov chain: Contact and exploration process. The process (ξt ,Et )t≥0
(contact process and exploration process on the dynamic random graph (Gt)) takes values
in the state space

X1 := {︁
(A,E) : A ⊂ [n],E ∈ P

}︁
,

where we recall the definition of P in (62). We denote by r1(·, ·) the function giving the
jump rates of this chain.

Given (A,E) ∈ X1, we define the graph induced by (A,E), denoted by Graph(A,E), as
follows. First, enumerate E = {e1, . . . , em}, with

e1 = {︁
(u1, a1),

(︁
u′

1, a
′
1
)︁}︁

, . . . , em = {︁
(um, am),

(︁
u′

m,a′
m

)︁}︁
.

Then Graph(A,E) is the graph with vertex set A ∪ {u1, u
′
1, . . . , um,u′

m} and edge set E .

4.3.2. Second Markov chain: Herds process modulo automorphisms. Recall the defini-
tion of the set Pf(T

d) of herd shapes from Definition 2.1. For A ∈ Pf(T
d), define

[A] :=
{︄

A′ ∈ Pf
(︁
T

d
)︁ : there is a graph isomorphism ψ : Td → T

d

such that ψ(A) = A′

}︄
.

This decomposes Pf(T
d) into equivalence classes.
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FIG. 2. Illustration of the mapping Ψ . Above, the pair (A,E) is depicted (red vertices are those that belong
to A, and black vertices are those that belong to Graph(A,E) but not to A). Below, the herd configuration modulo
automorphisms Ψ(A,E) is shown. Note that one of the connected components of Graph(A,E) has no counterpart
in Ψ(A,E), because none of its vertices belongs to A.

Recall the definition of the set S of herd configurations S from Definition 2.2. Given ξ ∈ S ,
define [ξ ] : {[A] : A ∈ Pf(T

d)} → N0 by setting

[ξ ](︁[A])︁= ∑︂
A′∈[A]

ξ
(︁
A′)︁.

We then define

X2 := {︁[ξ ] : ξ ∈ S
}︁
,

the set of herd configurations modulo automorphisms. Letting (Ξt)t≥0 be the herds process,
we note that, by Lemma 2.4, the process ([Ξt ])t≥0 is a Markov chain on X2. We let r2(·, ·)
denote the function giving the jump rates of this chain.

4.3.3. The mapping Ψ and the error bound f . Now that we have defined the pairs (X1,

r1) and (X2, r2) that we will use in our application of Lemma 4.1, we will also define the
sets X ′

1 and the functions Ψ : X ′
1 → X2 and f : X ′

1 → [0,∞) that appear in the assumptions
of that lemma.

We start with

(69) X ′
1 := {︁

(A,E) ∈ X1 : Graph(A,E) is a forest
}︁
.

The mapping Ψ is easy to understand (Figure 2 provides an instant explanation) but
somewhat clumsy to define. Fix (A,E) ∈ X ′

1. Let C1, . . . ,Cm be the connected components
of Graph(A,E) that contain at least one vertex of A. For i ∈ {1, . . . ,m}, let Ai be the set
of vertices of A that intersect Ci . Since Ci is a tree in which all vertices have degree at
most d , there exists an isomorphism ψi between Ci and some connected subgraph of Td (in
fact, there are infinitely many such isomorphisms, but we choose one in some arbitrary way).
Then ξ(A,E) :=∑︁m

i=1 δψi(Ai) is a herd configuration, and we let

Ψ(A,E) := [ξ ] ∈ X2.

It is now straightforward to verify that there exists a constant Cf > 0 such that condi-
tions (63) and (64) are satisfied with the choice

f (A,E) := Cf

(|A| + |E |)2

n
.

We omit the details.
We now have all the ingredients to apply Lemma 4.1. Given an initial condition (A,E) ∈

X ′
1 for the exploration process (which will often, but not always, be equal to ({ū},∅)), we can

obtain the coupling (At ,Bt )t≥0 started from ((A,E),Ψ(A,E)) and satisfying the properties
guaranteed by that lemma.
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4.4. Proof of Theorem 1.2. For the rest of this section, we assume that λ < λ̄(v). By (61)
it suffices to prove that, for C > 0 large enough, we have

n · P(︁ξ ū
C logn ≠∅

)︁ n→∞−−−→ 0.

Let us explain our strategy to prove this. We take advantage of the coupling with the herds
process from the previous section. The probability that the contact process, started from {ū},
survives until time C logn (with C some large constant), and moreover, the coupling remains
good (meaning that Bt = Ψ(At )) for time C′ logn (with C′ < C but still large) is o(1/n),
since this would imply survival of the herds process, which is subcritical, until C′ logn. How-
ever, the probability that the coupling turns bad before extinction is not o(1/n), so we have
to deal with that event. The most problematic case is that the coupling turns bad due to the
exploration process finding an edge that causes the explored graph to no longer be a forest.
In that case, apart from events of probability o(1/n), this problematic edge is deleted after
a short amount of time due to a switch (with no other problematic edges appearing in the
meantime), and the explored region goes back to being a forest. At this moment when a for-
est reappears, we can start a brand new coupling between the exploration process (starting
from its current state (ξt ,Et )) and a herds process (starting from Ψ(ξt ,Et )). Now, this second
coupling also turning bad has too low probability (when we consider this event together with
the already low probability of the breaking of the first attempt). It is also unlikely that this
second coupling stays active for a long time without turning bad, for the same reason as for
the first one.

The above explanation shows that the argument is naturally structured in three stages (of
course, not all of them necessarily occur): the first coupling attempt, then the period until a
problematic edge is removed, and then the second coupling attempt. We encapsulate Stages 2
and 3 in two lemmas in reverse order: Lemma 4.2 below deals with Stage 3, and Lemma 4.3
with Stage 2. Having these two lemmas in place, we are able to tell the full story from the
beginning of Stage 1, concluding the proof.

LEMMA 4.2. Let (A,E) ∈ X ′
1, where X ′

1 is as in (69). Assume that |A| + |E | ≤ n1/6.
Let (ξt ,Et )t≥0 be a contact process and exploration process started from (ξ0,E0) = (A,E).
Then, letting τ denote the extinction time of the contact process and ϕ = ϕ(λ, v) be the growth
index of the herds process (as in (12)), for n large enough we have

(70) P

(︃
τ >

2

| logϕ| logn

)︃
≤ 1√

n
.

PROOF. Let (At ,Bt )t≥0 be the coupling obtained from Lemma 4.1, started from (A0,

B0) = ((A,E),Ψ(A,E)). Recalling from the statement of Lemma 4.1 that

σ := inf
{︁
t : Bt ≠ Ψ(At )

}︁
, Ta := inf

{︁
t : f (At ) ≥ a

}︁
and abbreviating

t∗ := 2 logn

| logϕ| , a∗ := 1

4t∗
√

n
= | logϕ|

8
√

n logn
,

we bound the probability on the left-hand side of (70) by

P(τ > t∗, σ > t∗) + P(σ ≤ t∗ ∧ Ta∗) + P(Ta∗ < σ ≤ t∗).(71)

By Lemma 4.1 we have

P(σ ≤ t∗ ∧ Ta∗) ≤ 2t∗a∗ = 1

2
√

n
.
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By the definition of σ , on the event {τ > t∗, σ > t∗} we have that Bt∗ is not empty. Then P(τ >

t∗, σ > t∗) is smaller than the probability that a herds process started with fewer than n1/6

particles is still alive by time t∗. By (6) and (17), we obtain

(72) P(τ > t∗, σ > t∗) ≤ Cn1/6 · ϕt∗ = Cn1/6 · n−2 <
1

4
√

n

if n is large enough.
It remains to bound P(Ta∗ < σ ≤ t∗). Recalling that f (At ) = Cf (|ξt | + |Et |)2/n, if Ta∗ <

∞, we have

|ξTa∗ | + |ETa∗ | ≥ (na∗/Cf )1/2.

Since |ξ0| + |E0| ≤ n1/6, we obtain that, for n large enough,

on {Ta∗ < ∞}, |ξTa∗ | + |ETa∗ | −
(︁|ξ0| + |E0|)︁≥ (na∗/Cf )1/2 − n1/6 > n1/5.

Now, the process (|ξt | + |Et |) only changes at times when (At ) = (ξt ,Et ) changes. If At has
a new infection appearing at time t , then |ξt | + |Et | may increase by at most 2 at that time.
On the other hand, if At performs a jump of any other kind, then |ξt | + |Et | stays the same or
decreases. Hence, for any t , we have

|ξt | + |Et | − (︁|ξ0| + |E0|)︁≤ 2
⃓⃓{s ≤ t : ξs = ξs− + 1}⃓⃓.

Putting these observations together, we see that

on {Ta∗ < σ ≤ t∗},
⃓⃓{s < σ : ξs = ξs− + 1}⃓⃓≥ n1/5/2.

Moreover, before time σ , whenever a new infection appears in (At ), a new particle is also
born in (Bt ). Letting N∞ denote the number of particles ever born in (Bt ) (even after time σ ),
we obtain the bound

P(Ta∗ < σ ≤ t∗) ≤ P
(︁
N∞ ≥ n1/5/2

)︁≤ E[N p∞]
(n1/5/2)p

,

for any p ≥ 1, by Markov’s inequality. Recalling that B0 has at most n1/6 particles and using
Lemma 3.14 and Corollary 3.15, the right-hand side is smaller than

Cp(n1/6)p

(n1/5/2)p
= C′

p · n−p/30,

for some constants Cp,C′
p > 0. Taking p > 15 and then n large enough, this is smaller

than 1
4
√

n
, completing the proof. □

LEMMA 4.3. There exist ε > 0 and δ > 0 such that the following holds. Let (A,E) ∈
X1\X ′

1 (so that Graph(A,E) is not a forest). Assume that |A| + |E | ≤ nε . Also, assume that
there is an edge e in E such that (A,E\{e}) ∈ X ′

1, that is, Graph(A,E) would become a forest
if e were removed from E . Letting (ξt ,Et )t≥0 denote the contact and exploration process
started from (A,E) and letting τ denote the extinction time of (ξt ), for n large enough we
have

(73) P

(︃
τ >

(︃
δ + 2

| logϕ|
)︃

logn

)︃
< n−4ε.

PROOF. Let U denote the time when the edge e disappears, due to being involved in
a switch. The rate at which this happens equals υn = v

nd
times the number of other edges

in the graph, which is nd
2 − 1, times 2 (switches can be positive or negative). So this rate

is v(1 − 2
nd

). Hence, U has exponential distribution with parameter v(1 − 1
2nd

).
Denote by B the event that:
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• For all t ∈ [0,U) we have (ξt ,Et\{e}) ∈ X ′
1; that is, it stays the case that the removal of e

from the set of edges turns Graph(ξt ,Et ) into a forest.
• Graph(ξU ,EU) is a forest.

We fix δ > 0 and ε > 0 for now; their values will be chosen at the end of the proof. We
define

T := inf
{︁
t : |ξt | + |Et | > ln1/6}︁.

We bound the probability in (73) by

P(U > δ logn)(74)

+ P(U ≤ δ logn,T ≤ U)(75)

+ P
(︁{U ≤ δ logn,T > U} ∩ Bc)︁(76)

+ P

(︃
{U ≤ δ logn,T > U} ∩ B ∩

{︃
τ >

(︃
δ + 2

| logϕ|
)︃

logn

}︃)︃
.(77)

We bound these four terms separately, starting with the first and last, which are the easiest.
We have

P(U > δ logn) = exp
{︃
−v
(︃

1 − 1

2nd

)︃
δ logn

}︃
= n−v(1− 1

2nd
)δ.

Next, letting B ′ := {U ≤ δ logn,T > U} ∩ B and letting (Ft )t≥0 be the natural filtration
of (ξt ,Et ), the probability in (77) is

P

(︃
B ′ ∩

{︃
τ >

(︃
δ + 2

| logϕ|
)︃

logn

}︃)︃

= E

[︃
1B ′ ·E

[︃
τ >

(︃
δ + 2

| logϕ|
)︃

logn|FU

]︃]︃
≤ P

(︁
B ′)︁ · 1√

n
≤ 1√

n
,

where the first inequality follows from Lemma 4.2.
To bound (75), we note that |ξt | + |Et | can increase by at most two units at a given jump

time, and a jump that causes such an increase happens with rate at most λd|ξt |. We can thus
stochastically dominate (|ξt | + |Et |)t≥0 by a pure-birth process (Zt )t≥0 on N, which starts
from Z0 = ⌈nε⌉ and jumps from k to k + 2 with rate λdk (and has no other kind of jump).
Then the probability in (75) is smaller than

P

(︂
max

0≤t≤δ logn

(︁|ξt | + |Et |)︁> n1/6
)︂

≤ P
(︁
Zδ logn > n1/6)︁≤ E[Zδ logn]

n1/6 = ⌈nε⌉ · exp{2λdδ logn}
n1/6 ≤ 2nε+2λdδ− 1

6 .

We now turn to (76). For the process (ξt ,Et )t≥0, let us say that a “bad jump” is a jump time
when either: (a) a contact process transmission occurs which causes the inclusion in the ex-
ploration process of an edge between two vertices that were already present in Graph(ξt ,Et )

or (b) a switch involving two edges that were already in Et . The point is that, as long as
there are no bad jumps, it remains true that Graph(ξt ,Et ) would become a forest if e were
removed, and in particular, if U is not a bad jump, then Graph(ξU ,EU) is a forest. Hence,
letting S denote the time at which the first bad jump occurs, we have

P
(︁{U ≤ δ logn,T > U} ∩ Bc)︁≤ P(U ≤ δ logn,T > U,S ≤ U).
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Now, let Rt denote the rate at which a bad jump occurs from the present state (ξt ,Et ). It

is straightforward to check that there is C > 0 such that Rt ≤ C
(|ξt |+|Et |)2

n
. Moreover, the

process

Yt := 1{S ≤ t, S ≤ T } −
∫︂ t∧S∧T

0
Rs ds, t ≥ 0

is a martingale. For a sketch of proof of this, fix t ≥ 0. On the event {S ∧ T ≤ t}, for ev-
ery t ′ ≥ t , we have 1{S ≤ t ′, S ≤ T } = 1{S ≤ t, S ≤ T } and

∫︁ t ′∧S∧T
t∧S∧T Ru du = 0, so Yt ′ = Yt

almost surely, so E[Yt ′ |(ξs,Es)0≤s≤t ] = Yt . On the other hand, on the event {S ∧ T > t}, we
have 1{S ≤ t, S ≤ T } = 0, and the rate at which this indicator jumps to one from the cur-
rent configuration at time t is Rt ; this is exactly compensated by the increase in the integral,
showing that E[Yt+r |(ξs,Es)0≤s≤t ] − Yt = o(r) when r → 0+. This shows that, in all cases,
d
dr
E[Yt+r |(ξs,Es)0≤s≤t ]|r=0+ = 0.
Then

0 = E[Y0] = E[Yδ logn] ≥ P(S ≤ δ logn,S ≤ T ) − δ logn · C (n1/6)2

n
.

Then we have

P(U ≤ δ logn,T > U,S ≤ U) ≤ P(S ≤ δ logn,S ≤ T ) ≤ Cδ logn · n−2/3.

Putting now all our bounds together, we have proved that the probability in (73) is smaller
than

n−v(1− 1
2nd

)δ + n−1/2 + 2nε+2λdδ− 1
6 + Cδ logn · n−2/3.

By first choosing δ small and then choosing ε much smaller, this expression is smaller
than n−4ε when n is large enough. □

PROOF OF THEOREM 1.2. Let ε and δ be as in Lemma 4.3. Define

β := 4

| logϕ| + δ.

We will prove that

P
(︁
ξ

Vn

β logn ≠ ∅
)︁ n→∞−−−→ 0.

By (61) this will follow from proving that

lim
n→∞n · P(︁ξ ū

β logn ≠∅
)︁= 0,

where ū is a deterministic vertex. In order to prove this, we take the coupling (At ,Bt )t≥0

from Lemma 4.1, with A0 = (ξ0,E0) = ({ū},∅) and B0 = Ψ(A0). Recall that σ := inf{t :
Bt ≠ Ψ(At )}.

Let τ be the extinction time of (ξt ) (which starts from {ū}), and also define

β0 := 2

| logϕ|
and

T := inf
{︁
t : |ξt | + |Et | ≥ nε}︁.
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We bound

P(τ > β logn)

≤ P(τ > β logn,σ > β0 logn)(78)

+ P(σ ≤ β0 logn,T ≤ σ)(79)

+ P(τ > β logn,σ ≤ β0 logn,T > σ).(80)

To bound (78), we give the same argument as we have used to bound (72); here it gives

P(τ > β logn,σ > β0 logn) ≤ Cϕβ0 logn < n−2.

To bound (79), we observe again that |ξt | + |Et | can only increase by 2 at any given jump
time, and it only increases when there are contact transmissions generating new births. More-
over, before time σ , any time when there is a birth for (ξt ,Et ), there is also a particle birth
for Bt . These considerations allow us to bound

P(σ ≤ β0 logn,T ≤ σ)

≤ P
(︁
σ ≤ β0 logn,

⃓⃓{︁
t ≤ σ : |ξt | = |ξt−| + 1

}︁⃓⃓≥ nε/2
)︁

≤ P

(︃
σ ≤ β0 logn,

⃓⃓{︁
t < σ : |ξt | = |ξt−| + 1

}︁⃓⃓≥ nε

2
− 2

)︃
≤ P

(︃
(Bt ) has more than

nε

2
− 2 births

)︃
.

By Corollary 3.15 this is smaller than

Cp

(︃
nε

2
− 2

)︃−p

for any p ≥ 1. Hence, by taking p > 1/(2ε) and n large enough, it is smaller than 1/n2.
We now turn to (80). Let us first bound, using Lemma 4.1,

(81) P(σ ≤ β0 logn,T > σ) ≤ Cf · (nε)2

n
· β0 logn = Cf β0n

−1+2ε logn.

Letting (Ft )t≥0 be the natural filtration for (At ,Bt )t≥0, we write

P(τ > β logn,σ ≤ β0 logn,T > σ)

≤ E
[︁
1{σ ≤ β0 logn,T > σ } · P(τ > β logn|Fσ )

]︁
= E

[︁
1
{︁
σ ≤ β0 logn,T > σ,Aσ /∈ X ′

1
}︁ · P(τ > β logn|Fσ )

]︁
(82)

+E
[︁
1
{︁
σ ≤ β0 logn,T > σ,Aσ ∈ X ′

1
}︁ · P(τ > β logn|Fσ )

]︁
.(83)

To bound (82), we note that, on the event {σ ≤ β0 logn,T > σ,Aσ /∈ X ′
1}, we have that Aσ =

(ξσ ,Eσ ) satisfies the assumptions of Lemma 4.3, and then that lemma implies that, on this
event, P(τ > β logn|Fσ ) ≤ n−4ε . Together with (81), this implies that (82) is smaller than

Cf β0n
−1+2ε logn · n−4ε < n−1−ε

if n is large enough.
Next, Lemma 4.2 implies that on {σ ≤ β0 logn,T > σ,Aσ ∈ X ′

1}, we have P(τ >

β logn|Fσ ) < n−1/2; combining this with (81) shows that (83) is smaller than

Cf β0n
−1+2ε logn · n−1/2 < n−5/4

for n large. This completes the proof. □



CONTACT PROCESS ON DYNAMIC REGULAR GRAPHS 793

APPENDIX: PROOFS OF LEMMA 3.9 AND LEMMA 3.11

PROOF OF LEMMA 3.9. The proof is the same for the two functions, so we only treat the
first. We use the simple bounds that come from comparison with a pure birth process,

E[Xt |Ξ0 = δAe,1 + δAe,2] ≤ |A| · edλt ,

together with the expression (20), to obtain

gv(ξ, t) ≤ edλt ·∑︂
A

ξ(A) · |A| · ⃓⃓{active edges of A}⃓⃓
≤ edλt ·

(︃∑︂
A

ξ(A) · |A|
)︃(︃∑︂

A

ξ(A) · ⃓⃓{active edges of A}⃓⃓)︃
≤ edλt · (︁X(ξ) + E (ξ)

)︁2
.

The statement now readily follows from Corollary 2.3. □

The following preliminary result will allow us to perform the exchange of limit and expec-
tation in (34).

LEMMA A.4. There exist c1, c2 > 0 (depending on λ, v, ε) such that, for any 0 ≤ t <

t + s < T , on {τsep > t}, we have⃓⃓ˆ︁E[At+s |Ft ]
⃓⃓≤ c1

(︁
X(Vt ) + E (Vt )

)︁c2 · s.

PROOF. We fix s, t , as in the statement, and let N denote the number of jumps of the
process (V,W) in [t, t + s]. We have

1{τsep>t} · ⃓⃓ˆ︁E[At+s |Ft ]
⃓⃓

≤ 1{τsep>t} · ⃓⃓ˆ︁E[︁1{τsep≤t+s,N=1} ·ˆ︁E[YT −XT |Fτsep]|Ft

]︁⃓⃓
(84)

+ 1{τsep>t} · ⃓⃓ˆ︁E[︁1{τsep≤t+s,N≥2} ·ˆ︁E[YT −XT |Fτsep]|Ft

]︁⃓⃓
.(85)

We will treat the terms (84) and (85) separately. For both, it will be useful to bound, using
domination by a pure birth process,ˆ︁E[XT |Fτsep] ≤ edλT X(Vτsep),

ˆ︁E[YT |Fτsep] ≤ edλT X(Wτsep) = edλT X(Vτsep),

which gives

(86)
⃓⃓ˆ︁E[YT −XT |Fτsep]

⃓⃓≤ edλT X(Vτsep).

We start bounding (84). On the event {t < τsep ≤ t +s,N = 1}, we have X(Vt ) = X(Wt ) =
X(Vτsep) = X(Wτsep) (since in this event the only jump of (V,W) in [t, t + s] is a split which
causes the separation of the processes, so there is no change in the number of particles). Then,
using (86), we obtain that (84) is smaller than

1{τsep>t} · edλT X(Vt ) ·ˆ︁P(τsep ≤ t + s,N ≥ 1|Ft ).

The rate with which the process jumps away from the state (Vt ,Wt ) is at most

μ1(Vt ) := (dλ + 1)X(Vt ) + (v + ε)E (Vt ),

so the probability above is at most

1 − exp
{︁−μ1(Vt ) · s}︁≤ μ1(Vt ) · s.
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We have thus proved that (84) is bounded by the desired expression.
We now turn to (85). We start using (86) to bound (85) by

1{τsep>t} · edλT ·ˆ︁E[︁1{τsep≤t+s,N≥2} · X(Vτsep)|Ft

]︁
≤ 1{τsep>t} · edλT ·ˆ︁E[︂1{N≥2} · max

u∈[t,T ]X(Vu)|Ft

]︂
.

By Hölder’s inequality the expectation on the right-hand side is smaller than

1{τsep>t} · edλT ·ˆ︁P(N ≥ 2|Ft )
2/3 ·ˆ︁E[︂ max

u∈[t,T ]X(Vu)
3|Ft

]︂1/3
.(87)

Corollary 2.3 and the Markov property imply that

(88) ˆ︁E[︂ max
u∈[t,T ]X(Vu)

3|Ft

]︂1/3 ≤ cX(Vt ).

Let

μ2(Vt ) := 2(dλ + 1)
(︁
X(Vt ) + 1

)︁+ 2(v + ε)
(︁
E (Vt ) + 1

)︁
.

In the event {τsep > t}, the process (V,W) jumps away from (Vt ,Wt ) with rate smaller
than μ1(Vt ) (as previously observed), and after performing a first jump, it performs a sec-
ond jump with a rate that is smaller than μ2(Vt ). Indeed, after the first jump, the number
of particles or active edges of V and W increase by at most 1, and the factors 2 in the def-
inition of μ2(Vt ) account for the possibility that the first jump is the separation of the two
processes. Letting (Zt )t≥0 be a Poisson process with constant rate μ2(Vt ), we bound (on the
event {τsep > t}),

ˆ︁P(N ≥ 2|Ft ) ≤ P(Zs ≥ 2) = 1 − e−μ2(Vt )s − μ2(Vt )s · e−μ2(Vt )s

≤ μ2(Vt )s − μ2(Vt )s · e−μ2(Vt )s

≤ (︁μ2(Vt )s
)︁2

.

Plugging this bound and (88) back in (87) gives the desired bound. □

PROOF OF LEMMA 3.11. Fix t ∈ [0, T ). For any s ∈ (0, T − t], we have

1{τsep > t} ·
ˆ︁E[At+s |Ft ]

s
≤ 1{τsep > t} · c1

(︁
X(Vt ) + E (Vt )

)︁c2 .

The random variable on the right-hand side is integrable by Corollary 2.3. This and the dom-
inated convergence theorem justify the exchange of limit in (34). As explained before (34),
this implies that

lim
s→0+

ˆ︁E[At+s] −ˆ︁E[At ]
s

= ˆ︁E[︃1{τsep > t} · lim
s→0+

ˆ︁E[At+s |Ft ]
s

]︃
= ε ·ˆ︁E[︁1{τsep > t} · gv,ε(Vt , T − t)

]︁
.

Finally, any function g : [0,∞) → R which is continuous and has a continuous derivative
from the right is necessarily differentiable (with derivative equal to the derivative from the
right), so the proof is complete. □
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