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Abstract We consider the contact process on finite and connected graphs and study
the behavior of the extinction time, that is, the amount of time that it takes for the
infection to disappear in the process started from full occupancy. We prove, without
any restriction on the graph G, that if the infection rate A is larger than the criti-
cal rate of the one-dimensional process, then the extinction time grows faster than
exp{|G|/(log |G|)*} for any constant ¥k > 1, where |G| denotes the number of ver-
tices of G. Also for general graphs, we show that the extinction time divided by its
expectation converges in distribution, as the number of vertices tends to infinity, to the
exponential distribution with parameter 1. These results complement earlier work of
Mountford, Mourrat, Valesin and Yao, in which only graphs of bounded degrees were
considered, and the extinction time was shown to grow exponentially in 7; here we
also provide a simpler proof of this fact.
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1 Introduction

The contact process (&;);>0 with infection rate A on a graph G = (V, E) is the Markov
process on the space {0, 1}V and generator given, for any cylindrical function f, by
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Lre= > [FE—rE+r > FEH-rE |, a.n

xeV:iE(x)=1 yeViy~x

where y ~ x means that x and y are neighbors and ";“ZH', forz € Vandi € {0, 1}, is
the configuration defined by £2<(z) = i and £ (x) = &(x) forany x # z. Vertices
of the graph are interpreted as individuals in a population; each individual can be
healthy (state 0) or infected (state 1). The above generator prescribes that infected
individuals become healthy with rate 1 and transmit the infection to each neighbor
with rate A.

We denote by 0 and 1 the elements of {0, 1}V that are identically equal to 0 and
1, respectively. Inspecting the above generator shows that 0 is an absorbing state for
the dynamics. Let x € V and A C V; we denote by (§/°), (EtA) and (E}) the process
started from 1), 14 and 1, respectively (1 is the indicator function). We also denote
by P, a probability measure under which the contact process with rate A is defined on
the graph G (which will be clear from the context, as will the initial configuration of
the process); later we will fix A and omit it from the notation as well. We denote by
E,, or sometimes simply E, the associated expectation.

In [15], the reader can find a thorough introduction to the contact process. For the
sake of the remainder of this introduction, let us say a few words about its phase
transition, starting with the case G = 74, the d-dimensional integer lattice. Define
the following survival events:

Solobal :={§,0 # 0 forall ¢}2D {forall 7y there exists t; > 1o : é,? 0)=1}=:Si0cal-

Then, there exists A = A.(Z¢) > 0 so that: if A < A, then P3[Sgiobal]l = 0 and
if A > Ac, then P [Sgiobat] > 0 and P, [Siocar | Sgiobat] = 1. Now take G = T¢,
the infinite regular tree of degree d > 3, fix a root vertex and denote it by 0, and
take the same survival events as defined above. Then, there exist AEI) = AEI)(T‘J),
AP = 2Dy 5o that 0 < AP < 2P < coand: if A < AV then P, [Setobat | = 0
it 1" < & < A2, then P [Sgiobat] > 0 and P; [Siocar] = 0; if & > AL, then
Py [Sglobal] > 0 and IP;, [Slocal | Sglobal] =1

In case G is a finite graph, we have Py [Sgiobal] = P5.[Siocal] = 0, since the process
is then a continuous-time Markov chain with a finite state space and the trap O can be
reached from any other configuration; in particular the extinction time

ch=inf{t:s}=Q}

is necessarily finite. Hence, on finite graphs there can be no phase transition in the
sense presented in the previous paragraph. Still, one can study the dependence of the
process on the value of A, and in some cases make sense of a finite-volume phase
transition. This project typically goes as follows: one fixes A > 0 and some sequence
of graphs (G,),>1 (usually converging or increasing, in some sense, to an infinite
graph, or belonging to some class of random graphs), and then studies the asymptotic
behavior of the random variables T, , including their dependence on A. This has been
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carried out in the case of boxes of Z¢ ([4,6,9,11,16,17,21]), finite homogeneous trees
([7,22]), the configuration model ([3,5,13,19,20]) and the preferential attachment
graph ([1,2]).

These are successful case studies, but they of course depend on exploring the
structure of the graphs under consideration and sometimes their relation to some
infinite (possibly random) graph. In contrast, one may wonder if there are results
that are context-free, that is, that hold for arbitrary sequences of graphs. Indeed, the
following facts have been established. Given a graph G, let |G| denote its number of
vertices.

Theorem 1.1 (i) [20] Foranyd € Nand A < )»21)(']1“1 ) there exists C > 0 such that,
for any graph G with degree bounded by d and at least two vertices,

Eltc] = Clog(IG)).

(ii) [18] Foranyd € Nand A > Ao(Z) there exists ¢ > O such that, for any connected
graph G with degree bounded by d and at least two vertices,

E;.[tc] = exp{c|G]}.

Our motivation in this paper is to improve the second part of Theorem 1.1. With the
generality that the result is stated, the restriction that A > A.(Z) cannot be relaxed:
the class of graphs under consideration includes line segments of Z and for those, the
extinction time grows logarithmically with the number of vertices when A < A.(Z).
In contrast, the requirement that the degree be bounded seems unnecessary: if vertices
of larger and larger degree are present, this should only contribute to the extinction
time being larger. The reason this requirement was present in [18] was a technical
convenience: it allowed for the application of a certain lemma concerning the splitting
of trees into large subtrees (this lemma is reproduced here: see Lemma 2.2 below).
Our main result is:

Theorem 1.2 For any » > A.(Z) and any & > 0, there exists a constant c such that
for any connected graph G with at least two vertices,

|G|
Ex[tc] > exp [Cs W] (1.2)

and, for any non-empty A C G,

A
P [éexp{cs\m/(logmn'ﬂ} # Q] > Ce- (1.3)

Remark 1.3 We have no reason to believe that the logarithmic correction on the right-
hand side of (1.2) should indeed be there. Rather, judging from all specific cases in
which long-term persistence of the infection has been studied, the theorem should be
true without this correction. Later in this introduction we discuss the limits of our
techniques and give an example of a class of graphs for which we cannot improve the
bound.
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Theorem 1.2, as well as the second part of Theorem 1.1, imply that any sequence
of graphs has a “supercritical phase”, which contains the parameter values A €
(Ae(Z), 00). This is certainly informative, but in many specific cases A.(Z) is not
the optimal threshold; for example, if G, is given by increasing boxes of Z¢ with d
large, then the extinction time grows exponentially if A > A.(Z?), which is smaller
than A.(Z). More drastically, in some graphs with unbounded degree, such as the
configuration model with power law degree distribution or the preferential attachment
graph, the extinction time grows as an exponential (or at least stretched exponential)
function of |G| for any positive A.

In spite of not directly giving the optimal rate in specific cases, Theorem 1.1(ii)
and Theorem 1.2 can be useful in the process of obtaining the optimal rate. For one
thing, our proof of Theorem 1.2 is versatile in that it relies on quite useful inequalities
and simple methods and could easily be adapted to other contexts (see below for
a discussion of our strategy of proof). In addition, lower bounds on the extinction
time often follow from some type of coarse graining or renormalization procedure in
which, by partitioning space and time into large units, one obtains a new version of
the process, in which a notion of infection rate can also be made precise and can often
be made as large as desired. An instance of this is found in [18], where Theorem 1.1
is used in the treatment of the contact process on a graph given by the configuration
model with a power law degree distribution.

We also prove:

Theorem 1.4 For any A > A.(Z) and any sequence of graphs (G)nenN With |G| —
00 asn — 00,

T
__Gn "o Exp(1).
ErltG,] (@)

This is a generalization of Theorem 1.2 of [18], which is the same statement with a
bounded degree assumption.

Let us make some comments on the proofs of these results now. Our main tool
is a completely general coupling result, Proposition 2.7, which shows that on any
graph, if the process starting from a single vertex survives for a time comparable
to the size of the graph, then with high probability it couples with (meaning that
it is equal to) the process starting from full occupancy. It is well-known that this,
together with a mild lower bound on the extinction time, already implies Theorem
1.4. Another important consequence is Proposition 2.9 which asserts that for any
decomposition of a graph into disjoint components (or subgraphs), the mean extinction
time on the original graph is larger than the product of the mean extinction times on
these subgraphs, up to some correction term. This term remains negligible as long as
the number of components in the decomposition is not too large. Such a result is of
course particularly well suited for proofs going by induction on the size of the graph,
specially for proving exponential (or almost exponential) lower bounds, in virtue of
the formula exp(x + y) = exp(x) exp(y).

With Proposition 2.9 at hand, we prove Theorem 1.2 and also give a new proof of
Theorem 1.1 (ii), simpler than the one in [18]. Since in Theorem 1.1 (ii) it is assumed
that the degrees are bounded, one only needs to split the graph in a bounded number of
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pieces, independently of the size of the graph, so that the correction term in Proposition
2.9 causes no problem, and we get a true exponential lower bound (a similar proof
was used in [7] in the setting of finite regular trees). However, for general graphs,
the number of pieces required in the decomposition might be very large, making
the correction term explode, and this explains why we have the logarithmic term in
Theorem 1.2.

One example of graph for which we cannot, with the techniques employed here,
prove the bound of (1.2) without the logarithmic correction is described as follows.
The graph G has a vertex with degree |G|/ log |G|, and the subgraphs attached to
this vertex have sizes varying between order 1 and order log |G| in a manner over
which we have no control. For such graphs, Proposition 2.9 is of no help, and the
only bound we obtain is the usual one for star graphs (see Lemma 2.5 below). In fact
we believe that removing the logarithmic correction in Theorem 1.2 could be a very
difficult task, for which some new ideas or techniques are needed. Let us also mention
that the naive belief that one could get rid of the logarithmic correction by imposing
some mild bound on the maximal degree does not work here. Indeed, since we use
induction on the size of the graph, the bound should be valid at any scale; and thus the
only possibility is to impose a bounded degree.

Now the paper is organized as follows. Section 2 contains all the material preparing
to the proofs of the main results. In particular in Sect. 2.1 we recall some standard
definitions and fix some notation. In Sect. 2.2, we give some basic tools, among
which some preliminary estimates for the contact process on a line segment and a
star graph. In Sect. 2.3 we state and prove the main tools discussed above, namely
the coupling result, Propositions 2.7, and 2.9. Then Sect. 3 contains the actual proofs
of the main results. It is organized as follows. We first give in Sect. 3.1 a mild poly-
nomial lower bound. As we already mentioned, together with the coupling lemma,
this implies Theorem 1.4: we explain this in slightly more details in Sect. 3.2. In
Sect. 3.3 we prove a stretched exponential lower bound, which is a necessary inter-
mediate step toward the proof of Theorem 1.2. In Sect. 3.4 we explain how one can
also deduce Theorem 1.1 (ii), by using induction on the size of the graph. Finally
the full proof of Theorem 1.2 is given in Sects. 3.5 and 3.6 where we put all pieces
together.

2 Preliminary results and tools
2.1 Notation and definitions

A graph will be understood as a set V of verticesand aset E C {{x, y} C V : x # y}
of edges. Thus, for convenience we will not explicitly treat graphs with loops (edges
that start and end at the same vertex) and parallel edges between vertices, though one
can define the contact process on those graphs as well and our results could then be
readily adapted. The graphs we consider will always be connected. We denote by |G|
the number of vertices of G; for a set A, we denote by |A| the number of elements
of A. We will often abuse notation and identify a graph with its set of vertices; for
example, we may write {0, 116 in place of {0, 1v.
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A star graph of size n is a tree with n vertices in which n — 1 leaves neighbor a
central vertex of degree n — 1. This graph will be denoted S,,.

Remark 2.1 For several of our results, it is sufficient to give a proof for trees only.
For example, if Theorem 1.2 is proved for trees and we then consider a general graph
G, we can apply the result to an arbitrary spanning tree 7 of G and observe that the
contact process on 7 is dominated (in the natural stochastic order of configurations)
by the contact process on G, hence the extinction time of the latter is larger. We will
not repeat this sufficiency in every situation in which it applies.

From now on, we fix a value A > A.(Z) and will omit it from the notation. In
particular, many of the constants we define below may depend on A. In order to fix
notation, we will quickly go over the very well-known graphical construction of the
contact process. Fixing G = (V, E), we take a family of independent Poisson point
processes on [0, 00),

(D*)yey each with rate 1, (D(x’y))x,yev;{x,y}eg each with rate A.

Such a family is called a Harris system. We view each of these processes as a random
discrete subset of [0, 00). Arrivals of the processes (D*) are called recovery marks,
and arrivals of the processes (D)) are called transmissions. Given x, y € V and
0 < s < t, an infection path from (x, s) to (y, t) is a function y : [s, t] — V such
that

yis)=x, y@®)=y, s¢ D’ forall s and se DYDY
whenever y(s—) # y(s).

If such a path exists, we say (x, s) and (y, t) are connected by an infection path,
and write (x,s) < (y,t). We convention to put (x,s) < (x,s). For A € V and
I C [0,t], we write A x I < (y,t)if (x,s5) < (y,t) forsome x € Aands € [;
similarly we write (x,s) <> B x Jand A x [ <> B x J. Finally, given C C V,
we write (x, ) <£> (y, t) if there exists an infection path from (x, s) to (y, t) that is
entirely contained in C. (Similarly, we write A x [ <£> (v, 1), (x,5) <£> B x J and

AxISBx.
Given A C V, setting

() =1{A x {0} < (x, 1)} >0,

we obtain a Markov process (S,A)tzo with 56‘ = 14 and the same distribution as the
process given by the generator (1.1). We will always assume that the contact process
is constructed in this way.

As mentioned in the introduction, we denote by 0 and 1 the configurations which are

identically O and 1, respectively, and define the extinction time T = inf{s : f;‘,l = 0}.
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2.2 Some preliminary results about graphs and the contact process

We will now state a few results concerning graphs and the contact process on line
segments and star graphs. These results will be the basic tools in our proofs.

The first two results are not new, but for the sake of completeness we sketch their
proof, as they are short and elementary.

Lemma 2.2 (i) (Lemma 3.11in [18]) Letn,d € Nwithd < n. If T is a tree of size n
in which all vertices have degree bounded by d, then there exists an edge whose
removal separates T into two subtrees T1 and T both of size at least |n/d].

(ii) If T is a tree of size n, T has a vertex x such that the subgraphs attached to x all
have size smaller than or equal to |T|/2.

Proof To prove (i), suppose the result is not true for some tree 7. Consider an edge
{x, ¥}, whose removal separates T into two subtrees T and Ty, attached respectively
to x and y, with the largest one being of minimal size among all edges of 7. Assume
for instance that |Ty| > |T)|. Our starting hypothesis on T implies then that [T | <
ln/d] — 1. Moreover, by definition of the edge {x, y} all subtrees attached to x must
have size bounded by n/2, and thus even by |[n/d]| — 1, using again our hypothesis
on T'. But since x is of degree smaller than d, we deduce that n = |T)| + |Tx| <
(In/d] — 1)+ 14 (d — 1)(ln/d] — 1) < n, and a contradiction.

For (ii), choose any vertex in 7', and call it xp. If (by chance) all the subgraphs
attached to x( have size bounded by |7'|/2, there is nothing more to do. If not, one of
them, call it 77, has size larger than |T'|/2. Call x| the only neighbor of x¢ in 77. If all
subgraphs attached to x; have size bounded by |T'|/2, we are done, and if not one of
them, say 73, has size larger than |T'| /2. Then the only thing to observe is that it cannot
be the component containing xo, as this one has size |7\ 71|, which by definition of 7}
is smaller than |T'|/2. Therefore, if we call x, the only neighbor of x| in 7>, we have
x2 # xo. Now we can continue like this, defining a sequence of vertices (x;), until we
find a convenient vertex, and this has to happen, since the (x;) are all distinct and the
graph is finite. O

Lemma 2.3 (i) (Lemma 4.5 in [18]) For any graph G,

Pltg <t] < E[tg]

forall t > 0. 2.1

(1) For any graph G with n vertices and m edges,
Eltg] < "2 (2.2)

Proof (sketch) The first statement follows from the fact that, for any ¢ > 0, by attrac-
tiveness of the contact process, T¢ is stochastically dominated by ¢ - Y, where Y is a
random variable with geometric distribution with parameter P[ts < t]. The second
statement follows from observing that, in each unit time interval, with probability
e~ ~2MM there is a recovery mark in each vertex of G and no transmission along any
of the edges of E. O
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The next two lemmas are part of the folklore now. In particular Lemma 2.4 was already
used in [18] (see Proposition 2.1 thereof), but without a full proof, so for convenience
of the reader we provide one in the appendix.

Lemma 2.4 There exists a constant cjin, > 0, such that for any n, the contact process
on the line segment {0, . .., n} satisfies:

P [(O’ 0) < (n,t) forsome t < n/Cline] > Clines (2.3)
P [there exists x such that & #0 and &' # E}] < e Cline™ forall t > n/clipe;

2.4)
E [T{() ,,,,, n}] > gCline, 2.5)

Lemma 2.5 There exists a constant csqr > 0 such that, for any n > 2, the contact
process on the star graph S, of size n satisfies:

Jorany x,P [é;f i Q] > Cstars (2.6)
P [there exists x such that &' # 0 and & # étl] < e S forall t >n; (2.7)
E[ts,] = e, (2.8)

We remark that the statements of Lemma 2.5 hold in fact for any A > 0, with the
constant ¢y, depending on the value of A.

Let F be either a line segment or a star of size n. We say that F is /it in configuration
£ € {0, 137, or simply that & is lit, if

P [€expeom) 01 &0 =] > 1 —e 07",

with ¢g = min(Cline, Cstar) /3. The previous results imply the following:
Corollary 2.6 Let F be either a line segment or a star graph of size n. Then
(i) The fully occupied configuration 1 is always lit.

(1) If F is lit in a configuration &, then

P [F is lit in configuration & | &) = é] >1—4e " forall t € [n/cy, e"].
2.9)
(iii) Let ¢y = min(clzme, Cstar)- Then for any x,

P [F is lit in configuration &' | > co—e™ " —4e~ " forall t € [n/co, €.
(2.10)

Proof Part (i) is a direct consequence of Lemma 2.3 (i), (2.5) and (2.8). For the

second part, assume that F is lit in some configuration &, and denote by U/ the set of
configurations which are not lit. Note first that
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1 1
PlécU |6 =¢1<P|efcU|+P|& £ & #0160 =¢]
+P[& =018 =§]
<P [s} e u] fem3om 4 gmcom 2.11)
where for the last inequality we have used (2.4) and (2.7) for the second term and the
definition of a lit configuration for the last term. Now by using Lemma 2.3 (i) and the
Markov property, we get
20720 > Pltp <t 40" > P [TF <t+e0" Ee u]

> =0 . p [g} e u] . 2.12)
The result follows by combining (2.11) and (2.12). For Part (iii), assume first that F is a
line segment, F' = {1, ..., n},and fixt € [n/cq, e“"]. If we have (x, 0) < {1} x [0, 7]
and (x, 0) < {n} x [0, t], then we must have £ = S,L. Indeed, if E,L(y) = 1 for some
y € F, then any infection path from F x {0} to (y, ) must intersect either an infection
path from (x, 0) to {1} x [0, ] or an infection path from (x, 0) to {n} x [0, ¢], so
(x,0) < (v, t) must hold. Thus,
P& =8| 2Pl 0) (1) x [0,1], (x,0) (n}x[0, 1]

X,...,n}

> IF’[(x,O) ety 0.1, e 0) e ) x o, t]]

Op [(x, 0 '« (1) x [0, r]] P |:(x, 0) 2 0y x [0, t]:| Y a

line»

where the inequality marked with (%) follows from the FKG inequality. For a brief
exposition of the FKG inequality and its applicability to the contact process, see
section 2 of [7]. Thus,

P[F islitin configuration &'] > P [F is lit in configuration é}, £ = é}]
> cﬁne — 40"
where the last inequality follows from parts (i) and (ii).

Similarly, if F is a star graph the result follows from (2.6), (2.7), together with Part
(i) and (ii). O

2.3 A coupling result and consequences

The next proposition is the coupling result discussed already in the introduction.

Proposition 2.7 There exists ccoup > 0, such that for any n > 2 and any tree G with
n vertices,
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t

A Apgl
P[Et £0, £ #gt]fexp[—cmup. {W

J] forall t>0 and A # @.

Note that the exponent 3 on the logarithm is not optimal, but at this point it is not
necessary to optimize it.
The result is an immediate consequence of the following lemma.

Lemma 2.8 There exists c; < 1 such that, for any tree G with n vertices and any
t > n(logn)3,

P[axeG: £ 0, g;‘;ég}] <el. (2.13)
Consequently,
1
Pl (& =0uiEt=¢h)|>1-a. (2.14)
A£D
Proof of Proposition 2.7 Let K = LWJ We have

]P’[étA #0, & # ‘5}] = I:sl(n(lognﬂ # 0, é[(n(lognﬁ a EKn(lognﬁ]

= Z P[s(l(—l)n(logn)z’ = B, (K Dn(logn)® — Bz]

B,B:CG:
B1#9D, BICB,

P I:é":n(logn)3 7 0, gn(logn)3 # é:n(logn) :|

I:E(K 1)n(logn)3#0 é:(K l)n(logn)3#§(l( l)n(logn){l

where the last inequality follows from (2.14). The desired result now follows from
iterating this computation. O

Proof of Lemma 2.8 1tis sufficient to find c¢; such that (2.13) holds for n large enough,
as we can then make ¢ approach 1, if necessary, to take care of the remaining values
of n.

If |G| = n, then G necessarily has a subgraph G which is either a star or a line
segment and satisfies

|Gol > max (\/logn, diam(G)) )
Indeed, if M is an upper bound for the degrees of the vertices of G, we have
n=|G|<14+M+M?+... 4 Mm@ o ppdiam(G)+1

so if M < ,/log(n) we must have diam(G) > /log(n).

Let ¢ = co - Co, and

6 - |Gol |Gol |Gol
h=—5— h=0+—), t3=t2+_—2
c co c
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Fix an arbitrary nonempty subset A of G. We claim that, if z is large enough,
P [GO litin gﬁGol/E:I > Cline - (Cp — €~ " — 4e™0M) > ¢, (2.15)

Indeed, fix vertices x € A and y € Gy. Define the stopping time o = inf{z : £ (y) =
1}. We have

(0520 |- 1o = 1Gol/}].
(2.16)

P[Go litin &4l c| = E[P| Go litin &6,
Recalling that G is a star or line segment, it follows from (2.10) that

on {0 < |Gol|/c}, ]P’[Go litin &6,/

(602520 | > G0 — e7ow" — 47",

_ (2.17)

Letting £ denote the graph distance between x and y, we have I(Z?OI > w > ﬁ,
so it follows from (2.3) that

Plo < |Gol/c] > cline- (2.18)

Then, (2.16), (2.18) and (2.18) together imply (2.15).
Using (2.15) and the Markov property, we also have

no
P [E{? # 0, Go notlitin ftA forany r < tl] <{- E)LZIGol/cJ.
By definition of being lit for a configuration, we then get

. g4 #0, Bly. 2} S Go such that
Ax {0} (1) L (2.1)

< (1_5){2\(;(1)\/5J+e_”0'|G0| < L (2.19)
= 256°

when n is large enough.
Let now K = [(logn)?| and define the times

sy =13 -k, S]/(zsk—i-tl, Sl/clzsk—l—tz, kef{0,1,...,K}.

Define also the events

. Gy
EkGO _ [for all x,y,z,we Go with (x,s;) < (v,s;) and ] k<K,

G G
(z,5) & (w, sy), wehave (x,s;) & (w, sy

Ef = [for some y € Go, (x,0) < (y,s;) b Go x {s,’(/}] ,

~ G
Ef = [for some y € Go, Go x {s;} < (v,5]) < (x,sK)}

0<k<K-1, xegG.
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Forany x € G and ky, ..., k, withO <k; <--- <k,, < K — 1, we have

A

Pl #0000 (ED| < PlE  #00 (&)

j=1 Jj=1

IA

m—1
DB, = AN () ES
j=1

A#D

. g4 #0, B{y.2) € Gy such that
Ax {0} < (1) L (z.1)

-1
@19 1 X y X \C
= o P {sAykm;«éQ}mQ(Ekj)

Iterating, we get

X ~ X \C 1 "
Pl #0000 () s(ﬁ) :

j=1
Thus,
K—1 K

n-[{1<{0,....,K =1} : [I| = Z}

P[U[i} # 0, Z]I(E,f)">K/4]:|S S5ekTA

xeG k=0

n-2K _n 520
< 256K T 2K (220)

Similarly, using self-duality of the contact process,

K—1
P [U {G x {0} & (x.58). L > K/4” < 2% (2.21)

xeG k=0

Then by (2.4) and (2.7), we get
£ K ¢, —ClGol\K /4
—C
P |:kE:0 ]l(Ech)c > K/4:| <2%(e onR/=, (2.22)
Now defining

K—1
E* = {& =0}uU {Efk # 0, Z Ligyye < K/4] ,

k=0
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K-1
EX — {G x {0} «» (x,sg)}U [G x {0} < (x, sk), Z ]l(g;)c < K/4] x € G,
k=0

K—1
Go _
E% = [% L g0 = K/4} :

we see that (2.20), (2.21) and (2.22) imply that there exists some ng € N such that, if

n = no,
X [ XN\C Goy¢ l
P[(xlecl(E mE))U(E 0) } <5

We now claim that, for any x € G,

ﬂ(Emex)ﬂEG"g{éfK=Q}U[ fKZE‘YL’(}.

xeG

Indeed, assume that the event on the left-hand side occurs and EfK # 0. Fix y such

that ésl*,( (y) = 1, thatis, G x {0} < (y, sx). Since by assumption
K—1 K—1 K—1
K K K
Dl =g 2 hape= g 2 laee =
k=0 k=0 k=0

there exists k* such that E,f*, l:?,f* and E,g" all occur. We then have, for some
/

x',x",y',y" € Gy,
G0) o sl LG sl 0sh) LG5 < (3 sk).
Thus
(X,0) & (', 51:) < V', 550) < (v, 55),
and therefore £ (y) > & (y) = 1. This proves that &, = 5},(.

Now, to obtain the expression (2.13), note that for n large enough we have
n(log n)3 > sk, so that, for any t > n(logn)3,

PlaveG: g #0 & #8'| <P[veG: & #0 & #&k]

Finally, (2.14) is a consequence of (2.13) and the equation S,A = Uyea&. O

We now give an important application of Proposition 2.7, which says that whenever
we cut a tree into disjoints connected subtrees, a lower bound on the mean extinction
time on the original tree is obtained by taking the product of the mean extinction times
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on the subtrees, up to some correction factor. The latter is negligible as long as the
number of pieces in the decomposition of the tree is not too large. Note that a similar
result was proved in [7].

Proposition 2.9 There exists a constant cgpji; > 0 such that, for any tree G containing
N connected and disjoint subtrees G1, ..., Gy,

_ Csplit
El%] = Grmfwer HIE 6, (2.23)

Remark 2.10 By using simply Lemma 2.3 and no coupling argument we could have
directly obtained a much weaker version of this result, namely

1/N
E[TGJ>—( HETGJ) ;

this would have been insufficient for the applications we have in mind.

Proof Fix s > 0 and define the events

N
Ee = (G x sk} <25 Gy x {s(k + 2},
i=1

Fo— for all x,y,z, weG with (x, sk) < (y,s(k+1)) and kelo.1 )
k= (z,5k) < (w, sk + 1)), wehave (x,sk)< (w,sk+1)) o
It is readily seen that
K
1
ﬂ(Ek NF) < {SS(K-F]) 7é Q} .
k=0
By (2.1) and Proposition 2.7,
. 25)N
P[E(] < —N( LA (2.24)
[Ti% Eltg,]
P|F| < P|&F £ o, &F <6 — -;.
[ k]—; I:S_s #* SA ?éss]_| | CXP[ Ccoup L|G|(10g|G|)3J]
(2.25)

Then, for any ¢ > s,

N
Pltg <1 < H iG] exp [—ccoup : {éﬂ
s I\ T E [tq,] |G| (log |G)3
(2.26)
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Lets = |G|3 andr = W H1N=1 E[Tg,]. In case we have ¢ < s, then also

[T, Elvg,]
(2|G|3)N+1

t
<-<1,
=5 =
so0 (2.23) holds trivially, since E [t5] > 1 for any graph G. Now, if ¢t > s, using the
inequality

N
[Tt 2 o,
i=1

we see that the right-hand side of (2.26) is smaller than 1/2 when |G| is large enough.
This proves the result for |G| large enough, with cgpiic = 1/2. We can then reduce the
value of cgpji¢ to take care of the remaining cases. m]

We will encounter situations in which the above proposition is not useful because
the sets G1, ..., Gy are too small compared to G, so that the denominator on the
right-hand side of (2.23) is too large compared to the numerator. In case we can
guarantee that the distances between the G;’s are not too large, the following can then
be valuable.

Proposition 2.11 IfG is a tree containing N disjoint connected subtrees G1, ..., Gy
and() < s <t,

Pltg <t] < ’75—‘

N

N
(2—s) + Z Oi,j - €Xp [_Ccoup ) L;J] - (2.27)

MLEG ] ey 0i.j(log i, )’

where 0i,j = |G| + |Gj| + dist(G;, Gj) — 1.

Proof For each distinct i and j, define G; ; as the connected graph obtained as the
union of G;, G ; and the shortest path between G; and G ;. Note that |G; ;| = o;, ;. For
each k € {0, 1, ...}, define Ey exactly as in the proof of Proposition 2.9, and define

Gij
forall x,y,z,w € G;; with (x, sk) & (y,s(k+1)) and

1<i<j<n | (z,sk) < (w, stk +1)), wehave (x,sk) < (w,s(k+ 1))
Then,
K
~ 1
M Fo < [el, # 0}
k=0
so the desired inequality follows from bounding as in (2.24) and (2.25). O
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3 Proofs of main results
3.1 Level 1: a polynomial lower bound

Proposition 3.1 There exists n1 € N such that, if n > ny and G is a tree with n

vertices, then B [tg] > n'2.

Proof Let C = 4/cp. If G contains a star graph or a line segment of size larger than
Clogn, then (2.5) and (2.8) imply that E[tg] > n'2,

Assume that both the maximum degree and the diameter of G are smaller than C log n.
Using Lemma 2.2, we can find two disjoint connected subgraphs Hi, H{ so that

G = H, UH]/, |H1|z{ J and |H|| > n/2.

Clogn

Applying Lemma 2.2 again, we can further split

H| = H, U Hj, |H2|z{ J and |Hj| > n/4.

n
2Clogn
By continuing this procedure for

N := [(logn)*/#| (3.1

times, we obtain disjoint connected subgraphs Hy, ..., Hy with

n .
lHi'E\;szﬁ i=1,...,N

(assuming n is large enough). Since each H; has both maximum degree and diameter
smaller than C logn, we can find subgraphs G; € H; of size | /logn] which are
either stars or line segments. By (2.5) and (2.8), we have

E[tg,] > exp{co+/logn} for each i. (3.2)
We now want to apply Proposition 2.11 to G and its subgraphs G, ..., G . Letting

o0j,j be as in (2.11), we have

0;,j < 2y/logn +diam(G) < 2Clogn, (3.3)

50, letting s = (logn)? and r = 2n'% and using (3.1), (3.2) and (3.3), the right-hand
side of (2.27) is smaller than
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12
Llign)ﬂ : ((2(log )" exp [ —collogm ¥

(log n)3
logn)®/?.2Clogn - - : ’
+(log n) ogn - exp Ccoup 2C logn - (log(2C log n))3

which is in turn smaller than 1/2 when 7 is large enough. O

3.2 Proof of Theorem 1.4

According to Lemma A.1 in [18] and Lemma 2.3, all we have to prove is that there
exists a sequence (a,) such that a, = o(E[7g,]) and for any v € G,

Plen #0. & # &, | = o).

But this readily follows from Propositions 2.7 and 3.1.

3.3 Level 2: a stretched exponential lower bound with exponent 1/3

Proposition 3.2 There exists no € N such that, if n > ny and G is a tree with n
vertices, then E[tg] > exp{co - n1/3}, where c is as in Corollary 2.6.

Proof Let N = [n'/3].If G contains a subgraph with more than N vertices which is
either a star graph or a line segment, then (2.5) and (2.8) give the desired result.
Now assume that the maximum degree and diameter of G are both bounded by N; we
can then repeatedly split G using Lemma 2.2 and obtain disjoint connected subgraphs
G1, ..., Gy, all with at least N vertices. If n is large enough that N is larger than the
constant n1 of Proposition 3.1, we have E[tg,] > |G;] 12 > n4/2 for each i. Then, by
Proposition 2.9,

Csplit Csplit 1/3 1/3
Eltg] > = - () LI

N

= (2n3)N+1 'HE[TG"] = S i
1=

if n is large enough. O

3.4 A new proof of Theorem 1.1 (ii)

In this subsection we fix some integer d > 1, and only consider graphs (in fact trees)
with maximal degree bounded by d. Set for r > 2

log E[ts]
oy = —_—
2<iGl<2r |G

All we have to prove is that ¢, is bounded away from zero for r large enough. So let
r > 2 be given, and consider some graph G with 2" < |G| < 2"*!. By using Lemma
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2.2, we can split G in at most d 4 1 disjoint connected subgraphs of size at most 2,
at least if r is large enough. So we can assume that there is a decomposition of G as

G=G1U---UGy,

with N < d + 1 and |G;| < 2", for all i. Then by using Lemma 2.9, we deduce that
there exists a constant C > 0 such that

logE[tg] > logE[Ttg,] + - - - + logE[tg,] — Clog |G|
> a,|G| —C(r +1)log2.

Since this holds for any G with size bounded by 2" !, we get the important relation:
a1 > ar — C(r+1)27" log 2.
It follows by induction that for any ro,
oy > ay — C'rg27"0 forall r > r, (3.4)
for some constant C’ > 0. Moreover, Proposition 3.2 shows that
oy > g2 30D, (3.5)
for r large enough. By combining (3.4) and (3.5), we see that there exists r( such that
ay > ay /2 forall r > ro,

proving Theorem 1.1.

3.5 Level 3: an exponential bound with a logarithmic correction

Proposition 3.3 There exists n3 € N such that, if n > n3 and G is a tree with n
vertices, then E[tg] > exp{n/(log n)lo}.

Proof For any tree G let 8(G) = ‘Gllc/”fllf%; then let

Br = 25‘lglffzr B(G), r=1.

We will be done once we prove that this sequence is bounded below by a positive
constant. We start with the following claim: O

Claim 3.4 For any K > 0 and any tree G at least one of the following statements
holds true:

@ Springer



Extinction time for the contact process on general graphs

e G has a vertex of degree at least |G|/(log |G|)'°;
e there exist disjoint connected subtrees Gi,...,Gy < G so that |G;| >

. G
%(log |G|)10f0r eachi and N > m’.

e there exists a decomposition G = G U --- U Gy of G into disjoint connected

subtrees with |G| < |G|/2 for each i and N < ﬁ.

Proof Let G be a tree with degrees bounded above by |G|/(log |G|) 10, By the second
part of Lemma 2.2 there exists a decomposition of G as a disjoint union of connected
subgraphs:
G={x}UHU---U Hieg(x)
with |H;| < |G|/2 for all i. Define
7= {i e(l,... deg)}: |Hi| > K(log|G|)13}

and
1
J = Ii e{l,..., deg(x)}: Z(log|G|)10 <|H;| < K(loglGI)”]-
Note that

1
D Hil = J(deg(0))(log |G < |G]/4.
ie(ZUJ)*

Therefore either

> Hi| > |Gl/4. (3.6)
ieJ
or
D |Hi| > |G|/2. (3.7)
i€l
We also observe that Gl
Izl < ——=3 (3.8)
K (log|G])'3
and moreover,
. G|
f (3.6) holds, th > 3.9
if (3.6) holds, then |‘7|—4K(log|G|)13 (3.9
The second case in the statement of the lemma corresponds to (3.6); the graphs
G1,...,Gy are simply the H;’s for which i € J (and use (3.9)). The third case
corresponds to (3.7); we let G, ..., Gy—1 be the H;’s for whichi € 7 and Gy =
{x} U (U;czc H;); then use (3.8). O
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Claim 3.5 There exists n* € N such that, if G is a tree with |G| > n*, then
(@) if G has a vertex of degree larger than |G|/(log |G|)', then B(G) > cgar/2;

(b) ifthere exist disjoint and connected G1, ..., Gy < G with |G| > }t(log GO
3
for each i, then B(G) > % -N;
(c) if there exist disjoint and connected G1, ..., Gy C G such that G = U; G;, then
11
B(G) = min; B(G) — 4N - L@l

Proof Part (a) follows from (2.8).

To obtain (b), assume that |G| is large enough that %(log G0 > ny, where n, is
the constant of Proposition 3.2, so that E [TG[,] > expfco - (}‘ (log |G|)10) 1/3} for each
i. Then, by Proposition 2.9 we obtain

) N 1 10y1/3
Csplit - €Xp {CO N - (Z(log IGD™) }
E[tg] > W .EE[TGJ = Csplit * Q2IG PN+
N
exp {co - (3(log|GD'")'/3)
Z CSplit : (2|G|3)2

3
> N-(loglGD)

if |G| is large enough. The desired estimate now follows by taking the log and dividing
by |G|/(log |G]'.
Finally, for (c), using Proposition 2.9 we obtain:

logE[16] = log E[Tg,] + log cspiic — (N + 1) log2 — 3(N + 1) log |G|
i

|G|

> miin,B(Gi) . W

+log csplit— (N + 1) log2—3(N + 1) log |G|,

so that, when |G| is large enough,

|G|

logE > min B(G;) - ————= — 4N log |G

0 El6] = min f(Gi) - s og|G|
and the desired inequality follows by dividing by |G|/(log |G|)'°. This completes the
proof of Claim 3.5. O

Now fix r( large enough that

64
20 > p* and rg > ——. (3.10)
(log2)?
Then fix K > 0 large enough that
1 . Cstar
1x < min (—2 , ,Br()) i (3.11)
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From Claims 3.4 and 3.5 and the facts that & < % and log |G| = log2 - log, |G|
we obtain the key inequality

1 8 1
Br+1 > min (4[( Br — K(TgZ)z . r_2) for all r > ry. (3.12)
Recall from (3.11) that 8, > 7 K ; define
=inf{r >rg: — = 3.13
ry =in [r_ro ﬂr<4K] ( )

If r{ = oo, then the sequence (Br) is bounded from below by # and we are done.
Otherwise, we have 8, > 7 K and B, < 41K forall » > rq, so

1 8 1 8 1
> )= - —> .~ forall r=r.
Prei mm(41< b Klog2)? r2) Pr = Kiogay 72 Torall rzn

Using this recursively, for all » > r; we have

8 — 1
> - —
IBV - ﬂrl K(log 2)2 l:Zrl l-2

1 8 1 1 8 1 310 1

>
= 3K K(log2)? ry =K K(log2)? ry ~ 8K

completing the proof. O

3.6 Proof of Theorem 1.2

Proof of (1.2) The proof will be very similar to that of Proposition 3.3. Fix ¢ > 0 and,

for any tree G, let B/(G) = W&% Then let

B.= _inf B(G), r>1.

G:2<|G|<2"
O

Claim 3.6 For any K > 0 and any tree G at least one of the following statements is
true:

e G has a vertex of degree at least |G|/(log |G|)'+¢;
e for some k € {1, 2, 3}, there exist disjoint connected subtrees G1,...,Gny € G
so that |Gi| > %(log |G )kte for each i, dist(G;, G;) = 2 for eachi # j and

G| .

[ Rl E—

Nz 12K (log |G|)k+1+¢”

e there exists a decomposition G = G U ---U Gy into disjoint connected subtrees

with |G| < |G|/2 for eachi and N < Ve +1<2

6l 161
K (log|G] K (log |G+
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Proof Fix K > 0. Assume that G is a tree with degrees bounded above by
|G|/(log |G|)'**. We again take a vertex x so that all the subtrees connected to x,
denoted Hy, ..., Hyeg(x), have no more than |G| /2 vertices each. Now define the sets
of indices

T={ie{l,...,deg(x)} : |H;| > K (log|G|)*"},
. 1 1+e 2+¢
Ji={i €{l,....deg()} : 7(log|GD'™* < |H;| < (log |G},

Jo={i €(l,...,deg(x)} : (log|G)*** < |H;| < (log|G])**¥},
Js={i €{l,...,deg(x)} : (log|G)*™* < |H;| < K (log |G)*T).

Note that

|G

= K (log|G)*Fe

Moreover, since

1 G
> IHil=deg(x) - 1(og|G)'F < %

ie(ZUJWUTLUT3)¢

at least one of the following holds:

@ D I1H]| = % ()Z|H|_1—', ()Z|H|_'G'

ieZ ieJ ie)r

|G|
H;
(iv) E |Hi| > — o
ieJ3

We also observe that (ii), (iii) and (iv) respectively imply

|G| |G| |G|
> — e — >
1= Biogianm 1= Baogion 1 Z Tk GogiGne

Finally, note that the distance between H; and H; for i # j is equal to 2, since both
H; and H; are connected to x. u|

Claim 3.7 There exists n* € N such that, if G is a tree with |G| > n*, then

(a) if G has a vertex of degree larger than |G|/ (log |G)! ¢, then B (G) > csar/2;
(b) if k € {1,2,3)} and there exist disjoint and connected G1,...,Gny < G with
|Gi| > }L(log|G|)k+€ for each i and dist(G;, Gj) = 2 for each i # j, then
k+1+¢
‘3 (G) > (10g|G|)| .N:
(c) ifthere exist disjoint and connected G1, ..., Gy C G such that G = U; G;, then

B'(G) > min; B'(G;) — 4N - %.
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Proof The proofs of statements (a) and (c) are the same as those of (a) and (c) of
Claim 3.5, respectively. Let us prove (b) using Proposition 2.11. In the notation of that
proposition, we simply bound o; ; < |G|andlets = |G|*andt = 2 exp{N (log |G DRy,
Note that, if |G| is large enough, for each i we have

1 1 k+e
Efte.] zexp[ L(log|GI) }

(log (L (log |G)+¢)) "

by Proposition 3.3. Then,

t @s)N 5 s
NNy o +tN maxo;;-expy——3
s [1:L, Eltg,] ij (max; j o7, ;)

_ 2exp{N(log|G)"}
- GI*

1 k+e |
x(<2|G|4>Nepr— 1o |6D N10]+N2|G|exp{_|c|2})-
(log (§ (log |G)*+¢))

Pt <1]

IA

If n is large enough, this is smaller than 1/2, uniformlyon N € {1, ..., n}. This shows

that E[tg] > exp{N (log |G )X}, so that B/(G) > % - N as desired. O

Choose rg large enough that 2’0 > n* and rg > (k:;%)z , and choose K large enough

that e < min(cyar/2, B),)-
Putting together Claims 3.6 and 3.7, we obtain the inequality

1 8 1
4 . /
By = min (ﬁ’ B, — K(Tg2)2 . r_z) forall » > rg.

From here, we conclude the proof exactly as in Proposition 3.3.

Proof of (1.3) For every ¢ > 0 and every graph G with at least two vertices, let

T:(G) = exp[L] .

(log |G+
O
Claim 3.8 For every ¢ > 0 there exists C. > 0 such that, for any graph G,
P16 < T.(G)] < Ce - T.(G) ™.
Proof This follows from applying (1.2) with ¢ replaced by /2 and (2.1). O

@ Springer



B. Schapira, D. Valesin

Claim 3.9 For all ¢ > 0 there exists N, € N such that, if G is a tree and Gy € G is
a connected subtree with |Go| = N, then the contact process on G satisfies

P[fg(EG) 759] > %

Proof Let G be a tree with a connected subtree Go. Choose a sequence of connected
subtrees

GoCGIC---CGp=G

so that for each k, |Gky1] = |Gg| + 1 (in particular, m = |G| — |Ggl). Define the
events

Ep= IGk x 10} & Gy x {Ts(Gk)}]s 0<k=<m,

g, | forall x.y.z.w € Gy with (x,0) & (4, T (Gr1))
and (z,0) & (w, Te(Gg-1)), wehave (x,0) & (w, Te(Gr-1))
1<k<m.

The desired result now follows from observing that

Eon ()(ExN F) € {Sg(fg) # Q}
k=1

and

PIE[] < T.(Go) ™ ]P’[F,f]gexp[_ccoup_ T (Gi-1) ]

|Gk|(log |Gi])?
o

We are now ready to conclude. Let G be a tree with |G| > N.. Alsolet A C G,
A # @, and x € A. Fix a connected subtree Gy > x with |Go| = Ng. Then,

1 oW
272

P [5?8(6) # Q] 2P [Sﬁrg(c) # (—)] > P[& = 1on G-
where we define

6(n) =inf {P[&f =1 on G']: G’ isatree with |G'| =n, z € G'}.
Noting that the set of pairs (G’, z) over which the infimum is taken is finite, and the
probability is positive for each pair, we obtain 6(n) > 0 for each n. So (1.3) is now

proved for n large enough. We can now choose ¢, small to cover the remaining values
of n. O
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4 Appendix: Proofs of results of Sect. 2

4.1 Proof of Lemma 2.4

Here we will recall some facts about the one-dimensional contact process in order to
prove the two first statements of the lemma. The third one (2.5) is proved in [15], see
(3.11) in Part I of that book.

We observe that it s sufficient to prove that these statements hold for n large enough,
as we can then lower the value of cjjpe, if necessary, to take care of the remaining values
of n.

We will need to simultaneously consider the contact process on the integer line Z
(which we denote by (¢;)) and on the line segment {0, . .., n} (denoted by (&;)). Our
previous conventions about superscripts still apply; for example, (£;*) and (¢;") are the
processes on Z started respectively from only x infected and full occupancy.

We first gather the results we need about the contact process on Z in the following
lemma. Let r; = sup{x : {,O(x) =1}.

Lemma 4.1 There exists ¢z, > 0 such that, for the contact process on Z,

(i) conditioned on {(0, 0) <> oo}, for large enough z > 0, with probability larger
than 1 — e~ “Z% there exists an infection pathy : [0, 0c0) — Z such that y(0) = 0
andy(t) > —z+cy-tforallt > 0;

(i1) with probability larger than cy, there exists an infection path vy : [0, 00) — Z
such that y(0) = 0 and y(t) > |cy - t] forallt > 0O

(>iii) for large enought > 0,

-1
P |:§t0 #£0, max ry < CZ2 i| < ezt 4.1

O<s<t
Proof On the event {(0, 0) <> oo}, define

00 =0, opy1=inf{t >0,+1:(rs,t) <> 00}, n >0,

M, = max{|x —rq,| : (rg,,0n) <> (x,t) forsome ¢ € [0y, op41]}.
It is shown in [12] that,

conditioned on {(0, 0) <> oo}, the vectors (0,41 — On, 7o, — Toys Mu)n>0
are independent and identically distributed;

4.2)
on {(0,0) <> oo}, foreach n, (ry,,0,) < (Foyy1s Ont1)s “4.3)
there exists ¢ > 0 such that P [max(oy, M) > m | (0,0) <> o0] < e M m > 0.
4.4)
By (4.2) and the law of large numbers, there exist a > 0 and b € R such that
. Op . L
IE”[hm—:a, lim "=b|(0,0)<—>oo]=1. (4.5)
n—»oo n n—-oo n
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Moreover, by Theorem 2.19 in Chapter VI of [14], there exists & > 0 such that

P[th "t ((0 0)900] —1,
so we must have b > 0.
Now for z > 0, define the event

E =1(0,0) < o0 >———Z
=
, > Fopy 2 ) 3’

< 2(1 n 1 f() all nig.
— + _ r

By (4.4), (4.5) and simple large deviation estimates for random walks, there exists
¢ > 0 such that

bn
MnSZ

+ — and o,

W | ™

P[E | (0,0) <> 00] > 1 — .

If E occurs, by (4.3) we can define an infection path y : [0, c0) — Z such that
v(0) = 0 and y(0,,) = 1, for each n. Let t > 0. Since

t 4z 4z
or, p1<2al|l——-=|-14+4=—=>) <1,
[£-%] 20 3b 3b

we have
t 4z
N, : <t}>—— —,
¢ == supfn : 0, <t} 22 " %
so that
bN, z bN, z b
Y@)=roy, —MN, > —— — s - —— — =12z 4.6)

-2 3 4 37 8a
This proves the first statement of the lemma.

Now fix z > 0 such that an infection path vy satisfying (4.6) exists with positive
probability. Conditioned on this, by the FKG inequality, there is a positive probability
that g“to(O) = 1 for all € [0, 8az/b]. We can then construct an infection path y such
that y(z) > O for all ¢ € [0, 8az/b] and Y(¢) = y(¢) for all t > 8az/b. By choosing
¢z, small enough (depending only on a and b), we then have y(¢) > |cz - z| for all
t > 0. This proves (ii).

Finally, the left-hand side of (4.1) is less than

[g, £0, (0, 0)«H00]+P|:Omax rs<c—|(0 O)eoo}
<s<t

Theorem 2.30 in [15] implies that the first term is bounded by e~¢' for some ¢ >

0. To bound the second term, we use Part (i) with z = cz¢/2. This completes the
proof. O
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We are now in position to prove (2.3) and (2.4).

Proof of (2.3): The statement follows directly from Part (ii) of the above lemma by
taking any cjipe < c7. O

Proof of (2.4): We start observing that

Thus,
Plef £ 6" & #0] <P[& £0, £ =0¥s <1]
+P[g #0, £(0)=0Vs <1]. @.7)
We now note that

if&" #0 and &(n)=0 Vs <t,
then max{y : §"(y) = 1} = max{y : {*(y) = 1}.

Hence,

P& #0. &) =0Vs <t] <P[{ #0, {f(n) =0Vs <]
SP[QO#Q, ;S(n)zovsgt]

§]P’|:§,07éQ, maxrs<nj|.

0<s<t

By (4.1) and the assumption that ¢ > 2n/cyz, this is less than ¢~". The same bound
holds for the second term in (4.7) by symmetry. Thus

1 _
Pler & & £0] <207,
and (2.4) follows by a union bound. O

4.2 Proof of Lemma 2.5
The result is a straightforward adaption of Lemma 3.1 in [19]. That lemma implies

that there exists ¢ > 0 such that the following holds (o denotes the central vertex of
the star and ¢ denotes Lebesgue measure on [0, 00)):

3
]P)|:|§f‘| > %, s <1 ZESA(O) =1} > Zi| >1—e " forall n, ACS,

n
ith |A] > —. 4.8
with | |_40 (4.8)
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(The mentioned lemma is stated with the assumption that A < 1, but the proof works
equally well here). This already implies (2.8).
Moreover, by a straightforward computation, it can be shown that

n n

PI:"i:f' > E:I > ]P[DE)(),]] =0, {y#o: Df}()’l] =4, DFO’?)” # o} > E:I >,

for some constant ¢’ > 0 and any n. Hence, for any n and any set A with A # &,
P16 > %] >,

for some smaller constant ¢’ > 0. Together with (4.8) this proves (2.6).
Now we prove (2.7). To this end it is convenient to introduce the dual process: for
fixed ¢ and x, the dual process (é‘xx"))osxft is defined by

ECD(y) = 1{(y, t —5) < (x,0)).

Recall that

1 A A
[er 06 e ={g #0)n{aw: &7 20 & nE"" =ovs =1}
4.9)
Now, it follows from (4.8) that, for any n, t > n and any vertex x,

"

P[Sf # 2, %K{s <n:g)=1}< ﬂ <e (4.10)

Together with a union bound this implies that, with probability larger than 1 — 2ne=<"",
the following event occurs:

N [({g:;‘ = o}u {Z{s <n:iE0)=1}> g})

xeS

N ({At(x’[) = @} U {Z{s <n: é,(fjf)(o) =1} > %})]

This proves (2.7), as one can observe that the intersection of the above event with the
event on the right-hand side of (4.9) is empty.

References

1. Berger, N., Borgs, C., Chayes, J.T., Saberi, A.: On the spread of viruses on the internet. In: Proceedings
of the sixteenth annual ACM-SIAM symposium on Discrete algorithms, pp. 301-310. Society for
Industrial and Applied Mathematics (2005)

2. Can, V.H.: Metastability for the contact process on the preferential attachment graph. arXiv:1502.05633
(arXiv preprint) (2015)

3. Can, V.H., Schapira, B.: Metastability for the contact process on the configuration model with infinite
mean degree. Electron. J. Probab 20, 1-22 (2015)

@ Springer


http://arxiv.org/abs/1502.05633

Extinction time for the contact process on general graphs

13.

14.
15.

17.

18.

19.

20.

21.
22.

Cassandro, M., Galves, A., Olivieri, E., Vares, M.E.: Metastable behavior of stochastic dynamics: a
pathwise approach. J. Stat. Phys. 35(5-6), 603-634 (1984)

Chatterjee, S., Durrett, R.: Contact processes on random graphs with power law degree distributions
have critical value 0. Ann. Probab. 37(6), 2332-2356 (2009)

Chen, J.W.: The contact process on a finite system in higher dimensions. Chin. J. Contemp. Math.
15(1), 13-20 (1994)

Cranston, M., Mountford, T., Mourrat, J.C., Valesin, D.: The contact process on finite trees revisited.
ALEA 11(2), 385408 (2014)

Durrett, R.: Random Graph Dynamics, vol. 200, no. 7. Cambridge University Press, Cambridge (2007)
Durrett, R., Liu, X.F.: The contact process on a finite set. Ann. Probab. 16(3), 1158-1173 (1988)
Durrett, R., Schonmann, R.H.: Large deviations for the contact process and two dimensional percola-
tion. Probab. Theory Relat. Fields 77(4), 583-603 (1988)

. Durrett, R., Schonmann, R.H.: The contact process on a finite set. II. Ann. Probab. 16(4), 1570-1583

(1988)

Kuczek, T.: The central limit theorem for the right edge of supercritical oriented percolation. Ann.
Probab. 17(4), 1322-1332 (1989)

Lalley, S., Su, W.: Contact processes on random regular graphs. arXiv:1502.07421 (arXiv preprint)
(2015)

Liggett, T.: Interacting Particle Systems, vol. 276. Springer, Berlin (2012)

Liggett, T.M.: Stochastic Interacting Systems: Contact, Voter and Exclusion Processes, vol. 324.
Springer, Berlin (2013)

Mountford, T.: A metastable result for the finite multidimensional contact process. Can. Math. Bull.
36(2), 216-226 (1993)

Mountford, T.: Existence of a constant for finite system extinction. J. Stat. Phys. 96(5-6), 1331-1341
(1999)

Mountford, T., Mourrat, J.C., Valesin, D., Yao, Q.: Exponential extinction time of the contact process
on finite graphs. http://perso.ens-lyon.fr/jean-christophe.mourrat/contactexp (Preprint) (2012)
Mountford, T., Valesin, D., Yao, Q.: Metastable densities for the contact process on power law random
graphs. Electron. J. Probab 18(103), 1-36 (2013)

Mourrat, J.C., Valesin, D.: Phase transition of the contact process on random regular graphs.
arXiv:1405.0865 (arXiv preprint) (2014)

Schonmann, R.H.: Metastability for the contact process. J. Stat. Phys. 41(3), 445-464 (1985)

Stacey, A.: The contact process on finite homogeneous trees. Probab. Theory Relat. Fields 121(4),
551-576 (2001)

@ Springer


http://arxiv.org/abs/1502.07421
http://perso.ens-lyon.fr/jean-christophe.mourrat/contactexp
http://arxiv.org/abs/1405.0865

	Extinction time for the contact process on general graphs
	Abstract
	1 Introduction
	2 Preliminary results and tools
	2.1 Notation and definitions
	2.2 Some preliminary results about graphs and the contact process
	2.3 A coupling result and consequences

	3 Proofs of main results
	3.1 Level 1: a polynomial lower bound
	3.2 Proof of Theorem 1.4
	3.3 Level 2: a stretched exponential lower bound with exponent 1/3
	3.4 A new proof of Theorem 1.1 (ii)
	3.5 Level 3: an exponential bound with a logarithmic correction
	3.6 Proof of Theorem 1.2

	4 Appendix: Proofs of results of Sect. 2
	4.1 Proof of Lemma 2.4
	4.2 Proof of Lemma 2.5

	References


