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Abstract We obtain the convergence in law of a sequence of excited (also called
cookies) random walks toward an excited Brownian motion. This last process is a
continuous semi-martingale whose drift is a function, say ¢, of its local time. It was
introduced by Norris, Rogers and Williams as a simplified version of Brownian poly-
mers, and then recently further studied by the authors. To get our results we need to
renormalize together the sequence of cookies, the time and the space in a convenient
way. The proof follows a general approach already taken by Té6th and his coauthors
in multiple occasions, which goes through Ray-Knight type results. Namely we first
prove, when ¢ is bounded and Lipschitz, that the convergence holds at the level of
the local time processes. This is done via a careful study of the transition kernel of an
auxiliary Markov chain which describes the local time at a given level. Then we prove
a tightness result and deduce the convergence at the level of the full processes.

Mathematics Subject Classification (2000) 60F17 - 60K35

1 Introduction
1.1 General overview

Self-interacting random processes play a prominent role in the probability theory and
in statistical physic. One fascinating aspect is that behind an apparent simplicity,they
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876 0. Raimond, B. Schapira

can be extremely hard to analyze rigorously. Just to mention one striking example,
it is still not known whether once reinforced random walks on a ladder are recurrent
in general (see however [30] and [36] for a partial answer and the surveys [21] and
[25] for other problems on reinforced processes). A major difficulty in these models is
that we loose the Markovian property and in particular the usual dichotomy between
recurrence and transience can be broken. A famous example where this happens is
for vertex reinforced random walks on Z: it is now a well known result in the field,
first conjectured and partially proved by Pemantle and Volkov [26], that almost surely
these processes eventually get stuck on five sites [31]. For analogous results concerning
self-attracting diffusions, see [8,15] and [27].

Beside this very basic, yet fundamental, problem of recurrence, a question of par-
ticular interest is to understand the connections between the various discrete and con-
tinuous models. In particular an important challenging conjecture is that self-avoiding
random walks on Z2 converge, after renormalization, toward the SL E§/3 (see [20] for
a discussion on this and [11] for some recent progress). There are in fact not many
examples where invariance principles or central limit theorems were fully established.
But for instance it was proved that random walks perturbed at extrema converge
after the usual renormalization toward a perturbed Brownian motion (see e.g. [9]
and [37]).

In this paper we are interested in the class of so-called excited random
processes, which are among the most elementary examples of self-interacting pro-
cesses. By this we mean that the interaction with the past trajectory is as local-
ized as possible: the evolution of these processes at any time only depend on
their local time at their present position. A discrete version was introduced rel-
atively recently by Benjamini and Wilson [7] and a generalization, called multi-
excited or cookie random walks, was then further studied by Zerner [38] and many
other authors (see in particular [22] and references therein). Closely related mod-
els were also considered in [1,6,17,18]. Dolgopyat [10] observed that in dimen-
sion 1, in the recurrent regime, and after the usual renormalization, multi-excited
random walks also converge toward a perturbed Brownian motion (we will give a
more precise statement later). However, as we will see below, the latter are not,
in some sense, the most natural continuous versions of excited processes. Some-
what more natural ones were introduced two decades ago by Norris et al. [24],
in connection with the excluded volume problem [23], and as a simplified model
for Brownian polymers. They were later called excited Brownian motions by the
authors [28].

The aim of this paper is to show that excited Brownian motions can be approached
in law by multi-excited random walks in the Skorokhod space, i.e. in the sense of the
full process. For this we need to use a nonstandard renormalization, namely we need
to scale together and appropriately the sequence of cookies, which govern the drift
of the walk, the space and the time. Now let us give more details, starting with some
definitions:

A multi-excited or cookie random walk (X, (n), n > 0) is associated to a sequence

g:=(s,i > 1) e (=1, DY,
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Excited Brownian motions as limits of excited random walks 877

of cookies in the following way: set

1
De,i i= 5(1 + &i),

foralli > 1, and let (F; ,, n > 0) be the filtration generated by X,. Then X.(0) := 0
and for alln > 0,

PlXe(n+1) = Xe(m) =1 Fenl =1 =P[Xe(n+ 1) = Xe(n) = =1 | Fenl = peiis

if#{j <n : X (j) = X:(n)} = i. We notice that the case of random cookies has
also been studied in the past, for instance by Zerner [38], but here we consider only
deterministic &.

On the other hand excited Brownian motions are solutions of a stochastic differen-
tial equation of the type:

dY, = dB, + o(L1") d1,

where B is a Brownian motion, L’ is the local time process of ¥ and ¢ : R — R is
some measurable (bounded) function.

So at a heuristic level the discrete and the continuous models are very similar:
the drift is a function of the local time at the present position. But the analogy can
be pushed beyond this simple observation. In particular criteria for recurrence and
nonzero speed in both models (see respectively [19] and [28]) are entirely similar
(see below). Our results here give now a concrete link. We first prove that when ¢ is
bounded and Lipschitz, the local time process of X, conveniently renormalized, con-
verges to the one of Y, exactly in the same spirit as in T6th’s papers on self-interacting
random walks (see [33]). Then we obtain a tightness result and deduce a convergence
in the Skorokhod space at the level of the processes (see Theorem 1.4 below). For
proving the convergence of the local time processes we use a standard criterion of
Ethier and Kurtz [12] on approximation of diffusions. To show that we can apply it
here we introduce some auxiliary Markov chains describing the local time on each
level and we make a careful analysis of the transition kernels of these Markov chains
(see Sect. 2).

1.2 Description of the results

Fora € Z and v € N, set
Teq)i=inf{j : #{i <j : X,(())=a and X, (+1)=a—-1}=v+1}.
Consider the process (S¢ 4.0 (k), k € Z) defined by

Seawk) =#{j < Tea(v) =1+ Xe(j) =kand X.(j + 1) =k —1}.
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878 0. Raimond, B. Schapira

In particular, when 7, 4 (v) is finite, S¢ 4.,(a) = v. We will say that X, is recurrent
when all the 7, ,(v)’s are finite. A criterion for recurrence when ¢; > 0 for all i or
when &; = 0 for i large enough is given in [38] and [19] (namely in these cases, X, is
a.s. recurrent if, and only if, Zi g €[—1,1).

Assume now that ¢ is bounded and let ¢, = (g;(n),i > 1) be defined by

| .
gi(n) = — L foralln > 1andalli > 1.
2n 2n

Since ¢ is bounded, if n is large enough then ¢, € (—1, 1)N and X, is well defined.
Then fora € R and v > 0, set

1
Al (x) = —Sey.(2nal, 1) ([20xT) - for all x € R. (1)

We give now the analogous definitions in the continuous setting. First for a € R, let
7,(v) ;= inf{r >0 : LY > v} forallv >0,

be the right continuous inverse of the local time of Y at level a. Again we say that Y
is a.s. recurrent if all these stopping times are a.s. finite. This is equivalent (see [28,
Theorem 1.1]) to the condition C]Jr = C| = +o0, where

X

o
d
Cft :=/exp :|:/h(z)—Z dx,
z
0

0

and where

Z

h(z) :=/g0(£) de forall z > 0.
0

In particular when ¢ is nonnegative or compactly supported this is equivalent to
Jo~ () de € [—1, 1]. Then set

Aap(x) = L% .

The Ray-Knight theorem describes the law of (A, ,(x), x € R) (a proof is given in
[24] when v = 0, but it applies as well for v > 0), when t,(v) is a.s. finite, and we
recall this result now. To fix ideas we assume that ¢ < 0. An analogous result holds
for a > 0. So first we have A, ,(a) = v. Next, A, is solution of the stochastic
differential equation:

dAay(x) =2/ Agv(x)dBx +2(1 + h (Agv(x))) dx forx €[a,0], (2)
dAgp(x) =2/ Agp(x)dBy + 2h (Agy(x)) dx forx € [0, 00), 3)
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Excited Brownian motions as limits of excited random walks 879

where B is a Brownian motion, and (3) holds up to the first time, say w;;v, whenithits 0,
and then is absorbed in 0 (i.e. A, (x) = Oforx > w;v). Similarly (A, y(@—x), x >
0) is solution of (3) (with a drift —2/ instead of 2/ and an independent Brownian
motion) up to the first time, say Wy s when it hits 0, and then is absorbed in 0.

For d > 1, we denote by D(R, Rd) the space of cadlag functions f : R — R4
endowed with the usual Skorokhod topology (see for instance Section 12 in [5]).
The space D(R, R) will also simply be denoted by ID(IR). It will be implicit that all
convergences in law of our processes hold in these spaces.

Our first result is the following theorem:

Theorem 1.1 Assume that ¢ is bounded and Lipschitz. Assume further that for n large
enough, X, is recurrent and that Y is recurrent. Then for any finite set I, any a; € R
andv; > 0,i € 1,

(A, (), x € R)jes ,fﬁoé (g (), x € R)._, .
As announced above, this theorem gives the convergence of a sequence of excited
random walks toward the excited Brownian motion (associated to ¢) at the level of the
local times. We will also extend this result in a non-homogeneous setting, i.e. when
¢ is allowed to depend also on the space variable. We refer the reader to Sect. 3 for
more details. Actually we will need this extension to prove Theorem 1.1 in the case
|1| > 2. This will be explained in Sect. 4.

Note that if ¢ is compactly supported or nonnegative (and bounded Lipschitz), and
if fooo o) dl € (—1,1), then Y is recurrent and X, as well for n large enough.

A consequence of Theorem 1.1 is the following

Corollary 1.2 Under the hypotheses of Theorem 1.1, for any finite set I, any a; € R
andv; > 0,i € I,

1 L
(mr‘gnv[znai]([”vi])). ni}O (‘Cai(vi))iel'

iel

Foru; € R,i € I, denote by 95? some independent geometric random variables with

parameter 1 —e ™", independent of X, . Denote also by yb,(f), i € I, some independent
exponential random variables with parameter u;, independent of Y. Then as in [32],
we can deduce from the previous results the

Corollary 1.3 Under the hypotheses of Theorem 1.1, for any A; > 0,i € I,

1 . r 4
1 @) 0)
(Zn Xe (eki/(4n2)))iel nf:o (Y(yki ))iel '
Finally we get the following:
Theorem 1.4 Assume that ¢ is bounded and Lipschitz. For t > 0, set X" (1) :=

Xe, ([4n2t])/(2n), which is well defined at least for n large enough. Then

XD 120 = (¥(0.120).
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Note that, as opposed to the previous results, we do not assume in this last theorem
that X, and Y are recurrent.

To obtain this result we need to prove the tightness of the sequence X, ([4n>1)/2n),
n > 1. This is done by using a coupling between different branching processes, similar
to those which were used for proving Corollary 1.2. The convergence of finite-dimen-
sional distributions follows from Corollary 1.3 and an inversion of Laplace transform.

As for Theorem 1.1 an extension of this result to the non-homogeneous setting can
be proved (see Theorem 7.1 at the end of the paper).

Let us mention now a related result of Dolgopyat [10]. He proved a functional
central limit theorem for excited random walks when ¢ is fixed, and in the recurrent
regime; more precisely when ¢; > 0 for all i and « := > ; &; < 1. In this case the
limiting process is a perturbed Brownian motion, i.e. the process defined by

X, =B+« (sup X5 — Hift XS) forallt > 0,
s<

s<t

with B a Brownian motion.

We will first prove Theorem 1.1 in the case || = 1 in Sect. 2. In Sect. 3, we will
extend the result to the non-homogeneous setting and in Sect. 4 we will deduce the
result in the general case |/| > 1. Corollaries 1.2 and 1.3 will be proved respectively
in Sects. 5 and 6, and Theorem 1.4 in Sect. 7.

2 Proof of Theorem 1.1 in the case [I| =1

We assume in this section that |[/| = 1. Let a € R and v > 0 be given. To fix ideas
we assume that a < 0. The case a > 0 is similar. Moreover, we only prove the con-
vergence of A{(l"% on the time interval [a, 00), since the proofs of the convergence on
(—00, a] and on [0, +00) are the same.

2.1 A criterion of Ethier and Kurtz

It is now a standard fact and not difficult to check (see however [4] or [19] for more
details) that for alla € N~ and v € N,

(1) the sequence (Sg q,v(a), ..., Se¢q,v(0)) has the same law as (V¢ ,(0), ..., Ve
(—a)), where (V; ,(k), k > 0) is some Markov chain starting from v, which is
independent of a,

(2) conditionally tow = Se.a,v (0), the sequence (S¢ 4.0 (k), k > 0) has the same law
as some Markov chain (V; , (k), k > 0), starting from w, which is independent

of a,
(3) the sequence (S¢ 4,v(a — k), k > 1) has the same law as (V_; y4+1(k), k > 1),
where by definition (—¢); = —¢; foralli > 1.

Moreover, the sequences (S; 4.y (a—k), k~2 1)and (S¢ 4,0 (k), k > 0) are independent.
The laws of the Markov chains V; , and V, , will be described in Sect. 2.2 in terms of
another Markov chain W, see in particular (8) and (9). Note that this idea to use the
Markovian property of the process S¢ 4., goes back at least to Kesten et al. [16].
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Excited Brownian motions as limits of excited random walks 881

In the following, in order to lighten the presentation we will forget about the depen-
dence on the starting point (which does not play any serious role here) in the notation
for V, and \75. Thus V; and V, should be understood respectively as V; , and Vg, (701,
where the v will be clear from the context, and similarly for \78 and \73,,.

Now we first prove the convergence of Ag’% on [a, 0]. The proofs of the conver-
gence on [0, +00) and on the full interval [a, +00) are similar and will be explained
in Sect. 2.6.

So on [a, 0], Aénz, can be decomposed as a sum of a martingale part Ma("l), and a
: (n),
drift part B, ;-

AN (x) = bl | M™ (x) + B (x) forall x € [a, 0], 4)
with the following equalities in law:

2nx]—[2na]

[
1
() ()= _ — -
MW=y 2 [Ve, (0 =ELV., (0 | Ve, k= D1}, )
and
. 1 [2nx]—[2na]
Bw=g 2 [BVe, ®) 1 Ve, = D1 = Vo, =1} ©)

Let also Afln% be the previsible compensator of (Mc(,'fl),)z. We have the equality in law:

[2nx]—[2na)

AN @ == > BV, 0071 Ve, (k= DI-EV,, () | Ve, k= D} (D)
k=1

forall x € [a, 0].

We will deduce the convergence of AL(,"I), from a criterion of Ethier and Kurtz [12],
namely Theorem 4.1 p.354. According to this result the convergence on [a, 0] in Theo-
rem 1.1 follows from Propositions 2.1 and 2.2 below. In addition we need to verify that
the martingale problem associated with the operator 2Ad 2/(dM)? +2(1 +h(0)d /dx
is well posed. This follows from Theorem 2.3 p.372 in [12] (with the notation of [12]
take ro = 0 and r; = +00).

Proposition 2.1 Let R > 0 be given. Set tf := inf{x > a : A;’f?,(x) > R}. Then
forafxfO/\TnR,

f I
(n) _ (n) P
Bayu(x) - 2/(1 + h(Aa’U(y))) dy + O (\/ﬁ) ’

where the O(n~"/?) is deterministic and only depends on a and R.
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882 0. Raimond, B. Schapira

Proposition 2.2 Let R > 0 be given. Then fora <x <0 A 1’,{3,

f I
agiw =4 [ aay+0 (=),

a

where the O(n~'/?) is deterministic and only depends on a and R.

These propositions will be proved in the Sects. 2.2-2.5.

2.2 An auxiliary Markov chain

Let ¢ and v > 0 be given. We express here (see in particular (8) and (9) below) the
laws of V; = V,, and Vg = V., in terms of the law of another Markov chain W,. A
similar representation already appeared in Toth’s paper [32] on “true” self-avoiding
walks. So let us first define (s ;, i > 0) by s¢.0 = 0 and fori > 1,

i
Sg’i = Z I{U_/Z[’s,j}’
j=1

where (U, j > 1) is a sequence of 1.i.d random variables with uniform distribution in
[0, 1]. This s, ; is equal in law to the number of times the excited random walk jumps
from level k to k — 1, for some arbitrary k € Z, after i visits at this level k. Form > 0,
set

We(m) :=inf{i >0 : 5.; = m]}.
Then W, (m) is equal in law to the number of visits to level k before the m-th jump
from k to k — 1. Moreover, (W, (m), m > 0) is a Markov chain on N starting from 0

and with transition operator Q. defined for any nonnegative or bounded function f
by

Qcf(r) =D fr+027 U +erp1) ... (1+ erpe)(1 = erge),

>1

for all » € N. Furthermore it is immediate that the law of V. (k 4+ 1) conditionally on
{Ve(k) = m} is equal to the law of W (m) —m + 1:

L(Ve(k+1) | Velk) =m) = LWe(m) —m + 1). ®)

Similarly the law of V,(k + 1) conditionally on {V, (k) = m} is equal to the law of
We(m) — m:

LVek+ 1) | Ve(k) = m) = LW, (m) —m). &)
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Excited Brownian motions as limits of excited random walks 883

By convention we denote by Qy the transition operator associated to the sequence
(g;,i > 1), where &; = 0 for all i. In other words

Qof(r)=E[f(r+&)] forallr € N,
where £ is a geometric random variable with parameter 1/2, i.e. P(§ = ¢) = 2~¢, for

all £ > 1. Note that E(§) = 2 and V(§) = 2. In particular, if u is defined by u(r) = r
forallr € N, then forallm > 1,

Opu0) =E[§ + -+ &nl = 2m,

where &1, ..., &, are i.i.d. geometric random variables with parameter 1/2. Note also
that for all m > 1, E[W,(m)] = Q7u(0). Thus (8) shows that

E[Ve(k) | Vetk = D] = Ve(k = 1) = @2 Du(0) — 0" “"u@ + 1. (10)
for all k > 1. So in view of (6) and (10), our strategy for proving Proposition 2.1

will be to estimate terms of the form Q7'u(0) — Qf'u(0). Note that since x < r,f by
hypothesis, we can restrict us to the case when m < Rn + 1. Likewise

E[V2(k) | Ve(k — D] = E[Vo(k) | Velk — D> = @V *Du?(0) — (Y- *Du(0))?,
(11)

for all kK > 1. So in view of (7) and (11) we will have also to estimate terms of the
form Q?u2(0) — (Qg”u(O))z, for proving Proposition 2.2.

2.3 Some elementary properties of the operators Q. and Qo

For f : N — R, we set

[floo = sup|f(r)l,
reN
Lip(f) = sup O = L)1
r#r! lr —r'|

and

Lip,(f) = sup Lip(A¢ f),
teN

where Ay f(r) = f(r +1) — f(r). Naturally we say that f is Lipschitz if Lip(f) <
+o00. Note that for any f, Lip,(f) < 2Lip(f) < 4| f|cc- Set

D:={h:N—> R : thereexists f, g Lipschitz, such that h(r) = f(r) +rg(r)}.
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884 O. Raimond, B. Schapira

Fore : N — (—1,1), let R, := Q. — Qp. Note that when |¢|sc < 1/2, Rch and
Q:h are well defined for any & € D. Observe also that Q.1 = Qg¢l = 1, where 1
is the constant function on N. In particular R,1 = 0. Moreover, for any Lipschitz

fv |Q8f|oo < |f|oo, and
|Qe f — floo < CLip(f), (12)

where C = 3. £(4/3)7. As a corollary we get the

Lemma 2.3 There exists a constant C > 0 such that for all |¢|ooc < 1/2,all j > 0
and all Lipschitz functions f,

101 f = fleo < CiLip(f).
Proof Write
. j .
Qlf —f=200"0:f — )
i=1
and then use (12) for each term of the sum. O

Setforallr >0and ¢ > 1,

-1
gr,ﬁ ==&y + 25r+i,
i=1

and define R, by

Ref(r)=> fr+02 %

>1

This ﬁg is a linearized version of R, = Q. — Qg, and also the first order term in the
expansion of R; as |g|sc — 0. The next result is immediate.

Lemma 2.4 Assume that |¢|s < 1/2. Then for any h € D and any r,

Reh(r) ==Y &r40 (h(r +0275= > h(r+ i)2i).

=1 i=0+1

In particular R.:1 = 0 since Z?izH 271 =27¢, We also get the following

Lemma 2.5 There exists a constant C > 0 such that for all |€|ooc < 1/2 and all
h e D, withh(r)= f(r)+rg(r),

Rh(r) = fo(r) +rge(r), (13)
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where f, and g. satisfy

@D |feloo = CLip(f) +18lo0) X |€loo
(i) Igeloc = CLip(g) X |€loo
(i)  Lip(fe) = C(Lipa(f) + Lip(8)) x |eloo + C(Lip(f) + |8loc) X Lip(e)
(iv)  Lip(ge) = CLipy(g) X |eloo + CLip(g) x Lip(e).
Proof By using that h(r)R:1(r) = 0 for all r, we get
Reh(r) ==Y &r40 ((h(r +0O —h@)2™ = D (hr+i) - h(r))zi).
£>1 i=0+1
Thus (13) holds with
fer) == erp ((f(r +D = fEN2T = D (fr+i) - f(r))2")

=1 i={+1

—> erpe (g(r +oe27t = > g+ i)izi),

=1 i=0+1

and
S .
8e(r) =— D eryi ((g(r +0—g(r)N2 = D> (g +i) - g(r))z—l).

£>1 i=0+1

All assertions follow immediately. For instance we can write
o
|g¢loo < Lip(g) x leloo x Z(zz—@ + > iz—'),
£>1 i=0+1

which implies (ii) and one can prove similarly (i), (iii) and (iv). O
Next we have

Lemma 2.6 There exists a constant C > 0 such that for all |€|so < 1/2 and all
h e D, withh(r) = f(r)+rg(r),

Reh(r) = Reh(r) = fo(r) + rge(r),
where f. and g. satisfy

| feloo < C(Lip(f) + Igloo) X |&|%,
|geloo < CLip(g) X |e]%.

@ Springer



886 0. Raimond, B. Schapira

Proof Recall that

(Re — R)h(r) = D h(r + 02 (er.e — &),
=1

where for all » and ¢,
ge=U+e1)...A+epe—1)0 —&40) — 1.

Since h(r)Rs1(r) = h(r)R:1(r) = 0 for all r, we get

(Re — Rh(r) = D (h(r +£) = h(r))2™ (ere — &)
>1

= fe(r) +rge(r).

with
fo@) =D (fE+D = fEN2 Ere — Fre)
>1
+ D8+ 02 (ere — Fr0).
>1
and

ge(r) = D (8(r +£) = g(r)2 (er.0 — Er0).

>1
But for any r and any £ > 1,

lere —Frel < (1+ leloo)t — 1 — €leloo
< (14 lelo) el (14)
< 2(3/2)" el
The lemma follows. [}

Lemmas 2.5 and 2.6 imply

Lemma 2.7 There exists a constant C > 0 such that for all |¢|soc < 1/2 and all
h e D, withh(r) = f(r)+rg(r),

Reh(r) = fe(r) +rge(r),
where f. and g, satisfy

[ feloo < C(Lip(f) + 18loo) X |€]oos
|geloo < CLip(g) X |€loo-
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Excited Brownian motions as limits of excited random walks 887

We will need also the following

Lemma 2.8 Forallh € D, withh(r) = f(r) +rg(r), and alli > 0,
Qph(r) = fi(r) + rgi(r),

where f; and g; satisfy

1) filoo < [ floo +2ilgloo

(i) Lip(f;) < Lip(f) + 2iLip(g)
(i) 18iloo < I8loo
(iv) Lip(gi) < Lip(g).

Moreover, for all r,
|Qbh(r) — h(r +2i)| < V2i(Lip(f) + gloo + (r + 20)Lip(g)).

Proof Just recall that for all i and r, Qjh(r) = E[h(r + & + -+ + &)], where
&1, ..., & areii.d. geometric random variables with parameter 1/2. Thus, Qf)h(r) =
fi(r) +rgi(r), where

fir)=Elfr+&+ - +EIFE[E +-- +E)gr+ &+ -+ &),
and
gi(r) =E[gr +& +---+&)]

Claims (i), (ii), (iii) and (iv) follow immediately from these expressions (by using also
that E[|&; 4+ - - - + &;|] = 2i). Next write

IQf)f(V)—f(r—irZi)l <E[f(r+&+---+&)— fr+20)]
< Lip(HE[IE + - - - + & — 2i]]
< V2iLip(f),

by using Cauchy—Schwarz inequality and the fact that E(§;) = 2 and V(§;) = 2, for
all i. We also have

|Qi(h — f)(r) — (r +2i)g(r +20)| <E[|(&] + -+ & —20)g(r + & + -+ &)
+E[|(r +20)(g(r + & + -+ &) — g(r +20))]]
< V2i (Igloo + (r + 20)Lip(g)) .

m}

Lemma 2.9 There exists a constant C > 0 such that for all |¢leoc < 1/2, alli > 0
and all Lipschitz f,

1(Q% — Q1) floo < CiLip(f) X |€]oo-
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Proof First write

i—1 4

0L — 0h=> 0L /'R Q. (15)

j=0
Then by using that |Qf;_j+1f|oo <|floo,forall j <i —1, we get (using Lemma 2.7
with g = 0),

i—1 . i—1 .
(0L = 0D floo < D IR0} floo < € D Lip(Q} f)€loo-

Jj=0 J=0

We conclude the proof of the lemma by using that Lip(Qé f) <Lip(f)forall j. O

Lemma 2.10 There exists a constant C > 0 such that for all |e|so < 1/2, alli > 0
and all h € D, with h(r) = f(r) +rg(r),

|0Lh ()] < 1 floo + (r + CDIgloo
Proof We have
|QLh ()] < 1 floo + I8locl Q).
where u is defined by u(r) = r for all r € N. Now, Lemma 2.9 implies that
|QLu(r) = Quu(r)| < Cile|.

We conclude by using that Qé)u(r) =r+2i. O

Lemma 2.11 There exists a constant C > 0 such that for all |¢|so < 1/2, alli > 0
and all h € D, with h(r) = f(r) +rg(r),

I(QF — QA" < Ci (Lip(f) + |gloo + (r + DLip(8)) X |€loo-

Proof Wehave Qéh(r) = fj(r)+rgj(r)and R, Qéh(r) = fj.e(r)+rg;(r). Lemma
2.10 implies that

|0 R QUMM < | fjeloo + (r + Cli — j+ D)lgjeloo-
Lemma 2.7 implies that

|fj,8|oo =< C(Lip(fj) +18jlo0) X l€leo and [8j.eloo < CLiP(gj) X [€]oo-

Lemma 2.8 implies that

|fj.eloo = CLAP(f) + |8loo + 2/Lip(8)) X |€]co,
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and
8j.eloo = CLip(8) X [€]cc-
Now,
i—1
D 1 fieloo < Ci(Lip(f) + Igloo + iLip(8)) X [€oo-
j=0
and
i—1
D (r+Cli—j+1)Igjeloo < Clr+ )i x Lip(g) x |¢]oo-
j=0
Using then (15), this proves the lemma. O

Our last result in this subsection is the following (recall that u(r) = r for all r € N):

Lemma 2.12 There exists a constant C > 0 such that for all m > 0 and all |¢|s <
1/2,

10" u — QFu —ZQ@" "Rett|oo < C(mlel, + m?|elooLip(e)).
i=1

Proof First observe that forall j > 0, Qéu =u+2j.Since ﬁg is linear and 1381 =0,
we get R, Qo u = Reu foralli > 1. Thus

m m
D00 " Reu=2 0f ROy
i=1 i=1

Next we have

oY u—Qou—ZQ’(’f 'R0y u—ZQ’" "(Re — Re)Qf 'u

i=1

+ Z(QZ”’i — 00 R 05!
By using Lemma 2.6 and the fact that Lip(Qf)u) < Lip(u) = 1 for all i, we get

D105 (Re = R QY " uloo < € Lip(Qf ") el

i=1

< Cmle|%.
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Then by using Lemma 2.9 we obtain

m

D QI — QTR Qf oo < Cleloo D (m — i)Lip(Rew).

i=1
Using Lemma 2.5 with f(r) = 1 and g(r) = 0, we have g.(r) = 0 and
Lip(Rsu) = Lip(f.) < CLip(e). (16)

This proves the lemma. O

2.4 Proof of Proposition 2.1

Recall that ¢, = (¢;(n),i > 1), with ¢;(n) = ¢(i/2n)/(2n). Since ¢ is bounded, we
can always assume by taking large enough n if necessary, that |e, | < 1/2. Note also

that Lip(e,) = O(1/n?%). Assume now that m = @ (n). Then Lemma 2.12 shows that

m—1

Snu_ QOM - Z QOR811M+O( )
i=0
Next write
m—1 m—1
> 0 Re,u(0) = Z Re,u(2i) + > (Q)R.,u(0) — R,,u(2i)).
i=0 i=0 i=0

By using Lemma 2.8 (applied to f = ﬁgnu and g = 0) we get

m—1 m—1

D 104 Re,u(0) — Re,u(2i)| < v/2 > Lip(Re, )i
i=0 i=0
< Cm3/2Lip(en)

=<

lo

On the other hand, set

o0
pm 7ty > o =t (17)
j=t+1
Then by using Lemma 2.4 we get

m—1 m—1 oo

Z Re,u(2i) = Z Zaz(8n)2z+z

i=0 ¢=1

00 m—1 .
—et 2i + ¢
Z ’ Z‘”( 2n )

= i=0
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Excited Brownian motions as limits of excited random walks 891

But 372, 27! =2, and since ¢ is Lipschitz and bounded

=Y N ¢
-+
—E q)(l ):/tp(s)ds+(’)(—).
n “ 2n n
i=0 0

Thus putting the pieces together we get

m _ m _ ﬂ L
07 u(0) Qou(O)—h(n)JrO(ﬁ). (1)
Finally we get the equalities in law, fora < x <0 A ¢k,
1 [2nx]—[2na]
B =~ > (EVe, (k)| Ve, (k = D] = Ve, (k = 1))

k=1
1 [2nx]—[2nal]

S (1 + 00 V) - Qgﬁn(’“”u(()))

n k=1
[2nx]—[2nal]
1 k—1 1
== 1+n{A® ol—
co 2 (e e ()

i 1
_ )
_ 2/ {1 +h(Aa,v(y))} dy + 0O (ﬁ) :

a

where the second equality follows from (10) and the third one from (18) and the rela-
tion between A,(l",)} and V;, givenin (1) and at the beginning of Sect. 2.1. This finishes
the proof of Proposition 2.1. O

2.5 Proof of Proposition 2.2

We assume throughout this subsection that m = O(n). Then on the one hand by using
Lemma 2.12, we get

m _ < m—ip l
0 u(0) = 2m + ; OF "' Re,u(0) + O (n) )

Moreover Lemma 2.5 shows that |Q6E8nu(0)| < |§8nu| < Clenloo = O(1/n) uni-
formly in i. Thus

(02 u(0))* = 4m® +4m >~ 0~ Re,u(0) + O(1).
i=1
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On the other hand we have for all ¢,
m . .
Ql'u’ = Qfu’ + D QI TR0y
i=1
A variance calculus shows that
O " = u® + 4G — Du+4G — D? +23 — 1),
which implies that for all ¢,
R Q) 'u? = Reu® + 4G — 1) Reu,
since Rg1 = 0. Thus
Q?MZ(O) = 4m2 +2m + Ee,m + Fs,m’
where
m
Ee,m = Z an—z Rguz(()),
i=1
and
m
Fem =4 (i = 1O Reu(0).
i=1
We now prove the following

Lemma 2.13 We have
m s~
Eeom= Y 08 Re,u?(0) + O(1),
i=1
and
m o~
Fopm =4 (i = 1)Q) "R, u(0) + O(1).
i=1

Proof We have

(R; — R)u*(r) = Z(zrz + 227 e, — Erp) forallr.

=1
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Thus, by using (14), we see that there exists a constant C > 0 such that

|(Re, — Re,)u*(r)| < Clea%(r + 1) < C( + D for all r. (21)
This implies that
m o B
m— > Q" R, u*(0)| < — Re u?| (0)
i=1

IA

iQZ;_i R, u
%z 7o)

with f(r) =r + 1. By using Lemma 2.3, applied to f(r) = r 4+ 1, we see that there
exists C > 0 such that

I A

m
%Z (1 4+m—1i)

a
m
C—s =0,

m
m— D, 0" Re,u*(0)

i=1

| /\

Recall the formula for a, given in (17) and let
e .
by = —0270 4 D %27
i=0+1
Then Lemma 2.4 shows that
Re,u?(r) = fu(r) + rga(r), (22)

where

Fa) =D belen)rie

>1

gn(r) =2 ar(en)rye-

=1

Next by using Lemma 2.11, we getforall j =m —iand 1 <i <m,

(0 — Q) R, u?(0)] < Cj (Lip(fn) + Ignloo + JLIP(gn)) X |€nloc
< Cj (Ienlos + (j + DLip(en)) X lenloo

2
m m 1
<Cl=+—=)=0{(-).
This proves (19).
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Now Lemmas 2.6 and 2.9, together with (16), show that (for j =m — i)

10! Re,u — Q) Reuloc < 107 (Re, — Reutloo + 1(QL, — Q) Re,uls0

. 1
=0 <|8n|gO + j|8n|ooL1p(8n)) =0 (ﬁ) )

This proves (20) and finishes the proof of the lemma. O

We can now write

0 u*(0) — (O u(0))*
m—1 m—1
=2m+ > QR u*(0)+ 4> (m— j — DO} Re,u(0)
j=0 Jj=0
m—1

—4m > Q) Re,u(0) + O(1).
j=0

By using Lemmas 2.8 and the form of Ea,, u? given by (22) (and using that Lip(f,,) =
O(n=?), Lip(gn) = O(n~?) and |gnloc = O(n~")) we get for j <m — 1,

Q) Re,u?(0) = Re,u?(2j) + O(n~"/?).
By using Lemmas 2.8, the fact that Esn is Lipschitz and bounded, and (16), we get
Q) Re,u(0) = Re,u(2j) + O(n=3/?).

Therefore

m—1
2u?(0) — (O u(0)* =2m + D Re,u*(2))
j=0
m—1

—4 > (j + DRe,u2j) + 0('/?).
j=0

Lemma 2.4 shows that

Re,u?(2j) =4j > ar(en)zjre + O ( ) :

1
n
=1
and

Re,u(2j) =" ae(en)ajse.
=1
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Thus

" u(0) — (QF u(0))* = 2m + O(n'/?).

&n
Then (11) shows that fora < x <0 A X,

1 [2nx]—[2na]

AR == > (e Vo - u?)

n k=1
[2nx]—[2na)
2 k—1 1
== Z A (a+—)+(9(—)
n 2n NG

r 1
_ (n)
_4/Aa,v()’)dy+(’)(ﬁ)

a

This finishes the proof of Proposition 2.2. O

2.6 Proof of the convergence on [0, +00)

The proof of the convergence of A(")

on [0, +00) is essentially the same as the proof
on [a, 0]. Namely we can define M[S"I),, B(nv and Affff,, respectively as in (5), (6) and

(7) with V everywhere instead of V. Let also

[ w%nv—) = L suplk <0 1 Se, paa g1 (k) = 0} 23
wiy P = Linflk > a e, aagp k) = 0).
Then

Al () = AP (0) + M) (x) + B (x) forall x € [0, w!,P).
Moreover (9) shows that

B[V, (k) | Ve(k — D] = Ve(k — 1) = 0V ¢=Du(0) — 0 * Do),
and
E[V, () | Vatk — DI=E[Va (k) | Vet — DI = 0F®Du2(0)— (V- Du(0))?,

for all k > 1. Then by following the proofs given in the previous subsections we get
the analogues of Proposition 2.1 and 2.2:
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896 0. Raimond, B. Schapira

Proposition 2.14 Let R > 0and T > 0 be given. Then forO < x < T A If A wgl{)+),

_ i 1

(n) — (n)
B{"(x) = z/h(Aa’v(y)) dy+ O (ﬁ) ,
0

where the O(n~'/?) is deterministic and only depends on a, T and R.

Proposition 2.15 Let R > 0and T > 0 be given. Then forO < x < T A If A wgl{)+),

_ i 1
A =4 [ anmay+o ().
0 \/—

where the O(n~'/?) is deterministic and only depends on a, T and R.

So according again to the criterion of Ethier and Kurtz (Theorem 4.1 p.354 in [12]),
we deduce the convergence in law of Aé"f, on [0, +00).

Actually one can deduce the convergence on [a, +00) as well. For this we just
need to observe that the criterion of Ethier and Kurtz applies in the same way for
non-homogeneous operators. For reader’s convenience let us recall the main steps of
its proof. First Propositions 2.1, 2.2, 2.14 and 2.15 imply the tightness of the sequence
(Afﬂ, n > 1) on [a, +00). Next It6 Formula shows that any limit of a subsequence
is a solution of the non-homogeneous martingale problem (see the definition in [12]
p.221) associated with the operator

G F G o [ P00 4200+ G FG) i x € [a, 0]
WZ 20700 42000 £/ ifx € [0, 400).

Then Theorem 2.3 p.372 in [12] (with their notation replace ¢ by x, x by A and take
ro = 0 and r; = 4+00) shows that this martingale problem is well posed (in particular
it has a unique solution). This proves the desired convergence on [a, +00). Since the
proof of the convergence on (—oo, a] is the same as on [0, +00), this concludes the
proof of Theorem 1.1. O

3 Extension to the non-homogeneous setting
We give here an extension of Theorem 1.1 when || = 1 and ¢ is allowed to be space
dependent. Apart from its own interest, we will use this extension to prove Theorem

1.1 when |I| > 2, see the next section.
We first define non-homogeneous cookies random walks. If

&= (81',)(ai >1,xe€ Z)v
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Excited Brownian motions as limits of excited random walks 897

is given, we set

1
Psjix i= 5(1 +&ix),
for all i and x. Then X, is defined by
PXc(n+1)—X:(n)=1| fs,n]=1_P[Xs(”+1)_xs(n)=_1 | fa,n]zpa,i,x,

if#{j <n : X (j) = Xe(n)} =i and X.(n) = x. Similarly non-homogeneous
excited Brownian motions are defined by

dY, = dB, + (Y, L") dt,

for some bounded and measurable ¢. Such generalized version of excited BM was
already studied in [24] and [28]. In particular Ray-Knight results were obtained in this
context and a sufficient condition for recurrence is given in [28] (see below). Now let
¢ be some fixed bounded cadlag function. Assume that for each n > 1, a function
on + Z x [0, 00) — R, cadlag in the second variable, is given. Consider

Ap(x) = sup lon([2nx], £) — @(x, O)],

and assume that
A, — 0 inD(R) whenn — oo. (24)

Assume further that sup; , [@n(k, £)| < 2n for n large enough and define ¢, =
(eix(n),i > 1,x € Z) by

1 i
Eix(n) = > ¢n (x, Z) . (25)

foralli > 1 and x € Z. Say that ¢ is uniformly Lipschitz in the second variable if

) — v
sup sup loCx. ©) (p/(x )| < +00. (26)
xeR (AU [£— 2|

Finally define A,(I"I)) and A, , as in the homogeneous setting (see the introduction). We
can state now the following natural extension of Theorem 1.1:

Theorem 3.1 Let ¢ be some bounded cadlag function satisfying (26). Assume that
for n large enough, X, is recurrent and that Y is recurrent. Assume further that (24)
holds. Then for any a € R and v > 0,

(A (x), x € R) == (Agp(x), x € R).
’ n—oo
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The proof of this result is exactly the same as the proof of Theorem 1.1. Note that as
at the end of the previous subsection, we need to use here a non-homogeneous version
of Ethier—Kurtz’s result (Theorem 4.1 p.354 in [12]). This time we just have to verify
that the martingale problem associated with the operator

Gof Oy = | 24200+ h(x 1) f'G) if x € [, 0]
LT 20 (M) A+ 2h(x, W) f1 (V) if x € [0, +00),

is well posed, where i (x, 1) = fo)‘ @(x, n) du, for any x and A. But again this follows
from Theorem 2.3 p.372 in [12].

In particular the above theorem applies to the following situation, which we will
use in the proof of Theorem 4.1. Assume that ¢ : R x [0, c0) — R satisfies the
hypotheses of Theorem 3.1 and that a sequence (¢,, n > 1) converges to ¢ as in (24).
Assume in addition that for each n > 1, a function (A(n, x), x € Z) is given. Set
An := A(n, [2n-]) and assume further that there exists A € D(R) such that

Ay — A inD(R) whenn — oo. 27
Set
0 (x,£) := @(x, A(x) +£) forallx € Rand £ > 0,
and
@ (x, 0) := @u(x, AM(n,x)+¢) forallx € Zand £ > 0.

Note that if (27) holds, then ¢}, ([2n-], -) converges to ¢; as in (24). Let now ¢, ,, =
(€ix(n, ), i > 1, x € Z) be defined by

| i
Si,x(ny)tn) = E‘Pn X,E .

Let A®*) and A® be the processes associated to €, 3, and ¢, as in the introduction.
The following is an immediate application of Theorem 3.1:

Corollary 3.2 Assume that the hypotheses of Theorem 3.1 and (27) hold true. Then
with the above notation, for any a and v,

(Afz”;f‘”)(x),x e R) = (A%(x),x e R) .
, = (Ad

Remark 3.3 Actually the result of this corollary holds as well in the slightly more gen-
eral setting where v is not fixed. More precisely, if v, converges to v when n — o0,
then A,({f;,)n‘") also converges in law toward Aék,), The proof is exactly the same, since
this setting is covered by Ethier—Kurtz’s result.
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To finish this section, we recall some sufficient condition for recurrence of X, and
Y proved respectively in [38, Corollary 7] and [28, Corollary 5.6] in the non-homoge-
neous case. We notice that it applies only when for all i and x, &; ,, respectively g, is
nonnegative. We only state the result in the continuous setting, the result for X, being
analogous. So if for x € R,

o0

5" (¢) :=/<p(x,€) e,

0

then Y is recurrent as soon as

Z

.1
hm1nf—/8"(<p) dx < 1.

Z—>+00 7
0

4 Proof of Theorem 1.1 in the general case

We actually prove the result in the non-homogeneous setting.

Theorem 4.1 Under the hypotheses of Theorem 3.1, for any finite set I, any a; € R
andv; > 0,i € 1,

(A},’j}vi (x).x € R) =5 (Mg (), x €R)

iel iel*

Proof When |I| = 1, the result is given by Theorem 3.1. The general case can then
be proved by induction on the cardinality of /. To simplify the notation we only make
the proof of the induction step when the cardinality of / equals 2, but it would work

similarly in general. So let a, a’, v and v’ be given. All we have to prove is that for
any continuous and bounded functions H and H,

B[H (A0,) H (A0)] = E[H (Aw) 7 (8a0)]. (28)
when n — oo. Consider the events
A, = [Al(l'f,))(a’) < v’] ,
forn > 1, and
A= {Aa,v(a’) < v’}.
Observe that conditionally to A,(J",)) and on the set .4,, we have the equality in law:

_ A<fz,A£,'7%<a+-)>

9
a',v a,v a’fa,v’fAflyf%(a’)

(29)
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with the notation of Corollary 3.2. This identity is straightforward. Maybe less imme-
diate is the analogous equality in the continuous setting, so we state it as a lemma:

Lemma 4.2 Ler a,a’, v and v’ be given. Conditionally to A, ,, and on A, we have
the equality in law:

Al,l v + -
Aary = Daw = AP (30)
Proof One just has to observe (see also (2) in [28]) that conditionally to A, , and on

A, the law of (Y4, vy, > 0) is equal to the law of an excited BM starting from a
and associated to the non-homogeneous function ¢ defined by

Px, £) = ¢(x, Ag,p(x) + ).

The lemma follows. O

It follows from (29) that for any continuous and bounded H,
E[H (A0 + A%, a) | AN ] 14, = H, () 14,
where

a’'—a,v'—\(d’)

H, A) :=E [H (x 4 At )] :
for any A in the Skorokhod space D(R) such that A(a”) < v'. Define similarly H by

HO) =E[H (A + a0 )]

for any A € D(R) such that A(a’) < v’. Now Corollary 3.2 (see also the remark fol-
lowing it) shows that for any sequence of functions A,, satisfying A, (a’) < v/, and
converging to some A in D(R), H, (A,) converges toward H(A). Moreover, by using
the Skorokhod’s representation theorem (see Theorem 6.7 in [5]), we can assume
that A((l",)} converges almost surely toward A, ,. We claim that 1 4, also converges
a.s. to 1 4. To see this it suffices to prove that P[A, (@) = v'] = 0. But the set
{A4v(a’) = v'}is included in the set {e,/(v") # 0}, where e,/ (v) denotes the excur-
sion of Y out of level a’ starting from z,/(v'—), and this last event has probability 0
(this is well known to be the case for the Brownian motion, and can be deduced for Y
by an absolute continuity argument, see also [28]).

So if H and H are two continuous and bounded functions, we deduce from the
dominated convergence theorem that

E[H (A0,) 7 (A0) 14,] = E[H (Aaw) H (An) 4], 6D
when n — 00. By using the same argument we see that the convergence in (31) also

holds if we replace A, and A respectively by .AS and .A°. Then (28) follows and this
concludes the proof of Theorem 4.1. O
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5 Proof of Corollary 1.2

Note that for any a € Rand v > 0,
Ts,,,[2na]([nv]) =[2na] +2 Z Sa,,,[2nu],[nv](k)-
keZ

Thus

Te,,[2na) ([nv]) _
4n?

/ AD (y)dy + o(1).
R

On the other hand, the occupation times formula [29, p. 224] gives

(V) = /Aa,v()’) dy.
R

Now Theorem 1.1 shows that for any a;, v;, i € I, and any fixed A > 0, the following
convergence in law holds:

A A
L
/ A, () dy = / Ay, () dy
A iel A iel

So Corollary 1.2 follows from the following lemma (recall that wt(,'?{)i) is defined in

(23)):

Lemma 5.1 Lete > 0,a € Rand v > 0 be given. Then there exists A > 0, such that
P [Iwé’?;,i)l > A] <e
for all n large enough.

Proof We prove the result for w((ff). The proof for wgf;)_) is the same. First observe

that wafv is nonnegative and a.s. finite: it is equal to sup{Y; : ¢ < t,(v)} and 7,(v) is
a.s. finite since Y is recurrent. So for any € > 0, there exists A > a such that

Plw’ > Al <e.

Moreover by using Theorem 1.1 and Skorokhod’s representation Theorem, it is pos-
sible to define Aflni and A, , on the same probability space, such that for any n > 0,

0<x<A

]P’|: sup IAé'fz,(X) —Agp(X)| > ﬂ] =¢
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for n large enough. Thus
P[T,(n) = A] = 2e, (32)
where

T,(n) = inf{x >0 : AL)(x) < n}.

Recall now that on [0, +00), A,S"?, (-) isequal in law to \75" ([2n-])/n (see the beginning
of Sect. 2.1). But since |g,|c0 = O(1/n), (\78,1 (k), k > 0) is stochastically dominated
by a Galton—Watson process (W, (k), k > 0) with offspring distribution a geometrical
law with parameter 1 — p,, = 1/2 —c/n, for some constant ¢ > 0 (with the convention
thatif G is arandom variable with such geometrical law, then P(G = k) = p,(1—p,)*
forallk > 0, in particular E(G) = (1— p,,)/pn < 1). Moreover, when W, (0) = 1, the
probability for W, to extinct before time [nA] can be computed explicitly. If fk(")(-)
is the generating function of W, (k), then this probability is equal to f[(n'?” (0). An

expression for fk(”)(O) is given for instance in [3, pp. 6-7]:

1 —
£ =1 —mE— " forallk > 1,

"mk —s,
where
4c 1
my = Dn =1+—+O(—2>,
1 — py n n
and

4c 1
sp={1—=my(1 = pu)}/pn=1- _+O(_2)
n n
() 1 2 T _ ,—dcA
It follows that f[nA](O) =1-c/n+0/n"),withc =4c/(1 —e ) > 0. Now
the law of W, starting from [nn] is equal to the law of the sum of [5n] independent

copies of W, starting from 1. Thus if W,,(0) = [nn], the probability for W,, to extinct

before time [nA] is f[(nnf)‘](O)["”]. If 1 is small enough and n large enough, this proba-

bility is larger than (1 — €). By using now that \7,;" is stochastically dominated by W,,,
(32) and the strong Markov property, we get

P [ng,ﬁ) > 2A] <P [w;'},;+> > 24 and T, () < A] FP[T,(n) > A
< P[W,(nA]) > 0| W, (0) = [nn]] 4+ 2¢ < 3e.

This concludes the proof of the lemma. O
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6 Proof of Corollary 1.3

To simplify notation we only prove the result when |/| = 1 but the general case
works the same. First note that for any A, the law of Y,, has for density the function
a+— )\E[L;’,x]. Indeed, for any bounded and measurable function ¢,

Elp(Y(»)] =E / (Y ())re ™ ds
LO

=k / MY (s))e M ds dt

L0<s<t

o0
=E //Aztb(a)Lfe_Mdtda

- [Etp@rry da.
R

where in the third equality we have used the occupation times formula (see Corollary
(1.6) p.224 in [29]).
We now follow the argument given by Té6th in [33]. First observe that if

Toa)=inf{j : #{i <j : Xe() =aand Xo(i + 1) =a+ 1} = v+ 1},

then exactly as we proved Corollary 1.2, we can show that T, [2n41([nV])/ (4n2) con-
verges in law toward 7, (v) for any a € R and v > 0. Next observe that for any a € Z
and k € N,

P[Xe, (k) = a] = > {Plte, «(v) = k] + P[%,, o (v) = K1} .
veN

Thus for any a € R,

Zf’lP (Xs,, (QA/(4n2)) — [zna]) — 2”(1 _ e—)\/(4n2)) Ze—kk/@‘nz)
k>0

x > APlte, 12001 (V) = K] + P[Te, (2001 (v) = 1}
veN

Ten [Zna]( v) Y ?en,[Zna](”)
~ — E 4n2 + Ele an2 s

since 2n(1 — e_k/(“”z)) ~ )\/(2n). Note now that

oo
TF)l [2naJ(") _a Tep, [2na) (V)
_ZE 4n2 :/E e 4n2 dU’
0
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and that for any v € R*, Corollary 1.2 implies
e [2na] (10D
B[o ] g o]

when n — oo. The same remark applies with T instead of 7. Thus by application of
Fatou’s lemma, for every a € R,

o0
liminf 0P (Xe, (0 42)) = [2nal) > 4 / E[e—“a<”>] dv. (33)
0

But notice that for every ¢ € R and v > 0,

oo

E [efh"(”)] = )\/ef“]P’[ta(v) <slds
0
o0
= )»/e_)‘s]P’[L? > v]ds
0
= ]P’[L;’,_A > v].
Therefore
o0
A//E[e‘“"(”)] dv da = A/E[L)“,A] da = 3E[y] = 1. 34)
R O R
On the other hand for any n,
/ Q)P (Xe, (65 )4n2) = [2nal) da = 1. (35)
R

It follows now from (33) (34) and (35) that for almost every a € R,
nli)rréo(Zn)IP’ (Xs,1 (6)/4n2y) = [2na]) = )LIE[L;A].
The corollary is then a consequence of Sheffé’s lemma. O

7 Proof of Theorem 1.4

We actually prove the following extension of Theorem 1.4 in the non-homogeneous
setting:
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Theorem 7.1 Let ¢ be some bounded cadlag function satisfying (26). Let also (¢n)n>1
be a sequence of bounded cadlag functions converging to ¢ as in (24). Let €, be defined
by (25) and for t > 0, set X" (t) := X, ([4n°t])/(2n). Then

XD 120 = (¥, 0).

Proof We first assume that Y is recurrent and that X, is recurrent as well at least
for n large enough. We will see below how one can then remove this hypothesis by
using a truncation argument. In this proof we will use Corollaries 1.2 and 1.3, and
their extension to the non-homogeneous setting (these being straightforwards).

Tightness We first need to show that the sequence (X MWy, n>1)is tight. All we
have to prove (see e.g. Lemma (1.7) p.516 in [29]) is that for each T > 0, ¢ > 0 and
n > 0, there are ng and « > 0, such that for n > ny,

IP’[ sup [ X (s) — XD (1) > n} <akx forallz <T. (36)

1<s<t+k

We first prove the above inequality for + = 0. For this it suffices to find « > 0 such
that

P [ty 201 (0) A B 201 (0) < 4| < e,

for n large enough (n > 0 and « being arbitrary and fixed), since the analogous result
for n < 0 is similar (use the same proof with the process —X " instead of X). In
fact it suffices to prove that

P [zg,“pmﬂ 0) < 4n2/c] < ax/2, (37)

since the result with T, 2,,1(0) in place of 7, [24,(0) is similar. A basic coupling
shows that if supgp < C, for some constant C > 0, then the probability on the left
hand side of (37) is bounded by the analogous probability we would get by taking ¢
constant equal to C. But it is well known (this follows also from Corollary 1.2) that as
n tends to oo, the left hand side in (37) converges toward IP[ 7, (0) < «] and that this last
term is a o(x) for Brownian motion with constant drift (see for instance Proposition
(3.7) p.105 in [29]). This proves (37). To obtain (36) it suffices to observe that after
time 7, X is equal in law to a renormalized non-homogeneous cookie random walk
starting from X ™ (¢) and evolving in a shifted cookie environment (see also (29)). So
we can apply the same proof and we obtain the same result with the same constants
everywhere. This finishes to prove the tightness of (X ™ (), n > 0). It remains to
prove the convergence of the finite-dimensional distributions:

Convergence of finite-dimensional distributions To simplify notation we prove the
result for one-dimensional distributions, but it works the same in general. So let
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906 0. Raimond, B. Schapira

(W,, t > 0) be some limit in law of (X" (¢), r > 0), for a subsequence (ny, k > 0).
Then for any bounded and measurable function ¢,

2ny

X, (0 ng? i
RS S
0

Y / e HE[S(W)]di
0
—  Elp(W,)].

On the other hand Corollary 1.3 shows that the term on the left hand side converges
toward E[¢ (Y (y,))]. Since this holds for any A and any ¢, we deduce that W, and
Y (¢) have the same law for every ¢ > 0 (see [13, Theorem la, p. 432]). This proves
the convergence of one-dimensional distributions.

This finishes the proof under the additional hypothesis of recurrence and it just
remains to explain how one can remove this hypothesis. For this we use a truncation
argument. For any R > 0 and n > 1, let pr(x, £), resp. ¢, r(x, £), be the functions
equal to ¢ (x, £), resp. ¢, (x, £), when x € [—R, R), resp. when |x| < 2nR, and equal
to zero otherwise. It is immediate that ¢, g still converges to ¢ as in (24). Denote now
by X g’) and Yp the processes associated respectively to ¢, r and gg. Since ¢ and the
@,’s are bounded, and since they are equal to zero outside of [— R, R), these processes
are recurrent. So we just have proved that X g’) converges in law toward Y. Note now
that up to the time (T, 12, 8] (0) ATe,, [—21R] (0))/(4n2), (with the notation from Sect. 6),
X g') and X are equal in law. Similarly up to the time 7z (0) A 7_z(0), Y and Y are
equal in law. But Corollary 1.2 shows that 7;, [2,£](0)/(4n?) and 7., (2,8 (0)/(4n>),
converge in law respectively toward 7 (0) and t_g (0). By using also the monotonicity
in R of these random times, we deduce that for any 7" > 0,

P (?g,l,[an](O) A Tg, —2aR](0) < 4n2T) — 0,

when R — oo, uniformly in 7. It follows immediately that for any 7 > 0, X con-
verges in law to Y on the time interval [0, T']. Since this is true for any 7 > 0, this
concludes the proof of Theorem 7.1. O

Remark 7.2 The notation A, ,(x) is taken from Téth and Werner [35]. We notice by
the way that here also the set

A = {(Aa,v(x), X 2 a)}(a,v)eRx[O,oo) ’

forms a family of reflected/absorbed coalescing processes. In [35] the A, ,’s were
moreover independent Brownian motions (reflected or absorbed in 0 depending on
the time interval) and therefore A was called (in their Sect. 2.1) a FICRAB (for family
of independent coalescing reflected and absorbed Brownian motions). Such family of
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coalescing Brownian motions seems to have been first studied by Arratia [2] and is
now better known under the name of Brownian web (see for instance [14]). Here the
situation is slightly different: first each A, , is some diffusion which is not a Brown-
ian motion and before they coalesce two A, ,’s are not independent. For instance
if v < v/, then (Ag,y, Ayy) satisfies the following system of stochastic differential
equations:

dAa v(X) —ZmdB +2(1{a<x<0}+h(Aa v(x)))dx
AN,y (x) = 2md3 +2\/Aa v(x) — u,v(x)dB (33)
+2(1ja<x <0y + h(Ag v (X)) dx,

for all x € [a, +00), where B and B are two independent Brownian motions.
This result follows from (30) and the Ray-Knight theorem (see for instance [28,
Theorem 6.1]). Note that we could describe similarly the law of (Ag, .,,i € 1),
for any finite set /, and any (a;,v;),i € I.In [35], the family A was called a
sequence of forward lines and the dual sequence, the sequence of backward lines
A* ={A} () : (a,v) € R x [0, 00)}, was defined by

Ay, (x) =supfw : Ay w(—a) < v}, (39)
for all x > a and v > 0. As in [35] we can define A* here and we have also
(Ag (), x > a) = (A—gv(=x), x > a),
in law (see Theorem 2.3 in [35]). It is important to observe that

(Agv(x), x € R) is a function of ((Ag»(x), x > a), (A*, ,(x)), x > —a)). (40)

—a,v
We notice now some other notable differences with the situation in [35]. First if we
denote by Qy, the law of A, then the law of A* is Q_j,. In particular A and A* do
not have the same law (in other words A is not self-dual), except if # = 0. Moreover,
for any a (say a < 0) and v > 0, the process A, , will almost surely not hit O in the
time interval [a, O]. The reason is that in the time interval [0, t,(v)] the excited BM
will cross each level x € [a, 0] and strictly increase its local time on these levels (by
using the absolute continuity between the laws of a standard BM and the excited BM).
Similarly given any a < a’, v and v', we have A, ,(x) # A’ia,’v,(—x) = Ay vy (x)
for all x € [a, a’] almost surely. Let us also notice that couples of processes such as
(Agv(x),a <x <0)and (A %), 0 <x < —a),ifa <0, are conjugate diffusions
(see [34] for a definition). Slmllarly (Ap,p(x),x > 0) and (A* y &), x = —a), if
a < 0, are also conjugate.

Now we can sketch another proof of Theorem 4.1 which bypass the use of Corollary
3.2 and uses instead these notions of forward and backward lines. The idea is to first
prove that

{(Afl’j}vi(x),x > a;).i e 1} =5 (A (), x = @), i € 1} (41)
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This can be done by using Ethier—Kurtz’s result (Theorem 4.1, p. 354 in [12]), (29)
and (38). One can next define analogues A" and A "-* respectively of A and A*, in
the discrete setting and it then suffices to use (39) (and its discrete counterpart), (40)
and (41) to deduce the desired convergence. Since we already gave another proof, we
omit the details here.

Acknowledgments We thank an anonymous referee for encouraging us to prove the main result without
the recurrence hypothesis and with weaker assumptions on the regularity of ¢.
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