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Abstract We prove a strong law of large numbers for the Newtonian capacity of a
Wiener sausage in the critical dimension four, where a logarithmic correction appears
in the scaling. The main step of the proof is to obtain precise asymptotics for the
expected value of the capacity. This requires a delicate analysis of intersection prob-
abilities between two independent Wiener sausages.
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1 Introduction

We denote by (B, s > 0) aBrownian motionon R*, andforr > 0and0 < s <t < oo,
the Wiener sausage of radius 7 in the time period [s, 7] is defined as

W,ls,t]={z €R* : |z —Bull <r forsomes <u < 1}, (1.1)
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where || - || stands for the Euclidean norm. Let P, and [E; be the law and expectation
with respect to the Brownian motion started at z € R*. Let G denote Green’s function
(G(z) = |IzIl72/(27?)) and Hy4 denote the hitting time of A C R* by the Brownian
motion. The Newtonian capacity of a compact set A C R* may be defined through
hitting time as

. P, (Ha < 400)
Cap(4) = ||z1||linoo G(2) ' (12

A more classical definition through a variational expression reads

-1
Cap(A) = <inf {// G(x — y)du(x)du(y) : p prob. measure with support in A}) .

Our central object is the capacity of the Wiener sausage, and formula (1.2), with
A = Wi[0, t] (sampled independently of the Brownian motion inherent to the law
IP,), casts the problem into an intersection event for two independent sausages.

Our main result is the following law of large number for the capacity of the Wiener
sausage.

Theorem 1.1 In dimension four, for any radius r > 0, almost surely and in L?, for
any p € [1, 00), we have

. logt 2
lim —— Cap(W,[0,t]) = =~ (1.3)
11— 00 t

The proof of (1.3) presents some similarities with the proof in the discrete case,
which is given in our companion paper [4], but also substantial differences. The main
difference concerns the computation of the expected capacity, which in the discrete
setting had been essentially obtained by Lawler, see [3] for details, whereas in our
context it requires new delicate analysis.

It may seem odd that the fluctuations result we obtain in the discrete model [4]
are not directly transposable in the continuous setting. However, it was noticed some
thirty years ago by Le Gall [13] that it does not seem easy to deduce Wiener sausage
estimates from random walks estimates, and vice-versa. Let us explain one reason
for that. The capacity of a set A can be represented as the integral of the equilibrium
measure of the set A, very much as in the discrete formula for the capacity of the range
R[0, n] of a random walk:

Cap(RI0.nD) = Y Pu(Hyypg, =0).
x€R[0,n]

where on the right-hand side HX stands for the first return time to a set A for a random
walk with law Py, and R[O0, n] is the range of another independent random walk.
Whereas Lawler [12] has established deep non-intersection results for two random
walks in dimension four, the corresponding results for the equilibrium measure of
W1(0, t) are still missing.
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As noted in [4], the scaling in Theorem 1.1 is analogous to that of the law of large
numbers for the volume of the Wiener sausage in dimension 2 (see [14]).

Remark 1.2 Our result is about non-intersection probabilities for two independent
Wiener sausages, and the asymptotic result (1.3) reads as follows. For any ¢ > 0,
almost surely, for ¢ large enough,

t ~
< i 2 By (W1 000, 110 W1 [0, @) )
Slogr — s llzll o,z( 1,210, ] 1/2[0,00) # T | B

(1—e)
t
2logt’

<{+e¢ (1.4)

Estimates, up to constants, have been obtained in a different regime (where z and ¢ are
related as z = +/x) by Pemantle et al. [19], but cannot be used to obtain our strong
law of large numbers.

One delicate partin Theorem 1.1 is establishing convergence for the scaled expected
capacity. This is Proposition 3.1 of Sect. 3. From (1.2), the expected capacity of a
Wiener sausage is equivalent to the probability that two Wiener sausages intersect.
Estimating such a probability has a long tradition: pioneering works were produced
by Dvoretzky et al. [6] and Aizenman [1]; Aizenman’s results have been subsequently
improved by Albeverio and Zhou [2], Peres [20], Pemantle et al. [19] and Khosh-
nevisan [10] (and references therein). In the discrete setting, the literature is even
larger and older, and analogous results are presented in Lawler’s comprehensive book
[12].

As a byproduct of our arguments, we improve a large deviation estimate of Erhard
and Poisat [8], and obtain a nearly correct estimate of the variance, which will have
to be improved for studying the fluctuations.

Proposition 1.3 There is a constant ¢ > 0, such that for any 0 < & < 1, there exists
Kk = k(&) such that for any t large enough

IF’(Cap(Wl [0, 1]) — E[Cap(W;[0, 1])] = s@) <exp(—cei¥). (1.5

Moreover, there exists a constant C > 0, such that for t large enough,

2

9o 7
var (Cap(W1[0, 1])) = C (loglog1) (logn)*’

(1.6)

Remark 1.4 We do not know what is the correct speed in the large deviation estimate
(1.5). The analogous result for the volume of the sausage in d = 2 (or even the size
of the range of a random walk) is not known. On the other hand, the correct order for
the variance should be #2/(log 1), as was proved in the discrete setting [4]. Thus our
bound in (1.6) is off only by a (loglog#)° term. Note that (1.6) is proved only at the
end of the paper, as a byproduct of the proof of Theorem 1.1.
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One key step of our investigation is a simple formula for the capacity of the sausage
which is neither asymptotic nor variational. In Sect. 2.2, we deduce a decomposition
formula for the capacity of the union of two sets in terms of the sum of capacities and a
cross-term: for any two compact sets A and B, and forany r > Owith AUB C B(0, r),

Cap(A U B) = Cap(A) + Cap(B) — x(A, B) — ¢-(A, B), (1.7)
with
1
X (A,B):znzrz.—/ (P.(Hy < Hp < 00)
' 0B, Nl Jagor - 4P
+P.(Hp < Hy < 00))dz, (1.8)
and

1
& (A, B) = 27°r% - —/ P.(H4 = Hp < 00) dz, (1.9)
108, "l JoBo.ry

where we use the notation B(0, r) for the ball of radius r and d3(0, r) for its bound-
ary. In particular ¢,(A, B) < Cap(A N B). The decomposition formula (1.7) is of a
different nature to the one presented in [4] for the discrete setting. As an illustration,
a key technical estimate here concerns the cross term (A, B) where A and B are
independent sausages. In order to bound its first moment, we prove an estimate on the
probability of intersection of a Wiener sausage by two other independent Brownian
motions.

Proposition 1.5 Let B, y and y be three independent Brownian motions. For any
o > 0and c € (0, 1), there exist positive constants C and ty, such that for all t > tg
and all z, 7' € R* with /t - (logt)™® < ||z|l, 12|l < +/7 - (log1)?,

Po,z, 2 (Wi[0, 11 Ny [0, 00) # @, W1[0,1]1 N ¥[0, 00) # 2)

(loglog1)* ( t ) ( t )
<C 1A IAN—, (1.10)
(log1)? 211 Izl

where P, ,» means that B, y and y start from 0, z and 7' respectively.

We note that the problem of obtaining a law of large numbers for the capacity of
the Wiener sausage has been raised recently by van den Berg et al. [22] in connection
with the torsional rigidity of the complement of the Wiener sausage on a torus.

The paper is organised as follows. Section 2 contains preliminary results: in Sect. 2.1
we gather some well-known facts about Brownian motion and Green’s function, and
in Sect. 2.2 we prove (1.7) and compare the capacity of a Wiener sausage to its volume.
In Sect. 3 we prove the asymptotic for the expected capacity. In Sect. 4, we deduce
our large deviation bounds, Proposition 1.3. In Sect. 5 we provide some intersection
probabilities of a Wiener sausage by another Brownian motion, and deduce a second
moment bound of the cross-terms y, appearing in the decomposition (1.7). Finally,
we prove Theorem 1.1 in Sect. 6.
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2 Preliminaries
2.1 Notation and basic estimates

We denote by P, the law of a Brownian motion starting from z, and simply write
P when z is the origin. Likewise P, . denotes the law of two independent Brownian
motions starting respectively from z and z’, and similarly for P, ./ .». We denote by |- ||
the Euclidean norm, and for any x € R* and r > 0, by B(x, r) the closed Euclidean
ball of radius r centered at x. For u, v € R, we use the standard notation # A v and
u Vv v for min(u, v) and max(u, v) respectively. We write | A| for the Lebesgue measure
of a Borel set A, and let ps(x, y) be the transition kernel of the Brownian motion:

1 _le=y1?

2 - = ps(0,y —x). 2.1

pS(xv y) =

Green’s function is defined by

t

o0
G(z) := / ps(0,72)ds, andforanyt > 0 wedefine G;(z) := / ps(0, 2)ds.
0 0
2.2)

The occupation time formula reads, for any ¢ > 0 and any bounded measurable
function ¢,

t
/0 Elp(Bs)]ds = fIR4<p(X)Gz(X)dX- 2.3)

We further recall, see Theorem 3.33 in [18], that for all z # 0,

1 1
Giz) = — —. 2.4
() SR (2.4)
The following regularized version of Green’s function plays a key role:
[ee)
G*(2) :=/ G(z—y)dy =f PIBs —zll = D ds, (2.5)
B(0,1) 0

with the second equality following from (2.3).

Furthermore, Green’s function is harmonic on R4\{O}, and thus satisfies the mean-
value property on this domain. In particular one has for ||z|| > 1, using (2.4) and that
1B, D] = 7%/2,

G*(z) = 1B, 1)]|-G(z) = (2.6)

4zl
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818 A. Asselah et al.

Moreover, there exists a positive constant C so that for all z € R* we have
C
G*'(2) < ——. 2.7
llzlI> v 1
The gambler’s ruin estimate states that for any z € R*, with ||z|| > r (see Corollary

3.191n [18]),

r2

llzll*”

PZ (HB(O,r) < OO) (28)

We also need the following well-known estimates (see Remark 2.22 in [18] for the first
one and use the scaling property of the Brownian motion together with either Exercice
(3.10) in [21] or the remark after (3.40) below, for the second one): there exist positive
constants ¢ and C, such that for any > 0 and r > 0,

A

]P’(sup I1Bsl > r) < C-exp(—cr?/1), (2.9)
s<t
and

C-exp(—ct/r?). (2.10)

IA

]P’(Sup 1Bsll < r)
s<t

Using (2.9), we get for some positive constants ¢ and C,

2
P sup m>(logt)l/5 < Cexp(—c(log)'/19), (2.11)
t

=s=t

(log1)3

Indeed, to deal with the time s in ||Bs||2/s, it is enough to divide the time period
[t/(log1)3, t] into a finite number of intervals [r/(log1)¥/10, ¢/(log ) *=D/10] k =
1, ..., 30, and use the left boundary of each interval to bound time s. It also follows
from (2.8) that

t _ C
(logn)!0 | = (logn)*’

P inf [B)* < (2.12)

§>—0x
~ (log [)3

Indeed, either the Brownian motion starts at time ¢/(log)? inside a ball of radius
J1t/(log 1)/2 centered at the origin, or it starts outside such a ball, and hits the ball
of radius +/7/(log )’ afterwards: both events satisfy the desired bound [for the first
one, this can be seen by integrating the density (2.1) over the ball, and the second one
follows from (2.8)].

Finally, we recall a basic result (see Corollary 8.12 and Theorem 8.27 in [18]). For
aset A C R letd(z, A) :=inf{||lz — y|| : y € A}.
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Lemma 2.1 Let A be a compact set in R*. Then, for any z € R*\A,

2.2 On capacity

We first give a representation formula for the capacity of a set, which has the advantage
of not being given as a limit. If A is a compact subset of R*, with A c B(0, r) for
some r > 0, then

P,(H
Cap(A) = lim M
llzl|—o00 G(2)
P, (HyBo,r) < 00)

= lim / Py(Hy < 00) d,
llz—o0 G(2) 9B(0,r) y(Ha ) P

=272, /83(0 )IP’},(HA < 00) dAr(y), (2.13)
N

where p; is the law of the Brownian motion starting from z at time Hjp0, ), conditioned
on this hitting time being finite, and A, is the uniform measure on d3(0, r). The second
equality above follows from the Markov property, and the last equality follows from
(2.8) and the fact that the harmonic measure of a ball (seen from infinity), which by
Theorem 3.46 in [18] is also the weak limit of p, as z goes to infinity, is the uniform
measure on the boundary of the ball.

The decomposition formula (1.7) for the capacity of the union of two sets follows
immediately using (2.13) and ordering of Hy and Hp.

Now we state a lemma which bounds the capacity of the intersection of two Wiener
sausages by the volume of the intersection of larger sausages.

Lemma 2.2 Let W and W be two independent Wiener sausages. Then, almost surely,
forallt > 0,

Cap(W1[0, ¢]) < Cy - |Way3l0,1]], (2.14)
and
Cap(Wq[0, 1N W] [0,2]) < Cyp-|W4[0,£]N VT/4[0, t]]. (2.15)

with C; = Cap(B(0, 4))/|B(0, 4/3)|. Moreover, there is a constant Co > 0, such that
forallt > 2,

]E[Capz(wl[o, 110 W10, t])] < C (logt)>. (2.16)

Proof We start with inequality (2.14). Let (B(x;, 4/3),i < M) be a finite covering of
W1[0, ¢] by open balls of radius 4/3 whose centers are all assumed to belong to 8[0, 7],
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the trace of the Brownian motion driving W1 [0, #]. Then, by removing one by one some
balls if necessary, one can obtain a sequence of disjoint balls (B(x;,4/3),i < M),
with M’ < M, such that the enlarged balls (B(x;, 4),i < M’) still cover W1[0, 1].
Since the capacity is subadditive, one has on one hand

Cap(W[0,7]) < M'-Cap(B(0,4)),

and on the other hand since the balls B(x;, 4/3) are disjoint and are all contained in
Wa3[0, ],

M'|B(0,4/3)] < [Wa3[0,1]].
Inequality (2.14) follows. Inequg}ity (2.15) is similar: start with (B(x;,4/3),i < M)
a finite covering of W1[0, t] N W1[0, ¢] by balls of radius one whose centers are all
assumed to belong to B[0, ¢]. Then, by removing one by one some balls if necessary,
one obtain a sequence of disjoint balls (B(x;, 4/ 3Li < M), such that the enlarged
balls (B(x;,4),i < AN/I’) cover the set W;[0, t] N W40, ¢], and such that all of them
intersect W1[0, r] N Wq]O0, ¢]. But since the centers (x;) also belgng to B[O, t], all the
balls B(x;, 4/3) belong to the enlarged intersection W4[0, ] N Wy4[O0, t]. So as before
one has on one hand
Cap(W1[0, 11N W1[0,1]) < M’ Cap(B(0,4)).

and on the other hand

|W4l0, 11\ W4l0, 1] > M'|B(0, 4/3).

We now prove (2.16). We start with a first moment bound (see [9] for more precise
asymptotics):

E[IW1[0, 110 W1[0,71]] < Clogz. (2.17)
This estimate is easily obtained. Indeed, by definition

E[IW1[0, 11 0 W1[0,£1]] = /RA‘P(HB(ZJ) < t)2 dz, (2.18)

and then we use the bounds (2.8) inside B(0, t) and (2.9) outside. For the second
moment, we write similarly

E[IW110, 110 Wi[0,1]%] = f4 /41@(}13(1,1) <t Hpwy <1)’ dzdZ. (2.19)
R* JR

When |z — 7’| < 2, one uses the trivial bound

]P)(HB(z,l) <t, HB(z’,l) < I) < P(HB(z,l) <t). (2.20)
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When |z — 7’| > 2, we first use that

]P(HB(z,l) <, HB(Z’,I) < l‘) = P(HB(z,l) < HB(Z’,I) < l‘)
+]P(HB(Z/,1) < HB(z,l) < l‘) s

and hence taking the square on both sides gives

2 2
P(HB(z,l) <t, HB(z’,l) < l‘) < 2HD(HB(Z’1) < HB(z’,l) < t)
2
=+ 2]P)(HB(1’,1) < HB(Z,]) < f) . (2.21)

Let v! denote the hitting distribution of the ball B(z, 1) by a Brownian motion starting
from 0, conditioned to hit this ball before time . Then by the strong Markov property
we get

HD(HB(z,l) < HB(z’,l) < t) < P(HB(z,l) < t) PVQ(HB(Z’,I) < t).
Substituting this, (2.20) and (2.21) into (2.19) gives by symmetry
E[|W1 [0,2] N Wl[O, t]|2] < 4[4 /4 IP(HB(ZJ) < t)2Pv£ (HB(Z’,I) < l)2 dZdZ/
R+ JR

+1B(0, 2)| /ﬂ; P(Hp(.1) < f)z dz.

Using (2.18) and translation invariance of the Brownian motion, we now obtain for
all z,

2 ~
/4 Py (Hp 1) <t)” dZ =E[|[W1[0, 11N W,[0,¢]]] .
Re Z
Recalling (2.17), the proof concludes from the bound

IE[|W1 [0, 110 W1[0, z]|2] < 4E[|W1[0, 111 W1 [0, 11|
+1B(0, 2)[E[|W1[0, 11N W1 [0, £1]] .

3 On the expected capacity
3.1 Statement of the result and sketch of proof

The principal result of this section gives the precise asymptotics for the expected
capacity.
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822 A. Asselah et al.

Proposition 3.1 In dimension four, and for any radius r > 0,

lim 1—gE[Cap(W [0.1)] = =2 3.1)

—00

Remark 3.2 The scale invariance of Brownian motion yields in dimension four, for
any r > 0,

E[Cap (W,[0,1])] = r2E[Cap (Wl[O, t/rz])].

Thus, it is enough to prove (3.1) for r = 1.

The proof is inspired by the approach of Lawler in the random walk setting [11,
Chapter 3], to obtain an upper bound for the probability that two random walks meet.
This approach is based on the observation that the number of times when two random
walks meet, conditionally on one of them, is concentrated. One interesting point is that
by pushing his method further, and taking advantage of the continuous setting where
some computation can be done explicitly and directly, we obtain a true equivalent of
the probability that two Wiener sausages meet. Before giving the proof, let us explain
its rough ideas and introduce the main notation.

The first step is to cast the expected capacity of Wi[O0, ¢] into a probability of
intersection of this Wiener sausage by another Brownian motion E, starting from
infinity. More precisely we show in Sect. 3.3 that

E[Cap (W1[0,1D)] = Py (W110,11N B0, 00) # 2).  (3.2)

1
qu%o G(z)

This representation holds for deterministic sets (1.2), and here we need to justify the
interchange of limit and expectation. We next introduce the following stopping time

T = inf{s >0 : B € W1[0, 11}, (3.3)

and note that {W{[0, 1] N ,5[(), o0) # I} = {t < 0o}. Then, we introduce a counting
measure of the pairs of times at which the two trajectories come within distance 1: for
s <t,let

o t
Rls. ] :=/0 duf 1(1By — Bull < D dv. (3.4)

Observe that, almost surely, {t < oo} = {R[0, ] > 0}, and the following equality
holds

_ Eo.[RI0.1]]
Po.(t < 00) = £ RIO.11 17 <0 (3.5)
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The estimate of the numerator in (3.5) is established by direct and explicit computa-
tions. More precisely we prove (see Sect. 3.3) that for all # > 0,

2
i Coz[RIOT 77 (3.6)
lzl—~o00  G(2) 2

The estimate of the denominator in (3.5) is more intricate. Consider the random time
o =inf{s=0: 8 —B®l =1} 3.7

A crucial observation is that o is not a stopping time (with respect to any natural
filtration), since  depends on the whole Wiener sausage W1 [0, ¢]. In particular condi-
tionally on t and o, one cannot consider the two trajectories E [z, o0) and W0, 1], as
being independent,1 and neither can be E [z, 00) and W/[0, o]. To overcome this dif-
ficulty, the main idea (following Lawler) is to use that both E¢ ;[R[o, f] | B, (,ES)SST]
and Eo ;[R[0, o] | B, (,ES) s<r] are concentrated around their mean values, which are
of order logt, at least when o and ¢t — o are large enough. As a consequence, for
typical values of o, they are close to their mean values. The main part of the proof is
then to estimate the probability that o is not typical with this respect.

3.2 Proof of Proposition 3.1

Denote by (Fy)s>0 and (.7? s)s>0 the natural filtrations of 8 and E Iespectively. Recall
the definition (3.3) of 7, and then define the sigma-field G; := F; Vv (F)s>0. Then
by taking conditional expectation with respect to G, we get using the strong Markov

~

property for 8 at time t, and (2.5), that on event {t < oo}, with X := B(0) — (1),

t
Eo[RI0, 1] | Gr] = /0 G*(Bu — B(x)) du

o t
=/0 G*(Bu —ﬁ(a)—X)du+/ G*(Bu — B(o) — X) du.
3.8)

We shall see next that these last two integrals above are asymptotically of the same
order. As already mentioned, to deal with the difficulty of o not being a stopping
time, the main idea is to introduce the notion of good o, when both integrals are close
to their typical values. Then by using a trick of Lawler, one is led to estimate only
the probability for a deterministic time not to be good, which can be done using the
estimates gathered in the next section. Then we separate the proof of the proposition
in two parts, one for the lower bound in (3.1) and the other one for the upper bound,
and define in fact two notions of good o accordingly.

! A mistake that Erdds and T aylor implicitly made in their pioneering work [7], and that Lawler corrected
about twenty years later [11].
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824 A. Asselah et al.

3.2.1 Further notation and preliminary estimates

We introduce here some additional notation, and then state a few lemmas with all the
basic estimates we shall need. Before this, we need to extend S to negative times and
therefore consider a two-sided Brownian motion (8, ),cr. Thenfors < ¢t,and x € R4,
set

‘ t
D,[s,t] := / G*(By — Bs —x)du, and D,[s, t] = / G*(By, — B — x) du.
‘ ‘ 3.9)
Note that with X = (o) — E(l’), we get from (3.8),
Eo,:[R[0.1] | G:] = Dx[0. 0] + Dxlo. 1]. (3.10)

In the following lemmas we gather all the estimates we need on D, and 5x. The
first one deals with the first and second moments of Dg][0, t].

Lemma 3.3 One has

. 1 1
Jim @E[DO[O, =7

and there exists a constant C > 0, such that for all t > 2,
E[Do[o, r]z] < C(og1). 3.11)

The second result shows that D, [0, ¢] is uniformly close to Dy[0, ¢], when || x| < 1.
Define

o0 1
— — du. 3.12
¢ /0 TR G142

Lemma 3.4 The following assertions hold. There exists a constant C > 0, so that for
all t > 0, almost surely,

sup [Dy[0, 7] — Do[0, ]| = C¢. (3.13)

[xli=<t

Moreover, there exists a constant A > 0, such that E[exp(k z )] < o0.

The third lemma gives a control of the fluctuations of D,[s, #] and 5x [0, 5], as s
varies over [0, ¢].

Lemma 3.5 Let for0 <s </,

o0 1 ~ S 1
s :=/ ——du, ;::/ ———du, and
L 1B —BIP v ) s 1B = BsIP v
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Strong law of large numbers for the capacity of the... 825

Ms,s/ =1+ sup [Bu— Bl

s<u<v<s’
Define further for s > 0 andr > 0,

1By —Bs — VIl =7)
s = d , d
50 uiilspr/s 1Bu—pBs—yPv1 0

E(r) = sup / 1By —Bs =yl <71)
T IvlizrJ—co I1Bu—Bs — ylI> V1

(i) Foranys, {5 and ZS are equal in law to ¢o. Likewise, & (1) and ES (r) are equal in
law to &y(r), for any r > 0.

(ii) There exists a constant ). > 0, such that E[exp(k Mg,l)] < 00. Moreover, there

exist positive constants ¢ and C, so that for all r > 2, E[& (r)2] < Cr* and
P(&y(r) > Crlogr) < Cexp(—cr), (3.14)
(iii) There exists a constant C > 0, so that for all 0 < s’ < s < t, almost surely,

sup |Dyls’, 1] — Dils, t]| < C (s —s + My & +&(R)),

lxl=<1
with R = ||By — Bs ||, and likewise, for all 0 < s < s’ < t, almost surely

sup | Dy[0, 51— Dy[0, '] < C (s — s+ My 3Cs + &(R)) .

llxl=1

The next result gives some large deviation bounds for Dy[0, ¢], and shows that it is
concentrated.

Lemma 3.6 For any ¢ > 0, there exists ¢ = c(g) > 0, such that for t large enough,
P(1Dol0, t] — d(1)] > ed(1)) < exp(—cUogn)'/?), with d(t) := E[Dol0, 1]].

Dealing with another starting point than the origin can also be obtained as a corollary
of the previous lemmas:

Lemma 3.7 There exist positive constants ¢ and C, such that for all t > 2, and all
b eRY

llxll<1

2
Ep ( sup D [0, 7] +rz§0+50(rz)) < C(log1)*,

and,
1 1 2 1/3
Py | &0 > Zlogt + Py | Eo(rr) > Zrz(IOgrr) < Cexp(—c(logt) /7).
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826 A. Asselah et al.

Moreover, for any € > 0, there exists a constant ¢ > 0, such that for all t large enough,
and all b such that t /(logt)'° < ||b||*> < t(log1)!/?

Pb( sup Dy[0, t] > elog t) < exp(—c(logt)l/3).
|

[x]I<1

Finally the last preliminary result we should need is the following elementary fact.

Lemma 3.8 There exists a constant C > 0, so that for all k,i € N, and z € R4,

Po,z( inf inf ||Eu—ﬁs||51)
+1

k<u<k+1i<s<i
k+2 pig2 ~
sc/k / Po- (1B — Bsll < 3) duds.
1

The proofs of these lemmas [together with the proof of (3.2), and (3.6)] are post-
poned to Sects. 3.3, 3.4, and 3.5, and assuming them one can now start the proof of
Proposition 3.1.

3.2.2 Proof of the lower bound in (3.1)
We fix some ¢ > 0, and define a time s € [0, ¢] to be good if

sup 5x[0, s]<(+e¢e)d() and sup Dy[s,t] < (1 +e)d(),

=1 =1

where d(¢) is defined in Lemma 3.6. Otherwise we say that s is bad. The estimates
gathered so far (see in particular Lemmas 3.4 and 3.6) show that the probability for
a fixed time s to be bad decays like a stretched exponential in logz. However, this
is far from being sufficient for getting the lower bound in (3.1). Indeed a subtle and
difficult point here is that o (and B,) depend on the whole trajectory (B,)u<s, and
as a consequence it is actually not possible to obtain directly good estimates for the
probability of o being bad. So the idea of Lawler, see [12, page 101], in the random
walk setting, was to decompose the event {o bad} into all the possible values for o
and 7, and replace the event {o = i, T = k} by the event that the two walks are at the
same position at times i and k respectively. The event {S; = S} for two independent
walks S and § is independent of the event {i bad}, and hence the probability factorises.
One can then use the estimate for the probability that a deterministic time is bad. What
remains is a double sum which is equal to the expected number of pairs of times the
two walks coincide, but which is negligible compared to the probability that a time i
is bad.

In our case, a number of new (technical) difficulties arise, mainly due to the contin-
uous time setting. Indeed one is first led to discretise T and o. For 7 this is not a serious
problem, but doing it for o requires to relate the event {i < o < i + 1} N {o bad}
to the events that i or i 4+ 1 are bad (more precisely we relate them to the events
{i bad_} or {i + 1 bad. }, see below for a definition). For this we use Lemma 3.5 which
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rglates Dy [s, t] with D, [s’, r] when s and s are close (and similarly for 5x [0, 5] and
D, [0, s']).

Let us now start with the details. We first express the event {s bad} in terms of other
events which are conditionally independent of (8,)[s)<u<[s]+1 (With [s] the integral
part of 5). Set r; := %\/@, with the constant A as in Lemma 3.5. Then for an

integer i, and using the notation of Lemma 3.5, define the events

{i bad_}

lxl=1

=1 sup D,[0,i] > (1 + %) d(t)} U {E, > (logt)l/S} U {gi("z) > Vt(log"t)z}a

(i bad. )

lxll=<1

.= ! sup Dyli,t] > (1 + %) d(t)} U {;,- > (logz)‘/3] U }é,-(rz) > rz(logrz)z}-

From Lemma 3.3 we get that d(¢) is of order log ¢ for large 7. Using this and Lemma 3.5
[part (iii)] we obtain that for all ¢ large enough and forany s € [0, t —1], lettingi = [s],
on the event {sup, ., M s+1 < 11},

{s bad} C {i bad_} U {i + 1 bad,}. (3.15)

Note that all these events depend in fact on ¢ and ¢, but since they are kept fixed in the
rest of the proof this should not cause any confusion.

Recall that for s > 0, s = 0 ((Bu)u<s), and define .7-"S+ =0 ((Bu)uzs)-

Now we first need to estimate the probability that an integer i is bad, conditionally
on F;. For this observe thatforany i < 7, one has by the Markov property, conditionally
on F;,

sup Dyl[i,t] < sup Dyli,t +i] (aw) sup Dy[O, t].

xl=1 lxl=<1 llxll=<1

Therefore using Lemmas 3.4, 3.5 and 3.6 we get that there exists ¢ > 0 so that for all
t large enough and all integers i € [0, ¢], almost surely

P(i bady | i) < exp(—c(log)'/3). (3.16)

Using in addition Lemma 3.3 we also obtain that there exists C > 0 so that for all
t > 2, almost surely

2
E (sup Dx[ivt]+rt§i+‘§i(rt)> ‘E- < C(log1)>. (3.17)

llxl<1

The corresponding estimates for the event {i bad_} are harder to obtain, since now the
law of the Brownian path between times 0 and i, conditionally on ]—'l.+, is a Brownian
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bridge, and it is no more possible to obtain estimates which are valid almost surely.
One need now to assume that i is sufficiently large, and to work on an event where
| i || is neither too small nor too large. More precisely, we define for an integer i,

- Vi . i 1/10
& = {(logt)S < Il < Vilog1) }

Then we gather the analogues of (3.16) and (3.17) in the following lemma whose proof
is postponed to Sect. 3.2.3.

Lemma 3.9 There exist positive constants ¢ and C, so that for all t large enough,
almost surely on the event &;,

P(i bad_ | F;') < exp(—c(logt)'/?), (3.18)

and

2
E (sup T)x[o,i]+rt2,~+§}(r,)> ‘]—7“ < CexpQ(ogn)'/). (3.19)

llxll=<1

We resume now the proof of the lower bound. Since the event {o good} is G-
measurable, one has from (3.10) and the definition of {o good}

Eo,-[R[0, t]11(t < o0, o good)] = Eq - [Eo-[R[0, ]| G:]- L(r < o0, & good)]
<2(1+¢)d(t) Py (t < oo, o good). (3.20)

Thus, we can write

Py . (t < 00) > Po (T < 00, 0 good)
1

> E R O, t _]_ T o0, O OOd . 3.21
T 2(1+e)d@) O’Z[ 0, 1]1(r < g )] ( )
The last term above is estimated through

Eo,2[RI0, ]1(z < 00, 0 good)]
> Ko .[R[O0, t]] — Eo-[R[0, t]11(t < o0, 0 bad, £)] — Eo[R[0, 1]L(EY)],

with

E = ﬂ Siﬁ{supMs,s+1 Srt}-

s<t
t/(logt)3<i<t =

Using (2.11), (2.12) and Lemma 3.5 (ii), we get

PE°) <

< (log—t)4 (3.22)
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From (2.7) we obtain for ||z|| > s,

C C 2
E|G*(8s — 2)° s]E[ } < + C(log [|z[e” FI/B) < —
[ ’ ] I1Bs — zll* v 1 llzlI* llz)|*
Therefore for ||z|| > ¢ using Cauchy—Schwarz we obtain
t
t
Eo.:[R[0, 1]11(£9)] = / E[G*(Bs — 2)L(E))ds < CIP(SC)”ZW
0 Zz
t
(3.23)

<C—7——.
lIzl|*(log 1)

Next we estimate the expectation of R[0, ] on {o bad}, using Lawler’s approach. This
is also the part requiring (3.16), (3.17) and Lemma 3.9. The first step is, as before, to
take the conditional expectation with respect to G; and use (3.8), which gives (with

X = B(x) — Blo))

Eo,:[R[0, t]1(t < 00,0 bad, )] = Eo . [Dx[0,0]11(t < 00, o bad, )]
+Eo. [Dx[o, 111(t < 00,0 bad, £)]. (3.24)

Let us start with the second term, which is slightly easier to handle. Notice that on the
event &£, using Lemma 3.5, we get (assuming o < t — 1),

sup Dylo,t] < sup Dy[[o]+1,t]4+ C(1 + 1 8io1+1 +E[U]+l(rt)) = H[cr]+]-

xli=<1 =1

Note also that when r — 1 < ¢ <, one can bound the left-hand side above just by a
constant, since G* is bounded [recall the definition (3.9)]. Also we use the convention
that D,[s, t] = O when s > ¢. Then using (3.15), we get

Eo ; [Dxlo, t]1(t < 00,0 bad, £)]

IA

Eo.; |:< sup Dylo, t]) 1(t < o0, 0 bad, 8):|
I

lxl<1

oo [t]

Z Z]E(),Z [Hiv11([t] =k, [0] =i,0 bad, £)]

k=0 i=0

IA

o0

[7]
Y Eo:[Hini 1l =k [o] =i,i bad_, £)]

k=0 i=0
+Eo: [Hip1 (] =k, [0] =i,i + 1 bady)]
oo 1]

< Y Fo[HipiliLlG bad_, )]+ Eo: [Hig1lii1G + 1bady)] .
k=0 i=0

IA

(3.25)
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where we set for any k,i € N,

Iri =1 ( inf inf By — Bull < 1) :
' k<u<k+1i<v<itl
Note that (3.17) gives in fact that almost surely
E[H?,, | Fis1] < Cllogt)?. (3.26)

Therefore by conditioning first with respect to F; 1 V foo, and then using Cauchy—
Schwarz and (3.16), we get forany 0 <i <1,

Eo- [Hi+11k,i 1@ + 1 bad;)] < Cexp(—c(logt)'/*)Eo . (Ik).

Similarly by conditioning first with respect to Fiy; Vv Fao and then with respect to

,7-";r V Foo, We get using (3.26) and (3.18), for any (1(>g+)3 <i<t

o,z [His1 1, 1( bad—, )]
< Eo, [Hi+11k,,'l(i bad_, Si)] < Cexp(—c(log lt)1/3)IE:O’Z [Ik,i] .

On the other hand, fori < ¢/ log3 t,one can just use (3.26), which gives using Jensen’s
inequality,

Eo.z [Hiy11ri1@ bad_, £)] < B [Hit11ki] < Clog)Eo ;[ i].
Finally using Lemma 3.8 and (3.25), we deduce that
Eo. [Dxlo, 11(r < 00,0 bad, £)] < Ce 1" Ky [R3[0, 1 + 1]]

t
Clogt - E R; |0, 1171,
+Clog 0[ 3[ (logn)? H

where forany 7 > 0

T o0
Rz[o,n::/ofo L(IBs — Bull < 3)ds du.

By scaling R3[0, T'] is equal in law to 81 R[0, T'/9]. Therefore (3.6) gives for ||z|| large
enough,

Eo.; [Dxlo, t]1(t < 00,0 bad, )] < C (3.27)

llzl|*(log )?”

The analogous estimate for the other expectation in (3.24) is similar. The only change
is that one can rule out the case of small indices i from the beginning. For this we use
that by (3.6), for ||z|| large enough,
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~ t
Eo.; [DX[O, o]l <r < 00,0 < (log—t)z)i|

t
Eo ; |:R[0, o]l (r < 00,0 < (log t)2>]

t t
Bo. [R [O’ (log t)zﬂ = ClPdogn®

One then follows the same argument as for (3.27), summing over indices i > ¢/(log 1)?
and using (3.19) this time to obtain

IA

Eo.. [5X[o, o]l(r <o0,0bad, £)] < C (3.28)

lIzlI*(log 1)

Inserting (3.27) and (3.28) into (3.24), and then using (3.21), (3.22) together with
(3.23) we obtain for all 7 large enough.

.. Py (t < o0) 2 t C
liminf — > — = —).
llzll—o00 G(2) 4(1+¢) d@) log?

Since the above estimate holds for all ¢ > 0, we obtain, using in addition Lemma 3.3,
[recall (3.2) and (3.3)]

log
liminf —2% . E[Cap(W1[0, 1])] > =2
t—00 t

3.2.3 Proof of Lemma 3.9

The proof is based on the fact that conditionally on .7-'i+, the process (Bu)o<u<i 1S

a Brownian bridge. Denote by Q(()l,)b the law of a Brownian bridge starting from 0
and ending up in b at time i (and abusing notation let it also denote the expectation
with respect to this law). It follows from Markov’s property, that for any bounded (or
nonnegative) measurable function F, one has for all b € R4,

(3.29)

QUYLF(Buru <1/ =E [F(ﬁu, u=ip2Pizl) b)] :

pi(0,b)

Furthermore, using the explicit expression (2.1), we see that for any b satisfying
Ib]> < i(log 1)/, we have

pi2(x, b)

< 4dexp ((logn)'/3).
i pi(0,b) p (o)

One deduces first that for any b as above, and any nonnegative functional F,
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QYL LF (B — Biu < i/2)]

IA

4exp((log)' PYE[F(By —b,u <i/2)]
< dexp((log))E_y [F(Bu.u <i/2)].  (3.30)

A

Note also that u is in fact allowed to run over the whole interval (—oo, i /2] in (3.29)
and (3.30). By using next that under Q(()”)h, the law of (Bi—, — Bi)o<u<i 1s just QE)")_}),
one deduces as well that for b as above,

QY LF(Biu — Bi. 0 <u <i/2)] < dexp((logt) P)E[F (B0 <u <i/2)].
(3.31)

Therefore on the event &; applying first (3.31) with F = (sup”xufl 5x [i/2, in3,
and using Lemmas 3.3 and 3.4, we obtain that for any i < ¢, almost surely

2 2
Qg,)ﬁi <SUP 5x[i/2,i]) < 4exp((logt)1/5)E (Sup DX[O’i/2]>

=1 llxll=<1

<C exp(2(logt)l/5).

Likewise, using this time (3.30), and Lemma 3.7, one has on &;

i 2

, i/2

Q(()l)ﬂ, sup / G*(Bs — Bi —x)ds < Cexp(2(logt)1/5),
T =1 Jo
Combining the last two displays we get that on &;
2
Q) ( sup D, [0, il) < Cexp(2(logn)'7). (3.32)

[lx][<1

Similarly, using now Lemmas 3.4 and 3.6, on the event & we have

Q?, [ sup Dili/2,i] > (1 n 2) d(t):|

xl=1

IA

4exp((logt)1/5)]P’( sup Dy[0,i/2] > (1 + Z) d(t))

xl=1

IA

C exp(—c(logn'/?), (3.33)

for some constant ¢ > 0. Moreover, it follows from (3.30) and Lemma 3.7, that on &;,
for ¢ large enough,

llxll=<1

M) i2 e
Qo,ﬁi sup / G*(Bs — Bi —x)ds > Zd(z)
0
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< dexp((logn)'?) P_y, ( sup Dy[0,i/2] > d(z))
[l <1
1/3
< exp(—c(ogt)’”). (3.34)
Combining (3.33) and (3.34), we get that on &;, for ¢ large enough,
Q) € 1/3
Ql |:sup D.I0, i1 >( 5) d(t)} < exp(—c(log)'/3). (3.35)

llxlI<1

The last two events involved in the definition of {i bad_} are handled similarly. For
instance, for the event concerning i denoting by E, 1 the integral on (—o0, i /2) and by
Ei,Z the integral on [i /2, i], one has using (3.30) and (3.31), using that 8 is a two-sided
Brownian motion for the third inequality, and Lemmas 3.4 and 3.7 for the last one

i ~ i ~ 1 i ~ 1
Qi [& > toen'?] < qf, [g,l > angrﬂ”] + Qo [gz > angr)l”]

i/2
< Py <// +ds > l(1ogt)1/3> +P <;0 > l(1ogt)1/3>
—oo IBsll° Vv 1 2 2

2P_g, <§0 > %(IOg t)1/3> +P <§0 > %(log t)1/3> < Cexp(—c(log t)1/3).

IA

Likewise, and as for (3.32), using also the last part of Lemma 3.4 one has almost surely
on the event &;

Qi) [2] = cexpriogn'’).

The corresponding estimates involving El-(rt) are entirely similar. Finally we obtain
that for 7 large enough, on the event &;

Q(’) [i bad_] < Cexp(—c(ogn'/?),

and

2
s (S“P D0, ]+ 1% +E}(rt)> < CexpQ2(logn)'/).

llxll=1

3.2.4 Proof of the upper bound in (3.1)

This part is similar to the lower bound, except that we work on a slightly longer time
period, to avoid discussing the cases when o or t — o would not be of order 7. So given
¢ € (0, 1), which we fix for the moment, we define a time s € [0, ¢] to be good if

inf l~)x[—et, s> (1 —¢)d(t) and ”ilulf1 Dy[s, (1 +¢&)t] = (1 —e)d(1),

lxli=<1
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and otherwise we say that s is bad.
We write next

Py, (t < 00) =P ;(t < 00, o good) + Py ;(t < 00, o bad).

Let us treat first the probability with the event {o good}. We have

Eo.;[R[—et, (1 + &)t]]
Eo,:[R[—¢t, (1 +&)t] | T < 00,0 good]

Po.;(t < 00, 0 good) <

By conditioning first with respect to G;, we get by definition of o good, that
Eo,:[R[—¢t, (1 + &)t] | T < 00,0 good] > 2(1 — &) d(1).
Together with (3.6) this provides the upper bound, at least for ¢ large enough,

P , d t
lim sup 0.2(F < 00, 0 good) < 7'[2(1 + 2e)—.
Ilzll— 0o G(Z) IOgl

Concerning the probability of the event {o bad}, one can argue as for the proof of the
lower bound, by discretizing T and o, and summing over all possible values of [7] and
[o]. Since this part is entirely similar to the arguments given in the proof of the lower
bound in Sect. 3.2.2, and is actually even simpler since we do not have to deal with the
additional factor R[0, ¢], we omit the details. This completes the proof of Proposition
3.1. O

3.3 Proofs of (3.2), (3.6), and Lemmas 3.3 and 3.8

Proof of (3.2). Foranyreal p > 0, withd, denoting the uniform probability measure
on the boundary of B(0, p), we have shown in (2.13) that

Cap (W10, t1N B(0, p))

1 ~
Po,-(W1l0, 11 N B(O, p) N B[O, W10, 1]) dA )
G(2p) /aB(O,zp) " ( 110.1] ©.p) N BI0. c0) # @ | il t]) 2p(2)

Taking expectation on both sides we obtain
E[Cap (W1[0, 11N B(0, p))]

1 ~
) f Po,. (W110, 11N B(O, p) N BIO, 00) # D) diay(2).

By rotational invariance of 8 and E , we get that the probability appearing in the integral
above is the same for all z € 35(0, 2p). Writing 2p = (2p, 0, ..., 0) we get

E[Cap (W1[0, 11N B(0, p))] = Po.20 (W10, 110 B(0, p) N B0, 00) # &)

G(2p)
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P(W1[0, 11N B(0, p) # ®))

1 ~
— Po,2,(W110, 11N B[O, 00) # @) + 0( G(2p)

G(2p)

Using that the O term appearing above tends to 0 as p — oo and invoking monotone
convergence proves (3.2). O

Proof of (3.6). Note first that by (2.5) and (3.4), one has Eq . [R][O0, t] | 8] = D;[0, 1],
and thus by (2.3) and (3.9),

Eo - [RIO, t]] = f G*(z — x)G;(x) dx. (3.36)
R4

Then, (2.6) shows that for any fixed x, G*(z — x)/ G (z) converges to w2/2,as |z|| —
00. Moreover, using Fubini we get [ G;(x)dx = . We now explain why we can
interchange the limit as z goes to infinity and the integral in (3.36).

Set F, = {x : |lz — x|l < |lzll/2}. Using that G* is bounded, (2.3) and (2.4), we
obtain that for positive constants C and C’, for all z satisfying ||z|| > 1,

G*(Z_X) 2/
—G d C G d
/Fz G(2) (o de= Clel Ixl=l1zl/2 0 dx
t
=C ||z||2/ P Bs|l > lIzl1/2) ds

3
< 2z / IE[II/@II] <o

T T

using also the scaling property of the Brownian motion for the last inequality. On the
other hand on R*\ F, the ratio G*(z — x)/ G(z) is upper bounded by a constant [recall
(2.6)] and hence one can apply the dominated convergence theorem. We conclude that,
for any ¢ > 0, (3.6) holds. O

Proof of Lemma 3.3. One has recalling (3.9), and then (2.6),

t 2 t
E[Do[0, t]] = fo E[G*(By)] ds = % fo E[GB)LUIBsII > D] ds

t
e (f P, < 1)ds)
0

2 1 2
= %f / GOO 8L Jvds + O)
|

Ixl>1 27282

1 / 1 llx )2
= — e 2 dx + O(1),
472 Jixp=1 IIXII4
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using that P(||Bs]] < 1) < 1A (C/sz), for some constant C > 0, at the second line,
and applying Fubini at the last line. Then a change of variable gives

1 1 llx ]2 1 © 272p3 2 1 1 _2
—5 / —e 2 dx = —2/ n—fef% dp = = / —e 2dr
4= Jixps1 x|l 4= )y o 2 Lo

1 ' 1
=-/ Sdr+00) = 2L L o).
2 %r 4

It remains to bound the second moment of Dy[0, ¢]. Recalling (3.9), and by using the
Markov property, we get

t t
E[Do[o,r]2]=E[ f / G*(ﬁS)G*(ﬁs/)dsds/]
0 JO

2/ E[G*(B,)G*(By)] ds ds’
0<s<s'<t
t

t
< 2/ dsE |:G*(,8s)]E [/ G*(Bs + Be)ds' | ﬁsﬂ
0 0

xeR?*

< 2E[Dyl0, t]] - <sup E[D,[O, t]]) , (3.37)

with E a standard Brownian motion independent of 8. Using the simplest form of
a rearrangement inequality (see for instance [17, Theorem 3.4]) shows that for any
xeR*andallt > 0,

P8 —xll = D) = P(IB Nl = D).

Using next that if § and E are two independent standard Brownian motions, then
Bu — Bs equals in law B, ¢, for any fixed positive u and s, we deduce that also for any
x eZ4

Pox(1Be — Bsl < 1) = Poo(llBu — Bs — xll < 1) < Poo(llBu — Bsll < 1).
Then by combining (2.5) and (3.9) we deduce that
E[D.[0,1]] < E[Dol0, 111,
for all x € R*. Together with (3.37), this shows that
E[Dol0, 1] < 2E[Dol0, t11%,

which concludes the proof, using the first part of the lemma. O
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Proof of Lemma 3.8. For A C R?*, define AT := U,caB(z, 1). We claim that there
exists a constant C > 0, such that for any z, and A,

2
P,(Hs <1) < c/ P,(B; € AT)ds. (3.38)
0

Note that by applying this inequality first for ,5 on the interval [k, k + 1], with A =
Wili, i + 1], and then for S on the interval [i,i + 1] with A = B(,B~s, 2), for every
s € [k, k + 2], we get the lemma. Thus only (3.38) needs to be proved. Consider § a
Brownian motion starting from some z at time 0. Note first that almost surely,

O<u<l

2
1 <HA =1, sup [[B(Ha+u)—B(Hp) = 1) =< / 1(Bs € AT)ds,(3.39)
0

just because when the indicator function on the left-hand side equals 1, we know that
B remains within distance at most 1 from A during a time period of length at least 1.
Now, we can use the strong Markov property at time H4 to obtain

P<HA =1, sup [[B(Ha+u)—B(HA) = 1)

0<u<l

= P(H, < 1>-P( sup 1Bl < 1).

0<u<l

Thus, (3.38) follows after taking expectation in (3.39), with C = 1 /]P’( SupPo<y <1 1Bull
< 1), which is a positive and finite constant. O

3.4 Proofs of Lemmas 3.4, 3.5 and 3.7

For the proofs of these lemmas, it is convenient to introduce new notation. For A C R4
Borel-measurable, £(A) denotes the total time spent in the set A by the Brownian
motion S:

L(A) == /000 1(Bs € A)ds.
We also define the sets Ay = (0, 1), and
A; = B(0,2)\ B,2"7Y, fori > 1.
Note that for any A and k£ > 1, one has using the Markov property

@ Springer



838 A. Asselah et al.

E[¢(A)F] = k' E U 1(Bs, €A, ..., By € A ds ...dsk:|
S1<- <S8k .
< k! <sup ]EX[Z(A)]> . (3.40)
X€EA

Inparticular thereis A > 0, such that E[exp(A€(Ap))] < oco. Using the scaling property
of Brownian motion and Markov’s inequality, this gives an alternative proof of (2.10)
(in dimension d > 3).

Proof of Lemma 3.4. Let us start with the exponential moment of ¢. Observe that

= L(A))
¢ = Z 23i
i=0

Using Jensen’s inequality and that £(A;) equals in law to 22¢=D¢(A;) forall i > 1,
we obtain for some constant C > 0,

. =1 oean \ ] & A\
E[¢"] <E Zﬁm = ZW]E 22(—1)
i=0 i=0

< 4k E[E(Ao)k] i ]E[Z(Al)k] < ki

using (3.40) for the last inequality. Thus ¢ has some exponential moments.
Now we prove (3.13). Suppose that ||u|| > 2 and ||x|| < 1. Then, by (2.6)

V2l _ €
e+ X Nul® T ful?

|G*<u+x>—G*(u>|—1‘ P!
A A xl? u)?

Since G* is bounded on B(0, 3), there exists C > 0, so that for all u € R4,

sup |G*(u+x) — G*(u)| £ —5—. (3.41)
lxll<1 flull” v 1
Then, (3.13) follows from (3.9). O

Proof of Lemma 3.5. Part (i) follows from standard properties of the Brownian motion.
We next prove (ii). The bound on My ; follows from (2.9). For the rest of the proof, it
is convenient to define fors > 0, y € R*andr > 0,

(LB Byl =P
&(’r)'_fs 1Bu—Bs — PV 1

El

sothat&g(r) = SUP |y <r & (y, r). Then observe that & (y, r) is equal in law to &y (y, 1)
for any s > 0. Moreover, for any given y, (0, r) stochastically dominates &y(y, r).
Indeed in the integral defining &y(0, r) the part of the integral after the hitting time
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of the sphere of radius ||y|| is equal in law to &y(y, r) by rotational and translation
invariance of Brownian motion. Now using the scaling property of Brownian motion,
and a change of variables we can see that

log, (r)

© 1 <1
£(0. 1) (lgv)/ (IIﬂu2|| _])du <z4 Z Z
o NBull*V = P
where
© 1 <1
z ;:/ —(”’3““2— ) g 2 gag),
0 1Bull v

and for any i > 0,

Z,’ =

0 0 )

1 Bull? llBull?

We deduce by a union bound that
P(80(0,r) > (logy(r) +2)r) < (logy(r) + 2)P(£(Ag) = r/4) < Cexp(—cr),

for some positive constants ¢ and C, using that £(Ag) has a finite exponential moment
[see (3.40)]. The analogous result for &y(r) follows by a union bound. The bound on
its second moment is immediate once we observe that £ (r) < £(B(0, 2r)), since the
latter is equal in law to 4r2(Ap).

It remains to prove (iii). Applying Lemma 3.4 to the standard Brownian motion
(Bu — Bs)u=s or (Bu — Bs')u>s We get that there exists a constant C > 0 so that almost
surely

sup |Dy[s,t] — Do[s,t]| < C¢y and  sup |Di[s’,t] — Dols’, t]] < Céy.

lxl<1 lxl<1
From (2.7) there exists a positive constant C so that

|Dols’, t] — Dols, 11|
1 1

o0
<C —’—I—C/ ‘ — du,
SCe=FC | G TR TRV =gV

where Y = By — Bs. We next divide the last integral in three pieces, one over times
u when [|B, — B — Y| = |IY|l, one over times u when [|8, — Bsll = [IY|l and
1B, — Bs — Y|l = ||Y ||, and the last piece over the remaining times. Using again the
same argument as in the proof of Lemma 3.4, one can bound each of these pieces
respectively by C&(Y, ||Y ), C& (O, ||Y]) and C¢&;. Finally one can bound similarly
|¢s — ¢y, proving the bound concerning the D,’s. The other bound concerning the
Dy’sis entirely similar. O

@ Springer



840 A. Asselah et al.

Proof of Lemma 3.7. Exactly for the same reason as the fact that & (0, r) stochastically
dominates &(y, r), forany y € R* (see the argument given in the proof of the previous
lemma), one can see that the law of &y(r) and ¢y when the Brownian motion 8 starts
from some b € R*, are stochastically dominated by these same random variables when
B starts from the origin. Therefore all the statements of Lemma 3.7 concerning these
two quantities follow from Lemma 3.5.

Note that the law of D,[0, #] under IE; is the same as the law of D, _,[0, ¢] under
9. Moreover, using (2.6) and that G* is bounded one can see that for some C > 0
independent of b

Sup D)C*b[oa Z‘] S CD*b[Ov t]’

Ixll=1
Then, the proof of Lemma 3.3 reveals that for any b € R4,

E[Dy[0, 11°] < 2E[Do[0, 1]1*.
Thus, the proof of the first statement follows from Lemma 3.3. Finally, we prove the
last claim of the lemma. So assume that b is such that 1/ (log 1)> < ||b]|*> < t(log1)'/3.

Note that by the above arguments, it just amounts to showing that for some constant
¢ > 0 (possibly depending on ¢, but not on b),

P(Dpl0, t] > elogt) < exp(—c(logt)1/3),
for ¢ large enough. For b € R* we write H(b) = Hyp0,5)- Then by standard

properties of Brownian motion, and using rotational invariance of the function G*,
one has for any b € R*,

t (law) H(b)+t
Db[O,t]=/ G*(Bs —b)ds = / G*(Bs) ds.
0 H(b)

Moreover, (2.9) and (2.10) show respectively that

P(H(b) < t/(log1)®) < exp(—c(log?)), and
P(H (b) > t(logt)?) < exp(—c(log?)).

Note furthermore that

t(logt)?
/ G*(Bs)ds = Dol0, t(log1)*] — D0, t/(log 1)°].
t/(log1)®

Therefore Lemmas 3.3 and 3.6 show that for ¢ large enough
P(Dy[0, 1] > elogt) < P (DO[O, tlog?] > (1 + e)d(t))
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t
+ exp(—c(logt)) < exp (—c(log t)1/3) .

This concludes the proof of the lemma. O

3.5 Proof of Lemma 3.6

The idea of the proof is to show that Dg[0, ] is close to a sum of order log ¢ terms
which are i.i.d. with enough moments, and then apply standard concentration results.
This idea was guiding Lawler’s intuition in the discrete setting, as he explains in [12,
page 98]. However, he showed, by direct computation, that the variance of Dyl[O0, 7]
is of order log #, as its mean. Here we obtain more precise estimate in the continuous
setting.

Actually, we do not use the full strength of Lemma 3.6. However, having just a
control of the variance would not be sufficient for the proof; we need at least a good
control of the fourth centered moment. Since this is not more difficult nor longer to
obtain, we prove the stronger result stated in Lemma 3.6.

First, let us define the sequence of stopping times (7;);>0 by

T i=inf{s > 0 : [|Bsll > 2},

for alli > 0. Then, set fori > 0,
Titl n
Y; ::/ G(Bs)ds, andforn >0 D, := Z Y;.
T; .:O

Note that in dimension four, for any positive real A and x € R*, one has A>G (Ax) =
G (x). Therefore using the scaling property of the Brownian motion, we see that the
Y;’s are independent and identically distributed. The following lemma shows that Y
has sufficiently small moments, and as a consequence that D, is concentrated. We
postpone its proof.

Lemma 3.10 There exists a positive constant )\, such that E[e)‘*/YT)] < 0. Asa
consequence there exist positive constants ¢ and C, such that foralle > 0 andn > 1,

P(ID, — E[D,]| > e E[D,]) < C exp(—c (en)'/?).

Now we see that as ¢ goes to infinity, Do[O0, t] is close to Dy, , where N; is defined for
allt > 0, by

Ny =sup{i : ©; <t},
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if tg < t, and N; = 0 otherwise. Indeed, recall that G*(z) = G(z), whenever ||z|| > 1,
so that

t
Dol0, 1] = /0 G*(By)ds = Dy, — Z1(t) — Za(t) + Z3(0), (3.42)
with
TVt TN;+1
Zu(t) = / LBl < DG By ds.  Za(t) = f G (B, ds,
70 TOVt
and

t
Z3(1) =/0 L(IBs I = DG*(Bs) ds.

Since, G* is bounded on B(0, 1), we see that Z3(z) < Z3(c0) < C £(Ay), for some
constant C > 0, with the notation introduced at the beginning of Sect. 3.4. Moreover,
by definition Z>(t) < Yy,. These bounds together with (3.40) and the next lemma
show that Z; (), Z»(t) and Z3(¢) are negligible in (3.42).

Lemma 3.11 There exists & > 0, such that

E[eMV4(®)] < 400,

and for any ¢ > 0, there exist c > 0 and C > 0, such that

P(Yy, > elogt) < Cexp(—c+/logt).
Moreover, E[Yy,] = o(logt).
Let us postpone the proof of this lemma and continue the proof of Lemma 3.6.

Actually the proof is almost finished. First, all the previous estimates and (3.42)
show that Dy[0, t] and Dy, have asymptotically the same mean, i.e.

) 1
tl_l)ngQ mE[DNt] = 1.

Moreover, using the strong Markov property at times 7;, one obtains
oo o
E[Dy,] =) ElVi1( < N)l = Y E[Yil(n <1)]
i=0 i=0

=Y E[Y;IP(r; <1) = E[YIE[N,].
i=0
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Then all that remains to do is to recall that N; is concentrated. Indeed, letting
n; = logt/(2log?2), it follows from (2.9) that for any ¢ > 0,

IA

P(N; > (1 +¢&)n;) = P(sup 1Bl > r“*””) C exp(—ct®), (3.43)
s<t

and it follows from (2.10) that
PN, < (1 —¢)n;) = ]P’(sup 1Bl < t<1—8>/2> < C exp(—ct®), (3.44)
s<t

for some positive constants ¢ and C. So for all ¢ < 1 we obtain E[N;] > (1 — &)n;
for all ¢ sufficiently large. Therefore,

d() ~ E[Dy,] > co(1 —e)ny,
with ¢9g = E[Yp]. Note also that E[D, ] = con, for all n > 0. Then with all the

estimates obtained so far [in particular with Lemma 3.10 and (3.40)], we deduce that
for ¢ large enough,

A1 1 b = (013, = (14 2)0) £ (32 (1 5)0)

+F(2:(0) = 5d0)) = Cexp(—c(logn'?),
and likewise for the lower bound (using also Lemma 3.11):

B(DoL0. 1] = (1 = e)d (1) < P (D1 sy, = (1-5)d0) +B (N = (1 = Din)

+P(Z1() + Z2() = 5d(1)) = Cexp(—c(logn'?).

which concludes the proof of Lemma 3.6. (]
At this point it just remains to prove Lemmas 3.10 and 3.11.

Proof of Lemma 3.10. We first extend the definition of the 7;’s and A;’s to negative
indices:

;i :=inf{s > 19 : By €0B(0,279)}, and  A_; = B(0,27"F )\ B0, 27,

fori > 1. We also set

Lo(A-p) 2=/ L(Bs € A_i)ds.

0
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In particular, compare it with the notation introduced in Sect. 3.4, and note that
Lo(A—;) < £(A_;) . Then similarly as in the proof of Lemma 3.4, one has

T .
O ACTATRED S CRREEAC VIS

¥ i>1
Note that 71 has an exponential tail by (2.10), so it suffices to bound the moments of

the first sum. More precisely it amounts to proving that its k-th power is bounded by
C* (k")2. First,

E| |20 1(rivn < m)2% (A=)

i>1

k
koo
= Y 42 UE| [T < mto(A)

[T j=1
Next, by Holder’s inequality we get
k k . 1/k
E| [T <mtoai) | = [TE[LG im0 < mtoani)f]
j=1 j=1

Now by scaling and rotational invariance of the Brownian motion, for any x €
3B(0,27*t1) and y € 3B(0, 1),

E[e(A-)] = 47D E A < 47V ER@A DN,
Therefore using the strong Markov property, we get
. .k , —k(@i;j—1) k
E[L(r-i1 < 1to(A-ipt] = Py < w4 X OV B4

From (3.40) we deduce that there is a constant C > 0, such that

k
k
E| > L@in <26 ] | = ¢kt Yo [P <)

i>1 [T iy j=1

k k
1
= CHit | Y Py <)VF] < Cri ZW < C* (k)?,
i>1 i>1

using (2.8) for the second inequality. This concludes the proof of the first part of the
lemma.
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It remains to prove the second part. Let ¢ > 0 be fixed. Since Y is integrable, there
exists L > 1, such that E[Yp1(Yy > L)] < &/4. Then using Bernstein’s inequality
(see for instance Theorems 3.4 and 3.5 in [5]) and the first part of the lemma at the
third line, we obtain for some positive constants C and c,

o

n

> (¥ —Ei))

i=0

> e(n+ 1))

n
<PEi<n:Y>1L) —HP’( Z(Y,-l(Yi < L) —-E[Y;D| > e(n+ 1))
i=0
. e
=+ DPXo > L) +JP’< Z(Yil(yi <L) -EY;1(Y; <L)D| > E(n + 1))
i=0
<cC (—2v/I) + en
nexp(— exp| —¢c—5-—"—1].
- P P E[Y5] + Le
The desired result follows by taking L = (sn)?/3, and en large enough. O

Proof of Lemma 3.11. We start with the first part. Exactly as in the proof of
Lemma 3.10, and using the same notation, one has

Zi(00) = / (Il < DG(B)ds < €Y L(t-ip1 < 00)2L(Ay),

0 i>1

and the result follows exactly as in the previous lemma.
Concerning the second part, recall the notation introduced at the end of the proof
of Lemma 3.6. Then using (3.43), (3.44) and Lemma 3.10, we get

P(Yy, > elogt) < P(IN; —ny| = elogt)
+P@&Ei €[n, —elogt,n, +elogt] : Y; > elogt)
< C exp(—ct®) +2¢logt - P(Yy > elogt)
< C exp(—ct®) + Ce(logt) exp(—c\/@).

Finally we compute the expectation of Yy, as follows: for any fixed ¢ > 0,

E[Yy,] =) E[l(t; <t < 1iq1)Y]

i=0

Y B¢ <mYil+ Y E[l(n < 0¥+ 2e(log)E[Yo],

i<n;—elogt i>n;+elogt

IA

where for indices i between n, — ¢logt and n; 4+ €log¢, we used the simple bound
E[l(r; <t < 1i+1)Y;] < E[Y;] = E[Yp]. Then using Cauchy—Schwarz and (3.44)
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for the first sum above, and the Markov property and (2.9) for the second sum, we get

By < Cmexp(-e)E[13] 7 4 EIY Y exp(-c2/) + 260z LYy .

j>elogt

and the result follows. O

4 Upward large deviation

Using our estimate on the expected capacity, we obtain a rough estimate on the upward
large deviation, which we use in the next section when bounding the square of the
cross-terms [recall their definition (1.8)]. Our estimate improves a recent inequality
of Erhard and Poisat: inequality (5.55) in the proof of their Lemma 3.7 in [8]. They
estimated the probability that the capacity of the sausage exceeds by far its mean value
and obtained polynomial bounds.

Proposition 4.1 There exist positive constants ¢ and to, such that for any a € (0, 1),
there is k = k(a) > 0, satisfying

]P’(Cap (Wi[0, £1) — E[Cap (Wi[0, 1])] > aL> < exp <—ca < min (1, L)) :
log ¢ log 1

forall t > ty. Moreover, there exists a constant k > 0, such that the inequality holds
true foranya > 1 andt > 2.

Remark 4.2 The proposition shows in particular that the process (loli’Cap(Wl [0, £]),

t > 2), is bounded in L7, for all p > 1. It also implies (1.5) of Proposition 1.3, since

for ¢ large enough a/logt < 1, and the log ¢ can be absorbed in t“ by choosing a
smaller k.

Proof of Proposition 4.1. Let a > 0 be fixed. Using that the capacity is subadditive,
one has forany r > 2and L > 1,

2L
Cap (W1[0,1]) < ) Cap (Wl [kziL (k + 1)2%}). 4.1)

k=0

To simplify notation, we write
t t
X = Cap (W([0,¢]), and Xj = Cap <W1 I:k2_L (k + 1)2—L:|> , fork > 0.

Note that the (X) are independent and identically distributed. Then choose L such
that 2L = [¢“], withx < 1, some positive constant to be fixed later. For ¢ large enough,
Proposition 3.1 gives
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t/2L
log(¢/2L)"

E[X] > 47%(1 — 2~ and E[X;] <47’(1+27"%)

Plugging this into (4.1) we obtain

2L

X —E[X] < kgjo(xk E[X(]) + 47 10gt(

(1 +271%) o
[~ log2D)/logr ~ 1 72 “)>'

Furthermore when a < 1, by choosing « small enough (depending on a), one can
make the last term above smaller than at/(21og¢), and when a > 1, itis easy to check
that this is also true with « = 1/1000. Thus for this choice of «,

p(x E[X] > L) <P 2L_l(x xpz sl 4.2)
_[]_alogt - 1; k_[k]_ZIg ' ’

Now we claim that X;/(r/2%) has a finite exponential moment. Indeed, thanks to
Lemma 2.2, it suffices to compute the moments of the volume of a Wiener sausage.
But this is easily obtained, using a similar argument as for the local time of balls,
see (3.40). To be more precise, for z € R4, set

=inf{s =0 : ||y —zll = 1}.

Then for any r > 1 and k > 1, one has using the strong Markov property at times o,
and translation invariance of the Brownian motion,

E[|W;10, 11/ =/.../]P’(ozl <t,...,0454 <t)dz;...dz

—k'/ /IP(GZ]§~~~§aZk§t)dzl...dzk
< K'E[|W1 0, 11]1*.

Next recall a classical result of Kesten, Spitzer, and Whitman on the volume of the
Wiener sausage, (see e.g. [15] or [16] and references therein).

1
lim — - E[|W;(0, 1)|] = Cap(B(0, 1)) = 27>,
t—o00 t

As a consequence, for some constant C, we have E[|W{[0, ] |k] < Ckk!tk, and there
exists Ag > 0, such that

sup E |:exp <Ao W)} < +o0. 4.3)

>1 t
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Now from (4.2) and (4.3) it is quite standard to deduce the result of the proposi-
tion. But let us give some details for the reader’s convenience. First, using a Taylor
expansion, one has for any x € R, and any integer n > 0,

n i

ex—g x_
i!

i=

1
] |x|n+

(n+ 1!

Applying this with n = 2, shows that for any A > 0, and any nonnegative random
variable Y with finite mean,

MY —EIYD _ Z”—(Y ELY] |Y E[Y] 3 MY BT

i!

i=0

Therefore, if we assume in addition that E[eY ] is finite and that A < 1 /2, we obtain
LY —E[Y]) 22 2 3 )2
Ele ]§1+?E[(Y—E[Y])]+C1A < e,

for some constants C; and C» (that only depend on E[e" ]). Finally we apply the previ-
ous bound to ¥ = Ao Xo/(t/ 2Ly, with Ag as in (4.3). Using Chebychev’s exponential
inequality, we get for any A € [0, 1/2],

a 2F
2 logt

=

220 (X — EIXiD)
Pl Y

L
Py t/2

)»)»oa r — E[Xk]
< exp(-— 210gt oL l_[ E[exp (AAOT>j|

exp| — Aoa — o2 ) 2k
2logt '

and the result follows by optimizing in A. O

A

5 Intersection of sausages and cross-terms
5.1 Intersection of Wiener sausages

Our aim in this section is to obtain some bounds on the probability of intersection of
two Wiener sausages. Then, in the next section, we apply these results to bound the
second moment of the cross-term in the decomposition (1.8) of the capacity of two
Wiener sausages.

We consider two independent Brownian motions (8;, ¢t > 0) and (E,, t > 0) starting
respectively from 0 and z, and denote their corresponding Wiener sausages by W and
W. We estimate the probability that Wy ,,[0, ¢] intersects VT/l /210, 00), when || z|| is of

@ Springer



Strong law of large numbers for the capacity of the... 849

order /t up to logarithmic factors. Note that in Sect. 3 we also consider the same
question but when z is sent to infinity first. This section can be read independently of
Sect. 3, and does not use its notation.

Such estimates have a long history in probability. Let us mention three occurrences
of closely related estimates, which are however not enough to deduce ours. Aizenman
in [1] obtained a bound for the Laplace transform integrated over space. Pemantle et
al. [19] obtained the existence of positive constants ¢ and C, such that for all z € R4,
almost surely, for all ¢ large enough,

ct ~
Sl — 2 <P (W 0. 111 W1 210, 00 @, )
log ¢ yeBlo.] llz = yI™ = Po.r (W20, 7] 12[0,00) # @ | B

<— sup lz—yl "
log? yeplo,1

Lawler has obtained similar results for random walks. Finally, our result reads as
follows.

Proposition 5.1 For any o > 0, there exist positive constants C and to, such that for
allt > tg and z € R*, with t/(log 1)* < ||z||> <t - (log )%,

5.1

% t loglog)?
Po,-(W1,2[0, 11N W 2[0, 00) # @) < C - (1/\ ) (loglog?) .

[HE log?

We divide the proof of Proposition 5.1 into two lemmas. The first one deals with || z||
large.

Lemma 5.2 For any a > 0, there exist positive constants C and ty, such that for all
t > to and all z € R* nonzero, with |z|| < /7 - (log )%,

t loglogt

Po.. (W1/210, 110 Wy [0, 00) # @) < C-
0.2 (W1/210, 1] 1210, 00) # @) 2 log:

(5.2)

The second lemma improves on Lemma 5.2 in the region ||z|| small.

Lemma 5.3 For any a > 0, there exist positive constants C and ty, such that for all
t>tgandall z € R* witht - (logt)™® < ||z|? <1,

(loglog1)?

Po.z (W1200, 110 Wi /2[0, 00) # @) < C - a1

(5.3)

Proof of Lemma 5.2. Letr := /t/logt. Assume that ||z|| > 2r, otherwise there is
nothing to prove. Using (2.8), we see that estimating (5.2) amounts to bounding the
term

Po.; (W1,200, 110 Wi 12[0, 00) # @, Wi[0, 11N B(z,r) = ).
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Using now Proposition 4.1, we see that it suffices to bound the term

~ t
PO,Z <W1/2[Oa t] N W]/Z[O, OO) ;é o, d(z, Wi [0, t])Zr, Cap(W1 [O, t]) < 87‘[2_10g_t) .

By first conditioning on W{[0, ], and then applying Lemma 2.1, we deduce that the
latter display is bounded, up to a constant factor, by

g [1d@ Wil0. 1)) > r) 1
d(z, W10, t])2 logt

Furthermore, on the event {d(z, W{[0, ¢t]) > r}, for ¢ sufficiently large we have
1
Ed(z’ Bl0,t]) <d(z, Bl0,t]) — 1 < d(z, W1[0,t]) < d(z, B[O, t]),

with B[0, ¢] the trace of § on the time interval [0, ¢]. Now by using again (2.8) and the
bound ||z]| < +/7(log )%, we get for some constant C independent of z,

E[l(d(z, Bl0.1]) = r)

1/r
PTERTORE } - 2/0 u-Pd(z, BIO, t]) < 1/u) du

1/r
52/ u-Pd(z, B[O, t]) < 1/u) du+%
1/llzl Izl

log(llzll/r) _ c( 1) loglog

< o+ =
llz]I? 2) lzl?

which concludes the proof. O

Proof of Lemma 5.3. Sett; =0, t» = ||z||* and for k > 3, denote t, = 21,_;. Let K
be the smallest integer such that 2K ~1 > (log )®. In particular r < 2X~1|1z||? = 1x41
by hypothesis. Then,

K
Po.; (Wl/z[o, 1N W]/Q[O, 00) # @) < ZPO,Z (W]/z[lk, 11N W[/Z[O, 00) # @) .
k=1

We now bound each term of the sum on the right hand side. The first one (corresponding
to k = 1) is bounded using directly Lemma 5.2: for some positive constant C,

loglogt

Boz (Wip200. 12710 1200, 00) # ) < €= 7

Now for the other terms, we first observe that for some positive constant C, for all z,
satisfying || z|| > 1,

1 C 1 _lxp? C
E[—2:| < —2~/—2e Meodx < —. (5.4)
1By — zll 1 llz —x] Ik
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Furthermore, it follows from (2.9), that for all k < K,

PLIBy — zll > Vik(ogr)®] < P[l|By |l > vk ((log 1)* — 1)] < C exp(—c(log)®).
(5.5)

using that by hypothesis ||z|| < /%, and that log #; and log ¢ are of the same order.
Then, we obtain, for some positive constant C, for ¢ large enough,
Po, (Wi2ltx, tre11 N W1 200, 00) # @)
< E[]P’o,z—ﬁ,k (W1,200, tr1 — 5] 0 W1 200, 00) # @)]

§C]E|: 1 2]tk~10g10§.;t - C.loglogt
1By — zll log ¢ log ¢

using Lemma 5.2 and (5.5) for the second inequality and (5.4) for the third one. We
conclude the proof recalling that K is of order loglog z. O

We now give the proof of Proposition 1.5.

Proof of Proposition 1.5. Define the stopping times

o = inf{s : W{[0,s] N y[0, 00) # &}, and
o = inf{s : W([0,s]N Y0, 00) # &}.

Note that

Po,z, (W1[0, 11N y[0, 00) # @, W10, 11N Y[0, 00) # 2)

=Py, (0 <5 <t)+Py, (@ <o <1).

By symmetry, we only need to deal with Py , /(0 < & < t). Now conditionally on y,
o is a stopping time for $. In particular, conditionally on o and B,, Wi[o, t] is equal
in law to B, + W{[0, r — o], with W’ a Wiener sausage, independent of everything
else. Therefore

Py, (0 <G <t) <Eo [0 <Py (0 <G <t]|o, v pBs)]
<Eo:[1(c =0)Pyy—p, (W[0,1 —c]NF]0,00) # & | 0)]
< B [1(e < ) Pgp, (W]I0, (1N 710, 00) # 2)].

To simplify notation, write D = ||z’ — B, ||. Note that one can assume D > /f -
(log )3~ since by using (2.8) and the hypothesis on ||z’|| we have

t
172 ognser2 = (e8!

Po,, (U <t,D<+t- (log t)_3"‘_1) < )—401—2’
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and the right hand side in (1.10) is always larger than (log 1) ~**~2 by the hypothesis
on z and z'. Then by applying Proposition 5.1 we get for positive constants C; and
Ca,

t ~
W%) Po,—p, (W{[O, t1N Y10, 00) # @)]

t (loglog1)?
<CiEp,[1o<t) [1A—=])| ——=
= 0’Z|: (@=<0 < D2)1| log

Eo,, |:1 <o <t, D>

16t ) (loglog 1)?

< C1 Po. (Wi[0, 1] N 7[0,00) # @) - (1 A——
11 log

1’1 (log logt)?
4 logt

loglog 1)* t t
_C2<°giz>.(m_2).<m7>
(log1) Izl 12”1

M . (loglog1)?
4 logt

+ C1Po,; <C7 <t,D<

Now define

.. Linfls o B € BELNIZI/4) if llz =2l > 1IZ/11/2
8 |inf{s ¢ By € BE 31N/} if llz — 2l < N12l/2.

Note that by construction ||z — B, | > max(|lz — 7’|, 1Z’11) /4, and that on the event
{D < |IZ’|l/4}, one has o > . Therefore by conditioning first on 7,/ and the
position of B at this time, and then by using Proposition 5.1, we obtain for some
positive constants x, C3 and Cjy,

Po. (o <t, D <|Z'lI/4) <Po; (. <0 <1)

t loglog 1)?
< (1n (doglog)” b <4
lz —z'11% logt ’
2
<o (1 N t ) (loglog) o1t

llz — 2l log?
t t log log £)2
§C4<1/\—2>(1/\ /2>'(0g0g)’
Izl 12/l log ¢

where we used (2.9) in the third line and considering two cases to obtain the last
inequality: ||z’|| > |lzll/2, in which case we bound the exponential term by the product
and ||Z’| < |1zll/2, in which case using the triangle inequality gives ||z —z|| > |1zll/2.
This concludes the proof. O
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5.2 A second moment estimate

Here we apply the results of the previous section to bound the second moment of the
cross-term x from the decomposition (1.7). Recall that for any compact sets A and B
with AU B C B(0, r), we have defined

1
X(A,B)=2n2r2~—/ (P,[Hx < Hp < 00]
' 1080, Nl Jago.r

+P.[Hp < Hpy < <)) dz,

Proposition 5.4 Let f and E be two independent Brownian motions and let W and
W be their corresponding Wiener sausages. Then, there is a constant C such that for
anyt > e, with r(t) = /1t - logt,

E[ 12 (Wi10, 11, Wi[0, 1) (Wi[0, 11U W1[0, 1] < BO, (1))

2(loglog )8

oz 1)’ (5.6)

Remark 5.5 Note that on the event when W, [0, ¢]is notincluded in the ball B(0, r (7)),
one can use the deterministic bound y, (A, B) < 47%r%, which directly follows from
the definition (1.8) and holds for any sets A and B. Thus by using (2.9), one can see
that the upper bound in (5.6) also holds if one removes the indicator function on the
left-hand side.

Proof For any compact sets A and B and any r such that AU B C B(0, r), we bound
xr(A, B)2 as follows. For some constant C > 0,

x-(A, B)?

4

sCome |
18B(0, r)1% JaB0.r)x0B0.r)
+P, /(Hp < Hy < o0, PNIB < ﬁA < 0)
+PZ.Z’(HA < Hp < o0, ﬁB < ﬁA < )
+ P, (Hg < Ha < 00, Hy < Hp < 00)) dzd?, (5.7

(P,.2(Ha < Hp < 00, Hp < Hp < 00)

where H and H refer to the hitting times of two independent Brownian motions y and ¥
starting respectively from z and z" in 8 B(0, r). To simplify notation, let A = W;[0, 1],
B = W10, t], and r = r(¢). Also, with a slight abuse of notation, in the lines below
we let P, » be the law of y and ¥ conditionally on W;[0, ] and W) [0, ¢]. Then by
using (2.8), we obtain
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)
0, (log1)3 )

P, (Hy < Hp < 00, ﬁA < ﬁB < Q)

Ji =00, H
*TGog)3) B(

=IP’Z’Z/<HA<HB<OO,I-IA<ﬁB<oo,H

B
1
© ((IOg t)8) ‘

Now, to bound the probability on the right-hand side, we use the Markov property at
times Hy and Hy for y and  respectively. We then have using Proposition 1.5 twice,
and for some constant C,

P, (Hys <H JHy < H JH =00, H =
2,2 ( A < Hp <00, Hy < Hp <0 B(O'(loﬁﬁ) 00 B(O’(mﬁﬁ) oo)
< Pz,z(HA < Hp < o0, Hy < Hg < 00, |y (Hy)||
N Vi
> |P(H) = 3)
(logt) (logt)
~ (loglogt)4 _3
< CP. ., (H oo, H o) ————— + O( (logt
= 7,2 ( A< A < ) (og 1) ((Og ) )
t t (loglogt)8 _3
<C IA—>~<1/\—)7+(’) (log 1)
( lIz/11? IzIIZ2/  (ogn)* ( )
loglog )8
—0 (loglog 1) . (5.8)
(log)®

Note that to apply Proposition 1.5 at the third line above, one also need the hypothesis
that ||y (Hy)|l and ||y(HA)|| are not larger than +/f(logt) for instance. But these
events have negligible probability by (2.9), so one can indeed apply the proposition.
By symmetry, we get as well

~ ~ loglog1)®
B, .(Hp < Hy < oo, Hp < Hy < o0) = 0 (12210807 (5.9)
’ (log1)®

The last two terms in (5. 7) can be bounded as follows. One can first condltlon on
A = Wi[0,¢t] and B = W) [0, t], and then using the inequality ab < a® + b* for
a, b > 0, together with (5.8) and (5.9), this gives

P, . (Ha < Hp < o0, ﬁg < ﬁA <o00) < PP, ,(Hy < Hp < 00, ﬁA < ﬁg < )

~ ~ loglog)®
P (Hp < Hy < o0, iy < fly < o0y = 0 (10810207 (5.10)
' (logt)8

By symmetry it also gives

~ ~ (loglog )8
P, (Hg, 0.1 < Hwijo.1 < 00, Hwy10.41 < Hyg 0,7 < 00) = O (aog—t)s :

(5.11)
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Then the proof follows from (5.7), (5.8), (5.9), (5.10), and (5.11). O

6 Proof of Theorem 1.1

The proof of the strong law of large number has four elementary steps: (i) the rep-
resentation formula (2.13) of the capacity of the sausage in terms of a probability of
intersection of two sausages, (ii) a decomposition formula as we divide the time period
into two equal periods, and iterate the latter steps enough times (iii) an estimate of the
variance of dominant terms of the decomposition, (iv) Borel-Cantelli’s Lemma allows
us to conclude along a subsequence, and the monotony of the capacity which yields
the asymptotics along all sequence.

Since all the technicalities have been dealt before, we present a streamlined proof.
We only give the proof when the radius of the sausage is equal to one, as the same
proof applies for any radius.

The decomposition. We letr = r(t) = 4/t - log t. When dealing with the random set
W110, ¢], (1.7) holds only on the event {W1[0, ] C B(0, r)}, and yields

Cap (Wq[0, t]) = Cap <W1 [0, %]) + Cap <W1 [% t])
— % <W1 [0, %] Wi [% t])
(i)

2 2

What is crucial here is that Cap(W{[0, %]) and Cap(W; [%, t]) are independent. We
iterate the previous decomposition L times and center it, to obtain (with the notation
X = X — E[X]), on the event {W[0, t] C B(0, r)},

Cap(W] [Oa t]) = S(tﬂ L) - E(ta L7 r) - T(t7 La r)’ (61)
where S(t, L) is a sum of 2% i.i.d. terms distributed as Cap(W[0, £/2%]), where

L 2[71
2i =2 2i—1 2i —1 2i
C‘J(Z,L,V):szr (Wl |:2—£f, 2—eli|,W1 |:2—€t’ 2—[fj|>, (62)

=1 i=1
and
L 2! . . . .
T Lr=) Y & (Wl [mz_zzt %z} Wi |:212—th ;t]) . (6.3)
=1 i=1

In both (6.2) and (6.3), the second sum (with £ fixed) is made of independent terms.
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Variance estimates. We choose L such that (logz‘)4 <2L < 2(log 1%, so that L is
of order loglog . Let now ¢ > 0 be fixed. By (2.9) and Chebychev’s inequality, for ¢
large enough,

IP’(ICap(Wl [0, D] > 8L> < P(W1[0,1] £ B(0,r))
logt

P . — t

IP’<|S(t,L) S L. > fL)
2logt

P t
¢cllogn? +IP’(|T(¢ L.r)|> 5—1 >

svar(S(t, L)) + var(E(z, L, r))
) 8242

+ 8(logt
6.4)

Then we use the triangle inequality for the L2-norm and the Cauchy—Schwarz inequal-
ity, as well as Proposition 5.4 [see also (5.5)], to obtain

L 5 8 0
t“ - (loglogt log log ¢
var(E(t, L,r)) < CL - E :2671 (loglogt)” _ Cs? (loglogt)

22 ot = ot Y

To deal with var(S(z, L)), we can use Proposition 4.1 which gives a constant C > 0,
such that for any ¢ > 2

t2

2 -
E[Cap(Wl[O, 1) ] =C (log1)?’

Thus there exists a constant C’ > 0, such that for ¢ large enough,

croL @2 2

var(Sp(1)) < C log2(1/2L) (log1)6”

(6.6)

The term Y is controlled by invoking Lemma 2.2, and using that ¢, (A, B) < Cap(AN
B). Since it is the sum of at most L2% such terms, we deduce

var(Y(r,L,r)) < E[T(I,L,r)z] = OL2 1ogn?) = O(logn'?), (6.7)

so that

1 12
<‘T(r 2 r)‘ - 5@) 0(("%2’) ) 6.8)
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Plugging (6.5), (6.6) and (6.8) into (6.4), we obtain

t (loglog 1)’
P <|Cap(wl [0, 1) — E[Cap(W1[0, )] | > 8@> =0 (—(log,)z ) :

From Subsequences to SLLN. Consider the sequence a, = exp(n>/4), satisfying that
an+1 — a goes to infinity but a, 11 — a, = o(a,). Since the previous bound holds for
all ¢ > 0, by using Borel-Cantelli’s lemma and Proposition 3.1, we deduce that a.s.

Cap(W1[0, an)

nbo E[Cap(W/[0, a,])] =1 ©9)

Let now ¢t > 0, and choose n = n(t) > 0, so that a, <t < a,+1. Using that the
map ¢t — Cap(W([0, ¢]) is a.s. nondecreasing (since for any sets A C B, one has
Cap(A) < Cap(B)), we can write

Cap(W1[0.an])  _  Cap(W1[0.7]) _ Cap(Wi[0. an1])
E[Cap(W1[0, an1])] — E[Cap(Wi[0,7])] ~ E[Cap(W[0,a,])]

(6.10)
Moreover, applying Proposition 3.1 again gives

E[Cap(Wi[ay. any11)] = E[Cap(W1[0, apy1 — ay])] = O ( il Z e )

log(an+1 —ay)
()
= 0 .
loga,,

Then using that for any sets A and B, one has Cap(A) < Cap(A U B) < Cap(A) +
Cap(B), we deduce that

E[Cap(W1[0, ay+1])]
mm
n— 00 E[Cap(W1 [0, an])]

)

which, together with (6.9) and (6.10), proves the almost sure convergence.
The convergence in L? follows from the boundedness result proved in Sect. 4, see
Remark 4.2. O
Finally we note that the bound on the variance (1.6) follows from (6.1), (6.5), (6.6)
and (6.7).
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