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TIME SPENT IN A BALL BY
A CRITICAL BRANCHING RANDOM WALK

BY AMINE ASSELAH & BRUNO ScHAPIRA

Agstract. — We study a critical branching random walk on Z%. We focus on the tail of the
time spent in a ball, and our study, in dimension four and higher, sheds new light on the recent
result of Angel, Hutchcroft and Jarai [AHJ21], in particular on the special features of the critical
dimension four. Finally, we analyze the number of walks transported by the branching random
walk on the boundary of a distant ball.

Résumi (Temps passé dans une boule pour une marche aléatoire branchante critique)

Nous étudions la queue de distribution du temps passé dans une boule par une marche
aléatoire branchante critique. Notre étude apporte un éclairage nouveau aux résultats récents
de Angel, Hutcroft et Jarai, en particulier sur le cas de la dimension 4. Enfin nous étudions
également le nombre de particules déposées sur la frontiére d’une boule.
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1. INnTRODUCTION

In this paper we study a critical branching random walk (BRW) on Z¢. Whereas

the study of the volume of the range of random walks is a central object of probability
theory, the range of branching random walks, in dimension larger than one, stayed in

MATHEMATICAL SUBJECT CLASSIFICATION (2020). — 60G50, 60J80.
Keyworps. — Branching random walk, local times, range.

The authors acknowledge support from the grant ANR-22-CE40-0012 (project Local).

e-ISSN: 2270-518X http://jep.centre-mersenne.org/


http://jep.centre-mersenne.org/

1442 A. Asseran & B. Sciapira

the shadows. Quite recently, Le Gall and Lin [LGL15, LGL16] proved limit theorems
for the volume of the range, say R, of a random walk indexed by a Galton-Watson
tree conditioned on having n vertices, as n goes to infinity. In particular they dis-
covered that in dimension five and larger, R,, scales linearly, whereas in dimension
four it scales like n/log(n), and in dimension three and lower it scales like n%/4. Thus
with BRW one recovers the well-known trichotomy for the asymptotic behavior of the
range of a simple random walk, going back to Dvoretzky and Erdds [DE51], except
that the critical dimension is now equal to four instead of two. Later, Zhu in a series
of works [Zhul6a, Zhul6b, Zhul9, Zhu21] extended part of Le Gall and Lin’s analysis
to general offspring and jump distributions, and most notably brought into light the
notion of branching capacity, which is associated with BRW just as the electrostatic
capacity is associated with random walk. Lalley and Zheng [LZ11], analyzed the occu-
pation statistics at a fixed generation of the tree, and observed similar behaviors as
for a simple random walk. Angel, Hutchcroft and Jarai in [AHJ21] studied the tail
of the local times for the full tree, and discovered that the tail speed is exponential
above the critical dimension (dimensions five and higher), but stretched exponential
in the critical dimension four, a fact which does not have natural counterpart in the
random walk setting. One of our motivation for the present paper is to bring some
light on this remarkable observation, and in particular explain the tail behaviour
in dimensions four and higher. When [AHJ21] follows a moment method, rooted in
statistical mechanics, our approach is probabilistic, and aims at developing an ana-
logue of excursion theory so useful to analyze random walks. Finally, to emphasize the
recent vigor of BRW studies in high dimensions, let us mention [BC12, LSS24] dealing
with recurrence and transience of a discrete snake, some recent results on the electro-
static capacity of the range of a BRW [BW22, BH22, BH23], and others on branching
interlacements [PZ19, Zhul8], or on the range of tree-valued BRWs [DKLT22].

Here, we consider one Euclidean ball centered at the origin, and study two objects:
(i) the tail of the time spent in this ball when the BRW starts at the origin; (ii) the
tail of the (rescaled) number of walks hitting the ball, when the BRW starts from far
away.

To state our results, let us introduce the needed notation. We let T be a critical
Bienaymé-Galton-Watson tree (BGW tree for short), whose offspring distribution has
a finite exponential moment. Consider {S,,u € T} an associated tree-indexed random
walk, which we view alternatively as a branching random walk, where time is encoded
by the tree T and whose jump distribution is the uniform measure 6 on the neighbors
of the origin. In other words, independent increments {X(e)} are associated to the
edges of the tree, and if [, u] is the sequence of edges between the root @ and vertex u,
then

Su=Sz+ Y X(e).
e€(D,u]
When z € Z%, we let P, be the law of the BRW starting from z, i.e., conditioned on
{Sz = 2z}, and simply write P when it starts from the origin. Given A C Z¢, we define
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the time spent in A by the BRW as
br(A) =) " 1{S, € A}.
u€T

Let B, := {z € Z¢ : ||z|| < r}, where ||| denotes the Euclidean distance, and write
O(f(t,r)) for a function which is uniformly bounded from above and below by f,
up to multiplicative positive constants (that may depend on the dimension). Our
main result reads as follows.

Turorem 1.1. — One has uniformly inr > 1, and t > 1,
exp(—O(t/r")) ifd>5,

) X exp(=O(\/t/rY)) ifd=4,
(1+t/r)=2/4=D  4fd=1,2,3.

1

Note that when ¢ is of order r¢, then in the exponential we obtain a factor which is
of order 7%, in dimension 5 and higher, that is of the same order as the branching
capacity of the ball B,, as shown in [Zhul6a]. This is not merely a coincidence, and
a more general result in this direction has been shown in the recent paper [ASS23].
On the other hand, it remains an interesting open problem to prove the existence of
a limiting constant, in front of the ¢/r* in the exponential.

Remark 1.2 In fact the result in dimension 1 and 2 holds under the weaker assump-
tion that the offspring distribution of the BGW tree has only a finite second moment,
and a finite third moment in dimension three, instead of a finite exponential moment.
Moreover, the proof in dimension 1,2,3 can be done the same way as in [AHJ21],
using a simple moment method.

Heuristics. Let us explain at a heuristic level the difference between dimension four
on one hand and five and higher on the other hand. In the latter case, to occupy B,
a good strategy for the BRW is to produce waves, which go from the boundary 0B,.,
up to the boundary of a larger concentric ball, say 0Bs,., and back to B,.. Furthermore,
(i) each wave starting with order > BRWs hits the other boundary with order r?
particles, at a constant cost; and (ii) when a single BRW starts on dB,., it spends
typically a time 72 in B,.. Thus t/r* waves typically produce a local time ¢ in B,., and
the cost is that of creating these t/r* waves.

In dimension four, the situation is drastically different: conditioned on coming from
a distance R, a BRW typically brings 72 - log(R/r) particles on the boundary of B,,
so there is some advantage to coming from far away (the log(R/r) factor is absent
in d > 5). This can be seen by saying that the process conditioned on hitting B,
has a single spine from which critical BRWs grow. We show that a correct scenario
(see Figure 2 in Section 10) consists in producing log(R/r) spines, bringing a total
number of particles of order 72 - log?(R/r) and we equate this order with ¢/72 to get
the desired stretched exponential cost.

JIEP. — M., 2024, tome 11



1444 A. Asseran & B. Sciapira

We note that the idea of using waves to study the tail of the local time distribution
was also found useful in the recent paper [BHJ23], which studies the thick points of
branching Brownian motion and branching random walks.

Theorem 1.1 generalizes the analysis of [AHJ21], and its proof follows a probabilis-
tic method. In this proof, we encounter many interesting objects whose exponential
moments are studied, and they do present interest on their own. In order to present
these additional results, we now define more objects. For a subset A C Z<, let T(A)
be the set of vertices of T at which the BRW is in A, as well as at all its ancestral

positions. In other words,
(1.1) TA):={ueT:8, €A, forall v<u},

where we write v < u if v is an ancestor of u (by which we include the case v = u). Also,
the set of vertices corresponding to hitting times of A, called here frozen particles,
is denoted as

(1.2) nA):={ueT:8, €Aand S, ¢ A for all v < u},

where by v < w we mean that v is an ancestor of u, which is different from u. Our
main new estimates concern the exponential moments of the number of frozen particles
during each wave. There are two distinct problems as whether we deal with starting
points inside the ball, or outside it; the latter problem being the technical core of this
paper.

Our first result concerns the case of a starting point lying inside the ball B,., and we
freeze walks as they reach its outer boundary 0B,. The result holds true irrespective
of the dimension. For simplicity we write 7, := n(9B,).

Turorem 1.3. — Assume d > 1. There exist positive constants ¢ and Ao (only depend-
ing on the dimension), such that for any 0 < A < Ao, and any r > 1,
(1.3) sup Ex[exp()\|nr|/rz)} < exp(eA/r?).
zeB,

Moreover,
(1.4) sup E, [exp()\|77r|/r2) | e # @] < exp(cA),

z€B,
and
(1.5) sup E, [exp()\|7]r|/r2)} < exp (A + cA?/r2).

IGBT/Q

Actually (1.4) easily follows from (1.3), once we know that the probability for
the BRW to exit B, starting from a point inside B,, is at least of order 1/r2, see
Lemma 3.8. On the other hand, (1.5) follows from (1.4), once we know that the former
probability, starting from a point in B, /; is at most of order 1/72, see Proposition 3.11.

Thus the heart of the matter is to prove (1.3). For this, we first show an analogous
estimate for the total time spent inside the ball B, by a BRW killed on its bound-
ary, whose set of particles is given by T(B,), see (1.1) and Proposition 1.4 below.
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TIME SPENT IN A BALL BY A CRITICAL BRANCIHING RANDOM WALK T/|/|5

Then we observe that |n,.| and |T(B,.)| are linked via some natural martingales whose
exponential moments are controlled by those of |T(B,.)|.

Prorosition 1.4. — Assume d > 1. There exist positive constants ¢ and \g, such that
forany 0 < A< Ao, and any r > 1,

sup E, {exp ()\|‘J'(B,«)|/7"4)} < exp(er/r?).

z€B,

In fact we prove a slightly stronger result in Proposition 9.1, which provides an
important additional factor 1/r2 in the tail distribution, needed in the proof of The-
orem 1.1.

To conclude the proof of Theorem 1.1, we need to control the exponential moments
of ||, when starting from a point outside B,.. This part is delicate, and this is where
the role of the dimension comes into play. Roughly, the reason for this is that it
could happen that many particles would freeze on 0B, only after doing very large
excursions away from it. In dimension five and higher the price to pay for these large
excursions is too expensive for playing a significant role. As a consequence one can
deduce a result which is similar to Theorem 1.3. Let us however emphasize the factor
(1 — ¢) appearing in (1.8), which comes from the transience of the random walk in
dimension three and higher, and which guarantees that only a finite number of waves
matter.

Tueorem 1.5. — Assume d > 5. There exist positive constants ¢, 1o and Ao (only
depending on the dimension), such that for any 0 < XA < Ao, any r = 19, and x € BS,,
(1.6) E, [ exp(Aln|/r%)] < exp(er/|2]]%).
As a consequence,
(1.7) sup E, {exp()\\nr|/r2) ’ . & @} < exp(c)),

rEOBa,

and there exists € € (0,1), such that for any r = rg, and any 0 < A < Ao,

(1.8) sup E, [exp (Ane|/7?)] < exp (M1 —¢)/r?).
rEOBa,

We note that the restriction r > rg in the above theorem could be dropped and
replaced by 7 > 1, at the cost of some mild additional work, but since we shall not
need it, we refrain from giving more details.

In dimension four, the situation is more subtle, and large excursions start to play
a decisive role. In particular, one can show that all exponential moments of |n,|/r?
are infinite, when starting for instance from dBs,.. Thus one needs to consider instead
a truncated version of 7, and renormalize it conveniently. We do this here, by killing
the BRW once it reaches some large distance. To formulate our result, we define the
deposition on B, of trajectories which remain in By for R > 2r:

Nr,R = Tir N (-T(BR)

JIEP. — M., 2024, tome 11



1446 A. AsserLan & B. Scriapira

In other words 7, g is the set of vertices of T(Bg) corresponding to hitting times
of 0B,.. Then, we obtain the following.

Turorem 1.6. — Assume d = 4. There exist positive constants ¢, rq and \g, such that
for any 0 < A< Ao, anyr =19, R > 2r, and all © € B \ B,
)‘|77r R| cA
19 [ (Frogtar)] < (Fioatar)
(1.9) P2 log(R/r) /1 S P a2 10g(R/r)
Furthermore, if R >
/\|77r R|
1.10 su Ex{ex (7) ‘ - @} < exp(e),
(1.10) S P Zhog(r/ry) | T # p(cA)
and there exists € € (0,1), such that
Al r| Al —¢)
L B, Joxp (2] )] < (209 )
() B o (et <o (ogian

Here as well, we note that the restriction r > rg could be dropped and replaced by
r>1.

These estimates allow to consider starting points which are not contained in the
ball (equivalently balls not centered at the origin). For instance when d > 5, then
uniformly in » > 1, ¢ > 1, and ||z|| > 2r,

P.(ls(B,) >t) = @(rd*4/||x||d*2) X exp ( — @(t/r‘*))‘
Similar estimates could be proved when ||z|| < 2r, depending on the value of ¢, and
the same could also be done in lower dimension.

The rest of the paper is organized as follows. Section 2 sets the notation and recall
some basic results. Section 3 deals with some moment bounds for a Bienaymé-Galton-
Watson process. We also recall there the spine decomposition of the BRW obtained
by Zhu, and give bounds for the small moments of |7,.| both when the starting point
lies inside and outside the ball. Section 4 deals with Theorem 1.1 in low dimensions,
and Section 5 deals with the exponential moments of the size of the localized BRW,
as presented in Proposition 1.4. Theorem 1.3 is proved in Section 6. The technical
heart of the paper spreads over three sections: Theorem 1.5 dealing with d > 5 is
proved in Section 7, Theorem 1.6 dealing with d = 4 is proved in Section 8, and the
conclusion of the proof of the upper bounds in Theorem 1.1 for d > 4 is explained in
Section 9. Finally, the lower bounds in high dimensions are given in Section 10.

Acknowledgements. — We would like to thank Ofer Zeitouni for many stimulating
and enthusiastic discussions at an early stage of this work.

2. NOTATION AND BASIC TOOLS

We let T be a Bienaymé-Galton-Watson tree (BGW for short), with offspring dis-
tribution some measure p on the set of integers. Throughout the paper we assume
that p is critical, in the sense that its mean is equal to one, and that it has a finite
variance, which we denote by 2. When dimension is three, we assume furthermore
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TIME SPENT IN A BALL BY A CRITICAL BRANCIHING RANDOM WALK T/|/|7

that it has a finite third moment, and in higher dimension we assume that it has some
finite exponential moment. For u € T we let &, be its number of children, so that

E[¢.) =1, Var(¢,) =02 foraluecT.

We denote the root of the tree by @. We write |u| the generation of a vertex
u € T, i.e., its distance to the root of the tree. We let u A v be the least common
ancestor of u and v, i.e., the vertex at maximal distance from the root, among the
ancestors of both u and v. For n > 0, we let Z,, be the number of vertices at gen-
eration n; in particular by definition Zy = 1 (the process {Z, }n>0 is often called a
BGW process, or sometimes just a Galton-Watson process in the literature). We also
let Ty, := {u € T: |u| < n}. It follows from our hypotheses on u, that for any n > 1,
one has

(2.1) E[Z,] =1, and Var(Z,)=no>.
We also recall Kolmogorov’s estimate (see [AN04, Th.1 p.19]):
(2.2) P(Z, #0) ~ az—n, as n — oo.
Recall the definition (1.1) of T(A), for A C Z%, and for n > 1, set
(2.3) Zn(A) ={ueTA): |ul =n}.
We define the outer boundary of a subset A C Z% as
OA :={z € A°:Jy € A with ||y — z|| = 1}.

We let (X.). be a collection of independent and identically distributed random vari-
ables indexed by the edges of the tree, with joint law the uniform measure on the
neighbors of the origin in Z¢ (for a formal construction, see for instance [Shil5]).
Then we define the branching random walk {S,,, u € T}, as the tree-indexed random
walk, which means that for any vertex u, S, —Sg is the sum of the random variables X,
along the unique geodesic path from u to the root. We write E the expectation with
respect to the BRW. We let P be the law of the standard random walk (which we
shall also abbreviate as SRW) {5, },,>0 on Z9, starting from the origin. For z € Z,
we let P, be the law of the SRW starting from x. For r > 0, we denote by H,. the
hitting time of B,., for the SRW:

(2.4) H.:=inf{n>0:5, € 0B,}.

If d > 3, we let G be the Green’s function, which is defined for any z € Z?, by
G(z) => P(S, = 2).
n=0

We recall that under our assumption on the jump distribution, there exists a constant
ce > 0 (only depending on the dimension), such that (see [LL10, Th. 4.3.1]):

(2.5) G(2) = ca - ||zl + O(ll=[79).

JEP — M., 2024, lome 11



1448 A. AsserLan & B. Scriapira

Furthermore, the function G is harmonic on Z? \ {0}, in the sense that for all =
different from the origin, G(z) = E.[G(S1)]. As a consequence, using the optional
stopping time theorem, we deduce that for some positive constants ¢ and C, one has
for any r > 1 and any = ¢ B,.,

crd=2 G(z) G(z) Cri=2
z[[4=2 ~ sup.eop, G(2) inf.com, G(2) ~ [af*=2

As in [AHJ21], we shall also make use of Paley-Zygmund’s inequality, which asserts

that for any nonnegative random variable X having finite second moment, and for
any € € [0,1),

(2.6) < Px(Hr < OO) <

(1-¢)?-E[X]?
2. P(X 2 cEX]) > ——————
(27) (X > BX]) > g
A useful variant of (2.7), which comes after a little algebra reads
(1-¢)?-E[X]?
2. P(X>e - EX|X >

Finally, given two functions f and g, we write f < g, if there exists a constant C' > 0,
such that f < Cg, and similarly for f 2 g.

3 . PRELTWIN/\RY RESULTS

3.1. ExronenTIAL MOMENTS FOR THE BGW prOCESS. In this subsection, we prove
two elementary facts on the BGW process. Recall that we assume the offspring dis-
tribution p to have mean one, and some finite exponential moment. Our first result
shows that some exponential moment of Z,/n is finite, conditionally on Z, being
nonzero (which is also known to converge in law to an exponential random variable
with mean one as n goes to infinity, see [AN04, Th. 2 p. 20]).

Lemva 3.1. — There exist A > 0, such that
sup E[exp(AZ,/n) | Zn # 0] < oo.
n>=1

Note that the result is not new, and much stronger results are known, see for
instance [NV75, NV03], but for reader’s convenience we shall provide a direct and
short proof here.

Proof. — Note that by (2.2), there exists ¢ > 0, such that for all n > 1,
E[exp(AZ,/n)] — 1

P(Z, #0)
<1+ cn (E[exp(AZ,/n)] —1).

E[exp(AZn/n) | Zn #0] =1+

Thus it suffices to show that for some positive constants ¢ and )\, one has for all
A< g, and all n > 1,

(3.1) ¢n(A) :=E[exp(AZ,/n)] <exp (/\ + C/\2>.
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TIME SPENT IN A BALL BY A CRITICAL BRANCIHING RANDOM WALK I/|/|()

We prove this by induction over n. Note that the result for n = 1 follows from the
fact that Z; is distributed as p, which has a finite exponential moment by hypothesis.
Indeed, this implies that for some ¢y > 0, and all A small enough,

©1(A) =E[exp(AZ1)] < 1+ A+ NE[Z] exp(AZ1)] < 1+ X+ oA < exp(A + coA?).

Now assume that (3.1) holds true for some n, and let us show it for n+ 1. Recall that
conditionally on Z,, Z, 1 is distributed as a sum of Z, i.i.d. random variables with
the same law as Z;. Therefore, plugging the above computation yields

erer 0= 5[ (222 )] =l (27) ] <o (20 + o)

Note that the induction hypothesis reads also as nlog ¢, (A) < A + cA?. Then

n+1 n n An A2n N2
1)1og gns1(N) < ( A A2 ( ) )
(n+ Dlogenn() € == (777 +co(n+1)2 T T e
A3 A
+1 +c—— I /\2+2660—+cco 2
_ )\3 )\4
<A+ce)?— 70)\2 + 2¢ccg— + ccg—.
n+1 n n2
Thus if we choose ¢ = 2¢y, and A small enough so that for any n > 1,
1 1
st 220 N <,
n?2
one obtains )
A+ cA
<o (A1),
Pnt1(A) < exp ntl
This establishes the induction step, and concludes the proof of the lemma. O

Our second result concerns the exponential moments for the total size of the BGW
tree, up to some fixed generation, and is proved along the same lines.

Lemma 3.2. — There exist positive constants ¢ and g, such that for any X € [0, Ao],
and any n > 1,

2

E[exp()\|‘3'n|/n2)] < exp ()\ +eA )

Proof. — We prove the result by induction on n > 1. The case n = 1 has already
been seen in the proof of Lemma 3.1, and only relies on the fact that Z; has a finite
exponential moment by assumption. Assume now that it holds for some n, and let us
prove it for n + 1. Since conditionally on Zi, |Tp,41| is the sum of Z; i.i.d. random
variables distributed as |T,,|, we deduce from the induction hypothesis, that for some ¢
and Ag one has for all A < Ag,

E[eXP(&I?TI) | 2] < p(An/(”+1)2‘221(n/(n+1))321>

()\ +cA n—+)\{(n+ l)Zl).

< exp
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1450 A. AsserLan & B. Scriapira

Integrating now both sides over Z, and using the result for n = 1, gives

e (75552)]

< A+ cA2 =N/ (n+1)+cA+cA)?2/(n+1) +cA?/(n+1)3

<em e )
A+ ed?Z — (A =2eA2 4+ 0(A\3))/(n+1)

iexp( n+1 )’

and the right-hand side is well smaller than exp((A + ¢A?)/(n + 1)), provided A is
small enough. This concludes the proofs of the induction step, and of the lemma. [J

3.2. Seine pecomposiTiON FOR THE BRW. — We present here a spine decomposition
of the BRW conditioned to hit a set, which was introduced by Zhu to derive upper
bounds on hitting probabilities, see [Zhul6a, Zhu21l]. We shall use it also later for
proving the lower bound in Theorem 1.1 in dimension four.

Following the terminology of [Zhul6a, Zhu21], an adjoint BGW tree is a BGW tree
in which only the law of the number of children of the root has been modified, and
follows the law fi, given by 7i(i) := ., u(j), for i > 0. The associated tree-indexed
random walk is the adjoint BRW. Then we define k (z), for x € Z¢, as the probability
for an adjoint BRW starting from « to hit A. Now, given an integer n and a path
v :{0,...,n} = Z¢, we define, with |y| = n,

ly|—1

(3.2) pa() = [T 0 +1) =7(0) - (1 = ka(x(0))),
=0

where we recall that 6 is the uniform measure on the neighbors of the origin. In other
words, pa(y) is the probability that a SRW starting from ~(0) follows the path ~y
during its first n steps, when it is killed at each step with probability given by the
function ka at its current position.

We next define the probability measures {{5 }.eae on the integers by

wi(m) = Zu(ﬁ +m+ 1)rA(z)Z/(1 —ka(z)), forallm >0,
£20

where 74 (2) is the probability that a BRW starting from z does not visit A, condition-
ally on the root having only one child. We call biased BRW starting from z, a BRW
starting from z, conditioned on the number of children of the root having law p3.

Furthermore, a finite path + is said to go from x to A, which we denote as y:z— A,
if for n = |y|, v(n) € A, and (i) ¢ A for all i < n. In other words this simply
means that the path v is defined up to its hitting time of A (note that it includes
the possibility that n = 0 and v(0) € A). We shall also later write for simplicity
v :x — y, when A is reduced to a single point y. Moreover, if A C A, we write
v : A — A when the path v is such that v(0) € A, and v goes from v(0) to A. Then
given x € Z4, and v : © — A, we call y-biased BRW, the union of v, together with for
each i € {0,...,|v| — 1}, a biased BRW starting from +(7), independently for each i,
and starting from ~(n) some usual independent BRW.

JE.P — M., 2024, tome 11



TIME SPENT IN A BALL BY A CRITICAL BRANCIHING RANDOM WALK I/|51

We are now in position to describe the law of the BRW starting at some = € Z%, and
conditioned on hitting A. For simplicity, we restrict ourselves to the part which inter-
sects A, since this is the only one that is needed here. On the event {¢5(A) > 0}, one
defines the first entry vertex, as the smallest vertex u € T in the lexicographical order,
for which S, € A. Then, denoting by % the unique geodesic path in the BGW tree
going from the root to the vertex u, we let I' = I'(T) be the path in Z%, made of the suc-
cessive positions of the BRW along that path. Thus if W= (up = D, u1,. .., U, = u),
with n = |ul, then

= (Sg = x,Sul,...,Sun).

Note that by definition I' is a path which goes from x to A in our terminology. The
following result comes from [Zhu21, Prop. 2.4].

Prorostrion 3.3 ([Zhu21]). — Assume d > 1. Let A C Z¢, and x € Z¢ be given.
(1) For any path v :x — A, one has
PI(F = ’)/,@‘]'(A) > O) = pA(V).
(2) Furthermore, conditionally on {I' =, ls(A) > 0}, the trace of the BRW on A
has the same law as the trace of a y-biased BRW.

The product formula (3.2) defining pa implies that T satisfies the (strong) Markov
property, in the following sense. Given z € Z¢, we define a probability measure P} on
the set of paths v:x — A, by

PA(’Y) o Zw’:z%ApAQy,)’

which is nothing else than the law of I', conditionally on the event {{5(A) > 0}. For
convenience, we also set P%(v) = 0, if v is not a path that goes from x to A. Then
we can state the Markov property as follows (we only state a particular case, but the
same would hold for any stopping time).

CoroLrary 3.4. — Let A\CACZ?, and x € Z% be given. Let 74 :=inf{i > 0:T'(i)€ A}.
Then for any path v: A — A, one has

PE((0(7a)s ) =7 IT(O),... . T(7a)) = PL" ().

Proof. — Tt suffices to notice that by (3.2), for any path vy :  — v(0), writing v o~
for the concatenation of vy and v, one has

PE((T(7a); ) = 7| (D(0),.- D)) = 0)

_ pA(’YO’YO> Z'y’::r%ApA(’}/)
Z’y’:ax—}/\ pA(’Y’) pA(’YO) Z'y”:'y(o)—ﬂ\pl\(,y”)
_ pA(y) - pa(r0) _ POy, 0

pA(’YO) ny”:’)/(O)—}A bA (’Y”)
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3.3. Hrrring ProBasivity Lower Bounps. Here we derive rough lower bounds for
the hitting probabilities of balls, using a second moment method. The result is as
follows (recall (1.2)):

Lemma 3.5. — There ezists a constant ¢ > 0 (only depending on the dimension), such
that for any r > 1 and x ¢ B,
pd—4
a3 ifd>5
Py(|n,] > 0) = c-{ [lzl|47?
ifd=4

[l]|* log(1 + [l /r)

Remark 3.6. — Note that in dimension five and higher the result follows from

[Zhul6a], which proves as well an upper bound of the same order. We include a short
proof here, for the reader’s convenience. In dimension four, a more precise asymptotic
is proved in [Zhu21] in case r = 1 (see also [Zhul9] for a rough upper bound still in
the case r = 1).

Remark 3.7. We shall also use this lower bound in dimension four for a biased
BRW. In this case the result follows immediately from the lemma, and the fact that
a biased BRW has a probability bounded from below to have at least one child, from
where starts a fresh usual BRW.

Proof. — Recall that we denote by H, the hitting time of 9B, for a standard random
walk. One has, using (2 6) for the last inequality,

[l 1] ZE [zlu\ e}

= Z]E =n) = Py(H, < 00) 2 (r/[))"

Now we bound the second moment. Recall that by definition, if v € 7,, then none
of its descendant can be in 7,. Thus summing first over all possible w € T and then
integrating over all possible u # v, with u A v = w (and necessarily both v and v
different from w), gives (recall the notation (2.3))

E, [In:2] = Po(Hy < 00) + 3 Ba | Suez, (08,)0) Ewl€w — DPs, (Hy < 00)?]
k=0

oo
=P, (H, < o0) +022E79{Zw€2k((83 ey P, (Hy < 00)2}
k=0

<P, (H, < 0o +U2Z1E [Zw:k 1{S, ¢ 0B,} - Ps, (H, < oo)2]

< (r/|lz])?2 + 22 S g, [ 15 ¢ 0B:}
3B

[| Sk ||2(@=2)
d
T .
d—2 2(d—2) (z —x) < W ifd> 5,
— el s 3 CECa) T
o o +lo(1 4 all/r) ifd =4
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The result follows using that by Cauchy-Schwarz inequality,

2
E;[[n:]
Bl > 0) > el 0
E, [|777'| ]
The next result holds in any dimension.
Lemma 3.8. — Assume d > 1. There exists a constant ¢ > 0 (only depending on the

dimension), such that for any r > 1,

i > c/r?
aclean,. Pe([ne| > 0) = ¢/r

Proof. — The proof is similar to the previous lemma. Note first that for any « € B,,
E.[|n-]] = Pe(H, < 00) =1,

and as before,

Eo[[nr?] 1402 Po(H, > k) =1+0"E,[H] <0
k=0
The result follows. O

Finally we state a result concerning the first and third moments of |n,|, when
starting from 0B,

Levma 3.9, — Assume d > 1.
(1) For any x € BE, one has B [|n,|] = P, (H, < 00). In particular, when d > 3,
there exists € > 0, such that for any r > 1,
sup Eglln]] <1-e
xE@Bzr
(2) Assume d > 4. There exists C > 0, such that for anyr > 1,
sup Ew[|n,.|3] < Ort.
rE€0Ba,
Remark 3.10. — The last point of the lemma can be understood, by considering that
starting from 0Bay,., the probability to hit OB, is of order 1/r2, and conditionally on
hitting it, the number of frozen particles |n,| is typically of order r2. This reasoning
would apply also to all other moments of fixed order, but the third moment will suffice
for our purpose.

Proof. — We start with the first point. The equality E,[|n.|] = Py(H, < co) has
already been seen in the proof of Lemma 3.5. Then the fact that if ||| > 2r, this
quantity is bounded from above by some constant smaller than one, in dimension
three and higher, follows from (2.5) and (2.6).

Let us prove the second point now. When we sum over triples, say (u,v,w) € n,,
we distinguish two cases. Either at least two of them are equal, and we just bound
the corresponding sum by three times the second moment of ||, or the three points
are distinct. In the latter case, we again distinguish between two possible situations:
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either, uAv = uAw, or uAv # uAw. In both cases, by summing first over (uAv)A(uAw)
yields, for any « € 0Bs,, (recall the notation (2.3)),

(3.3) Egu[lnel*] < 3Eq[|ne|’]

+ ZE [ wezn((0B,)°) §ul&u — 1)(€u = 2)Ps, (Hy < 00)3}

+ Z]Ew [ZuGZk((aBT)C) §u(§u — 1)Ps, (Hr < 00) - Eg, [lmﬂ}

Next, using (2.6) we get
Z]Ex [Zuezk((aBT)c) §ulu — V(6w — 2)Ps, (H, < 00)3}
k=0

3(d—2) = 1{Skx ¢ B }} 3(d-2) G(z —x)
<o LB g 2 s <O
Finally for the last sum in (3.3), we use the computation from the proof of Lemma 3.5,

in particular the fact that the second moment of |n,| is O(r?), when starting from
x ¢ B,.. This yields the upper bound

22 1{Sy ¢ B,} i Gz — 1)
ZE [ 1Sx|2@2) log(1 + ||Sk||/7“)} <Cr %; BRG] log(1 + ||z]|/7)
< Crt,

concluding the proof of the lemma. O

3.4. HitTING PROBABILITY UPPER BOUNDS. — In this section we provide upper bounds
for hitting probabilities of spheres, which are of the same order as the lower bounds
obtained previously.

The first result considers hitting probabilities of a sphere, starting from inside the
ball. The result is not new, in particular it was already proved in [Zhul6a, Prop. 10.3]
under only a first moment hypothesis on the offspring distribution (and mild condition
on the jump distribution of the walk). For completeness, we provide here an alternative
proof, which however requires a finite second moment of the offspring distribution.
We also mention [Kes95] which proves similar results.

Prorosition 3.11 ([Zhul6a]). — Assume d > 1. There exists C > 0, such that for
any r =1,

C
sup P.(|n,| >0) < —.
CDGBT/Q r
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Proof. Assume without loss of generality that r? is an integer. We first write for
x € B, /s, using (2.2), that for some constant C' > 0,

7'2

Po(|nel > 0) > Po(Zk # 0, Ziy1 = 0, |0, > 0) + P(Z,2 #0)

k=0
T2 C
< ];)IP’I(Zk £ 0, Zipr =0, |n,] > 0) + =t

Now fix some k& < 72, and note that conditionally on Z, the probability for Z;,; to
be zero is equal to p(0)%*. Then by using a first moment bound, and the fact that
for any vertex at generation k, the probability that the BRW reaches 0B, along the
line of its ancestors is given exactly by the probability for a SRW to reach 0B,., we
get for some constant ¢ > 0,

Po(Z), # 0, Zie1 = 0,|n,] > 0) < E[Zn(0)%+] - Po(H, < k)
<

(3.4) E[Zp(0)7*] - exp(—cr? /k),

where the last inequality is well-known, see e.g. [LL10, Prop. 2.1.2]. Letting fx(s) =
S22 JP(Z), = n)s™, the generating function of Zj, one has

n=0

E[Zen(0)7] = Y nu(0)"B(Zy, = n) = p(0) f(1(0)).

n=0
We claim that for some constant C' > 0 (depending only on ), one has

(35) FL(0)) < 1

Indeed, this follows from the results in [AN04]. First, note that it suffices to prove (3.5)
when k is an even integer, since for any s < 1, and k > 1, f/.(s) = f'(fu=1(s)) fr._1(s) <
fi._1(s). Now the process (Zag)r>o0 is a critical branching process, whose offspring
distribution p’ satisfies /(1) > 0. Hence [AN04, Lem. 2 p. 12] shows that P(Z, = n) <
P(Z, = 1) - mp, for all n > 1, and some constants (m,), in [0,00]. Then [ANO04,
Th.2 p.13] shows that }_ o, nm,u(0)" < oo, and [ANO4, Cor.2 p.23] gives that
P(Zy = 1) < C/k?, for some constant C' > 0, which altogether proves (3.5). Injecting
this estimate in (3.4) and summing over k concludes the proof of the lemma. O

The second result concerns hitting probabilities of a ball starting from a point
outside it.

Prorosirion 3.12 ([Zhul6a, Zhul9]). — There exists C > 0, such that for any r > 1,
and any x ¢ Ba,,

’l“d_4
— ifd>5,
P, (| > 0) <-4 el

lePlog(ial/r) 7 4=%
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Proof. — The result in dimensions at least five is given in [Zhul6a], and the proof in
dimension four is identical to the case r = 1, which is done in [Zhul9]. We leave the
details to the reader. O

Remark 3.13. — We shall also need the result of the proposition for an adjoint BRW.
For this, one can use a union bound, by summing over all the children of the root.
Since the expected degree of the root in an adjoint BGW tree is finite, under the
hypothesis that the offspring distribution has finite second moment, the result for the
adjoint BRW follows from Proposition 3.12.

3.5. Proor or Turorem 1.1 FOR SHORT TIMES. We deal in this section with ¢ < r?.

The upper bound. — We use that {5(B,) coincides essentially with the total size of
the BGW tree T. Indeed, using (2.2) and Markov’s inequality, yields

P(ly(By) > 1) <P(T| > t) KP(Z; #0)+PA+ 21+ -+ Z 5> t)
1 1
< __ 4+ - .ElZ R4

giving the desired upper bound.

<L
Vi

The lower bound. We divide the proof in two steps. We first show that we can bring
of the order of /t particles in B, /2 at a cost of order 1/ Vt, and then we show that
conditionally on this event, the union of the BRWs emanating from these particles
are likely to spend a time ¢ in the ball B,..

Let us start with the first step. Let rq := t'/*/2. Note that by hypothesis 79 < r/2.
By Proposition 3.11, one has for some constant C' > 0,

P(|mw,| > 0) < C/V,
and since E[|n,,|] = 1, we have, for some constant ¢ > 0,
E[lnro‘ ’ 1o | > 0] > C\/£~
Then, by using Paley-Zygmund’s inequality (2.8) (with e = 1/2), and the second

moment estimates in the proof of Lemma 3.8, we deduce that for some constant
p1 > 07

(3.6) Mm»mm>%,
concluding the first step.
Now we move to the second step. Let X := Z\/{/4<k<\/f Zy. We first claim that
for some ¢y > 0 (independent of ¢ and r) we have
Co
vz
Indeed, observe that E[X] > £1/¢, and thus by Kolmogorov’s estimate (2.2), one has
for some ¢ > 0,

(3.7) P(X > cot) >

E[X | X #0] > ct.
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On the other hand, using (2.1), we get
B <vi Y Bz <,
VE/A<i<VE
and (3.7) follows using Paley-Zygmund’s inequality (2.8).
Now, define

Y= > 1{S.eB}
ViE/A|ul<VE
One has for any z € 0B,,,

E.[Y [T = Y  Zi-PAS€B)>0 X,
VE/A<k<VE
with
§:= inf inf P,(Sk € B;) > 0.
z€B, k<r?
On the other hand, by definition one has Y < X, and thus (2.7) gives

IR [y | 7]? 82
42 . > > — . > .
Ez [Y2 ‘ {I] l{X = Cgt} > 1 l{X = Cgt}

Note also that by definition Y < ¢5(B,.). Hence, taking expectation on both sides of
the last inequality and plugging (3.7), gives with ps := 2 /4,

: P2
3.8 f P,(ly(B)) = pot) > —.
(38) bl Pu(tr(B) > pat) > 2

To conclude, notice that, as mentioned at the beginning of the proof, the time spent

P.(Y > codt/2 | T) - L{X > cot} >

in B, is larger than the time spent by the union of the BRWs emanating from the
particles in 7., (which by definition are on 0B,,). Hence, denoting by N a binomial
random variable with number of trials | p;1/Z] and probability of success po/v/t, we get
using (3.6) together with (3.8), for some constant p > 0 (independent of ¢ and ),
P(l(By) > 0) 2 PUa(Br) > b ol > p1vE) 2 BN > 1/p2) - Bl | > p1vD) > 7,
as wanted.

This concludes the proof of Theorem 1.1 in case ¢t < r4. O

4. Proor or TaroreEM 1.1 IN LOW DIMENSION

In dimension one, two and three, the proofs are easier, and only require small
moment estimates, which enables us to use the results from [AHJ21]. More precisely,
in dimension one and two both the lower and upper bounds only require estimates
of the first and second moment, and in dimension three we need an additional third
moment. We define for d € {1,2, 3},

R=(t/r")4=9  and N = R2
Recall that one can assume here that ¢ > ¢, in which case it amounts to show that

P((5(B,) > t) = O(R™2).
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The proof is based on the following result, which is given by [AHJ21, Lem. 4.3]. For
n >0, and z € Z%, write

() = Y 1{S, =}

[ul<n
Levva 4.1 ([AHI21)). — If p is critical and has a finite second moment, then

sup Elfy (2)%] S n.
T€Z?

If additionally u has a finite third moment, then
sup Elf,(2)?] S V.

wez’
As a consequence, writing {x (B;) := > cp {n(T), we get
Elln(B.)?] <N ifd=2,
E[¢n(B,)%] <r9VN if d = 3.
Note also that by linearity, one has when d = 1,
E[(n(B,)] S mVN.
Therefore, for any d € {1,2, 3},

1 E[¢n(B,)4
P(6s(B,) > 1) <P(Zy #0) +B(En(B,) > 1) < - + %
For the lower bounds we use Paley-Zygmund’s inequality (2.8), which we apply

with

<R2

2MN

X :=lun(B,) —tun(B)= Y. > 1{S.€B},

k=MN+1 |u|=k
where M is some well chosen integer to be fixed later. We need the following first
moment bounds: if ¢ > r? (equivalently N > r?),

2M N
Ex]= Y ]E[ 3 1S, € BT}}
k=MN+1 |u|=k
2M N 2M N
= Y E[Z-P(SkeB)= > P(SeB,)
k=MN+1 k=MN+1
N  ifd=1,
2 r? ifd=2,
/N ifd=3.

Note also that P(X > 0) < P(Zyn > 0) ~ 2/0?MN. Thus if M is chosen large
enough, in any dimension d € {1,2,3}, for t > r?,

E[X | X > 0] >t.
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It follows that in dimensions one and two,
P(¢3(B,) >t) >P(X >t) > R %

In dimension three we need to use a third moment asymptotic, due to the presence of
a log term in the second moment. As noticed in [AHJ21, Lem. 4.4], for a nonnegative
random variable with a finite third moment:

(1 _ 5)3/2]E[X]3/2

P(X > ¢E[X | X > 0]) > E[X3]1/2

Applying this with X as above, we get as well P(¢5(B,) > t) = R~2, concluding the
proof of Theorem 1.1 in dimensions one, two and three.

5. Proor or Prorosition 1.4

In this section, we deal with the exponential moments of |T(B,)|/r*. It amounts
to show that there are positive constants ¢ and Ay, such that for any A\ < A\, and any
r>=1,

sup E, [exp ()\\‘.T(BT)|/T4)] < exp(er/r?).
zEB,

Assume without loss of generality that r? € N. Recall the notation (2.3) for Z,,(B,),
and let Z,(B;) := |Z,(B,)|. Then for 0 < j < r?, we define

T] = Z Zir2+j (B,,«)
=0

Note that |T(B,)| = >_._,=» T;, and by Holder’s inequality

g<r

. [T (B)|/r)] = Bu [T o (exp(3T;/52) "
< sup E, [exp()\Tj/TQ)}.

j<r?

(5.1)

Thus, we need a uniform exponential moment on the family {Y;/r?},,2. Recall (2.4)
and note that for any « € B, and k > 0, E;[Z;(B;)] < P, (Ha, > k). Furthermore,
it is well-known that there is p < 1, such that

sup sup Py (Hyr > 1?) < p.
r>1zeB,

It follows from these last two observations that for any r > 1,

sup sup E;[Z;,2(B;)] < sup P,(Hop > 7"2) < p.
j<r?z€B, z€B,

Let Ag be such that the conclusion of Lemma 3.1 holds. Then, using that Z;,2(B,) <

Zj 42, we get for some constant ¢ > 0 (that might change from line to line, and depend
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on \o), that for any A < \g, any j < r? and z € B,
PA
E.[exp(AZ;4,2(B,)/r?)] <1+ =+ NE[(ZF,,2/r") exp(AZj4r2 /77)]

PA
=t cNE[exp(MoZjtr2/1%) | Zjsrz # 0] -P(Zj402 #0)

A A2
,oJrci2
T

<1+

<1+

ﬁ )
where for the last inequality we used (2.2) and Lemma 3.1. We deduce that there
exists (some possibly smaller) A\g, and v < 1, such that for all A € [0, \g], and all
r>1,
(5.2) sup sup E,[exp(AZ;1,2(B,)/r?)] < exp((1 —7)A/r?).
TEDBy j<r?
Now for u € T, and n > 0, we write Z}(B,) for the random variable with the same
law as Z,(B,) but translated in the subtree emanating from vertex u. Note that for
i1,
Zir2+j(BT) = Z w2 (Br).
UEZ(;_1)24;5(Br)
Then (5.2) implies (after successive conditioning) that for A < Ao,
A oo ) D G
(5:3)  Eo|exp (558, Zies(By) — 5= N2 Zaye(B)| < L
The next step is to choose p and ¢ such that ¢>(1 —«) = 1 and 1/p +1/q = 1.
By using (5.3) and applying Holder’s inequality twice, we get that for A < A\o/pq,

Ee[exp(\/r2T,)] = B[ exp(0/r2Z;(B,)) - exp (3 S Zivess(B,)) ]

< (o)) ([ (P2 )

Then (3.1) gives for some constant C' > 0, and A small enough,
A A 1/vp
oo (30)) < (o (22)]) " <
r T
Now, using (5.1), the result follows. |

6. Proor or THEOREM 1.3

First note that as mentioned in the introduction, (1.4) follows from (1.3) and
Lemma 3.8. Indeed, these imply that for some positive constants ¢ and ¢, for all
x € B,, and all A < Ao,

ex r r2 —
S e

<1+ cr?(exp(eA/r?) — 1) < 1+ /X < exp(dN).
We now move to the proof of (1.3) and (1.5). For n > 0, we use the notation

Tn(A) :={ueTA): |ul <n}, and n:={uen :|u <n}
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Recall also the notation (2.3). The main point is to observe that n}" and T, (B,) are
linked via some martingale {M,, }»>0, defined for n > 0, by

M= Y ISullP+ D 18ull? = (1Ta(Bo)] + Iny'])-
u€Zy (Br) u€n}?

The next lemma gathers the results needed about this process.

Lemma 6.1. — The following hold for the process {M,,n > 0}:

(1) it is a martingale with respect to the filtration (Fp)n>0 defined by F, =

O—({‘Tn’ {SU}|U|<R);
(2) furthermore, it converges almost surely towards

Moo := Y ISull® = (IT(B)| + [0, ]).-

ueEN,

Proof. — The second part of the lemma is immediate since almost surely the tree T
is finite, and thus Z,,(B,) = @, for all n large enough. So let us prove the first point
now. Set VM,, :== M, 11— M,, for n > 0, and for u € T, let N(u) be the set of children
of u. Recall that &, = |N(u)| by definition. Then note that

Yoo lsdP= Y Do SP— Yo ISl

UEZp41(Br) UEZp (Br) vEN(u) uenttnr
|Tn+1(Br)| - |(In(Br)| |Z'n+1(Br)|v

Z §u = [Zn41(Br)| + |77:L+1| = |zl
uw€Zy (Br)

which altogether yield
61) VM= > (E-DISJE+ Y USSP - 1),
u€Zn (B,) veEN(u)

The result follows since for u € Z,,(B,), &, is independent of F,,, hence of ||S,], and
moreover, since the jump distribution of S is centered and supported on the set of
neighbors of the origin, one has for any v € N(u), by Pythagoras,

E, |5 | T, N(w)| = 18] + 1. O
We can now finish the proof of the theorem, by showing (1.3) and (1.5).

Proofof (1.3). — Observe first that when 1 < r < 2, the result follows from Propo-
sition 1.4, since . C T(B,41), for any r > 1. Hence one can assume now that r > 2.
By definition, one has

D ISul? = 72 ln.l.

ueEn,

Thus in view of Proposition 1.4 and Lemma 6.1, it just amounts to show that M, /r?
has some finite exponential moment. To see this, first recall that by assumption the
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offspring distribution has some finite exponential moment. Therefore, for any v € T,
and A small enough,

E[exp(M& — 1)/7%)] <1+ eX?/r* < exp(eA?/r),

for some constant ¢ > 0. Likewise, if X has distribution 6, then for any z € B,,
by Cauchy-Schwarz,

|||Z+X||2 —||z||? = 1| < 2r and ]E[||Z+XH2} = ||z||* + 1.
Therefore, there exists ¢ > 0, such that for every A\ < 1,

|2+ X|I* — [l2]* — 1
4

E{exp (A~ | )} <14 eA?/r8 < exp(eX?/r®).

r

It follows, using (6.1) and bounding [|S,[|? by 72 in this formula, that for any n > 0,
and A small enough, for some constant ¢ > 0,

E,. [exp (A%) ’ fr"n} < exp (c)?@).

We deduce by successive conditioning, that for any n > 1,

E. [ exp ( A (M, — Mp) — X2 Z;gw)] <1

rd r4
Note also that by definition for any « € B,., under Py,
Mo = (Jlz]* =1) <r? and ) [2k(B,)| < |T(B)].
k>0

Hence, using Cauchy-Schwarz and Fatou’s lemma, we obtain the existence of some
positive constants ¢ and Ao, such that for any A\ € [0, \g], any r > 1, and any = € B,

- A T(Br)|
E, [exp ()\MOO/T4):| < hnn_1>10rolf E, {exp ()\Mn/r4)} <E, [exp (ﬁ + CAQ‘TH.
Then (1.3) follows from Proposition 1.4. O

Proofof (1.5). — Note that for any x € B,, B, [|n,|] = Po(H, < oo) = 1. Therefore,
by expanding the exponential, we find using Proposition 3.11 and (1.3) at the third
line, that for any x € B, 2,

AN
E, [ expMn|/7)] <1+ 5 + S5Eq [Ine [ exp(Nn, |/72)]
A \2
=14 55 + SEq 2 expA|/12) | 1, # 2] - Ba(lne] > 0)

A A2 5 A
< 1+ﬁ+cr—2Em{exp()\o|nr\/r ) ‘ 77,«7é®} < 1+72+cr—2

)\+c)\2)’

<exp (575

r

where )\ is the constant appearing in the statement of (1.3), and ¢ is another constant
that might change from line to line (and depend on \g). O
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7. Proor or THEOREM 1.5

Proofof (1.6). — We assume here that d > 5. Let r > 1 be given and z satisfying
[|z]| > 2r. We recall that 1, r = 1, N T(Br). We also define ;! », for u € T, as the
random variable with the same law as 1, g, but in the subtree emanating from u, and
similarly for other variables with an additional upper script u.

Let ip be the smallest integer such that ||z|| < r2%. Define Ry = r2%, Z,. o = |1, g, |-
Let also for 7 > 1,

(7.1) R;:=2'Ry, and Z,;:= Z

UENR,; _

|77r| g Z Zr,i~

i>0

Then by definition, under P,

Thus, by monotone convergence, one has for any A > 0, r > 1, and ||z|| > 2r

(7.2) E, [exp ()\|m\/r2)} = Ilg{)lo E, [exp ()\Z:f;%zm)}

Furthermore, if for ¢ > 0, we let §; denote the sigma-field generated by the BRW frozen
on 0Bg,, then on one hand, Z, ; is §;-measurable, for all j < 4, and conditionally on
Gi—1, Zr; is a sum of |ng,_,| independent random variables. It remains now to bound
their exponential moment.

Prorosition 7.1. — Assume d > 5. Forr>1, R>r, and A > 0, let
orr(A) = sup E, [exp ()\|777~,2R|/7"2)]-
Rz <2R

There exist positive constants ¢, ro and Xg, such that for all v > ro, R > r, and
A€ [07 )‘0]7

or.r(A) < exp (cA/R?).
We postpone the proof of this proposition to the end of this section, and continue

the proof of (1.6). Note that the proposition implies with our previous notation,
assuming r > rg and A < Ag,

E, [ exp (AZn0/1%)] < exp (e/l2]2).

Furthermore, by combining Proposition 7.1 with Theorem 1.3, we deduce that for all
> 1, almost surely

Z’r‘ 7 ‘an 1 ‘
]Ez[exp()\ o Rf 1 )|91 1}\
It follows by induction that for any I > 1, and A < A,

E.[exp (A2L, ng — X, "}g ) 1] <1
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Using next Cauchy-Schwarz inequality, we get that for any I > 1, and A < X\/2,
L _ I\N71/2
E, [exp (AZLO T2’ )} < exp (c)\/||:£\|2) -E, {exp (20)\2223 |Z%RQ )] .

Now in order to compute the exponential moment in the right-hand side, we use
Theorem 1.3. Indeed, note that for any 7 > 1,

_ u
nRi+1 - U ’rIRi+1 .
UENR;

Since as we condition on 7g, the subtrees emanating from the vertices in ng, are
independent, (1.5) shows that for A small enough, for any i > 0,
E, [eXP (AR, |/ R 1) ’ nRi} <exp (2A|nr, [/ R7,1) = exp (Alng,

Since Ry > ||z, it follows by induction, that for any I > 1, and all A small enough,

E, [exp (AZ_Z: "}5 )] < exp (2 E2Y < eplan o).

]|
Together with (7.2), this concludes the proof of (1.6).
Then the proofs of (1.7) and (1.8) follow exactly as for the corresponding estimates,
respectively (1.4) and (1.5), from Theorem 1.3. For (1.8), it suffices to use in addition
the first point of Lemma 3.9. O

2R2).

Proof of Proposition 7.1. — For this we need two preliminary results, Lemmas 7.2
and 7.3 below. We note that the first one holds in fact in any dimension d > 3, and
will be used also for the case d = 4, in the next section. Recall two handy notation:
if r < R, we write

Nr,R = Mr N ‘T(BR)v and NR,r = 1R N (‘T((aBT)C)

In other words, ng , is the set of particles which freeze on 0Bg before reaching 0B,
Lemva 7.2, — Assume d > 3. Define for r > 1, and A > 0,

erN) = sup By |exp (Al /r?)]-

r<lell<2r

There exist positive constants ¢ and Ao (only depending on the dimension), such that
foranyr >1, and 0 < X < A,

@r(A) < exp (eA/r?).
Proof. Consider the process {Mn}ngo defined for n > 0 by

Myi= > GS)+ Y, GS)+ > G(Su).

uez’n(B27‘\aB7‘) UEN,, 21 UEN2r
|ul<n |ul<n

Note that for each n > 0, one has

VM, =My =M= Y {(E-DGES)+ Y (G(S) -GS}

UEZp (B2, \0By) veN (u)
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where we recall that N(u) denotes the set of children of w. Therefore, since G is
harmonic on Z? . {0}, this process is a martingale with respect to the filtration
{Fr}n>0, as defined in Lemma 6.1. Moreover, as n — oo, it converges almost surely
toward Mo, given by
Mw= Y G(S)+ Y G(S).
UEN, 2 wuEN2r,r

Letting G(r) := infyeop, G(x), we thus have Mo, > G(r)|nr2-|. By Fatou’s lemma,
this yields

AM,,
: < limi oJexp (22 )]
73 pr) <timint s B[ (g )]

Now, as in the proof of (1.3) one has for some constant ¢ > 0, for any n > 0, and
any A small enough,

MM, — My) cA2|‘-Tn(B2r)I>]

E. [exp ( r2G(r) ré sL

from which we infer using Cauchy-Schwarz and the fact that under P, Mg = G(z),
AM,, 2eN2| T, (Bay )|\ 11/2 AG(z)
S U | P — e : :
Eq {eXp (rQG(T))] SE {eXp( A )} P (r2G(r))
Thus the lemma follows from Proposition 1.4 and (2.5), together with (7.3). O

We can now state the following result, which will be our main building block in
the proof of Proposition 7.1.

Lemma 7.3, — Assume d > 5. There exist positive constants ro > 1 and X, such that
for any v = 1o, and X € [0, A},

A1 ar| | Alnar | 2
E. { ( — + : )} < A4r<).
zGSnggr P r2 1672 exp ( / " )

Proof. — We note that for any = € dBa,,

AE. [|7rarl] N2
% + FLEJC |:|77r,4r|2 exp ()‘|77T’4T‘/T2)} '

E, [exp ()\|77T,4T\/r2)} <1+
Now, similarly as in Lemma 3.9, one has
G(z) — G(4r)
G(r) — G(4r)’
with G(s) = inf.cop, G(z), for s > 1. Therefore, using (2.5), we deduce that for r
large enough,

]Eac [‘7]7”,47"” = Px(Hr < H4r) <

1
sup Ew [|77T74r|] < g

rEOBa,
Using next Proposition 3.12, and (the proof of) Lemma 7.2 we deduce, as for the
proof of (1.5), that for A small enough,

sup Ex[lnr,4rl2eXp (/\Inr,4r|/r2)] < or?,
EEOBQT

JEP — M., 2024, lome 11



1466 A. AsserLan & B. Scriapira

for some constant ¢ > 0. It follows that for A small enough, and r large enough,
sup E, [exp (A|nr’4r|/r2)} <exp (A/6r7).
rEO Bz,
The same argument leads to
sup E, [exp ()\|774T7T|/167“2)} <exp (A/16r?),
r€O0Ba,

and the lemma follows by using Cauchy-Schwarz inequality, since 1/6 + 1/16 < 1/4.
([l

Proof of Proposition 7.1. Assume r > rg, with ry given by Lemma 7.3, and for
i >0, set R; = r2% Let also

)‘|77T R; 1| >\|77R'+1 7”|
©ri(A) == sup ]Ez{exp( AR o )]
( ) z€OBR, 72 RZ'2+1

We will prove by induction that, for all » > rg, and all A € [0, Ao, with Ay as in
Lemma 7.3, one has for all ¢ > 0,

(7.4) ori(A) < exp (A R]).
We claim that this implies the proposition. Indeed, let R > r > ry be given and

assume that R; < R < R;;1, for some i > 0. Let also = be such that R < ||z| < 2R.
If R < ||z|| € Rit1, then under P,

me2rl < Y0 e DL Inta
UENR;, Ryt UENR; 1,7
showing that the desired result follows indeed from (7.4), Lemma 7.2, and (1.3).
On the other hand, if R;11 < ||z|| < 2R, then under P,

mr2rl <Y Itr LT Y R

UENR; 1. Rit2 UENR; 4 o.r
from which the result follows as well.

Thus it only amounts to prove (7.4), which we now show by induction on ¢ > 0.
Note that when ¢ = 0, the result is immediate by definition, and when ¢ = 1, the
result is given by Lemma 7.3.

Assume next that it holds up to some integer 7 > 1, and let us prove it for ¢ + 1.
For € 0Bg,.,, we define inductively four sequences {Ci};@o, for j € {0,1,2,3},
of vertices of T as follows. Let (2 := {@} be the root of T. Next, we can first define
for any k > 0,

Go= U ik rin and o= U k.
uECZ ue(i
Then we let
Cl(c) = U nﬁRHN and CI% = U 77%1-+2,R1-'
uEC; uEC,%

In particular under P, with x € Bg,,,, one has for any k > 0,

(7.5) S, €dBg ifuec, forje{1,2,3}, and S, €dB,, ifuc ).

itj—17
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See Figure 1 below where an illustration of {¢} is drawn. Moreover,
710 0l -3
Nr,Rits = U Gy, and MR yo,r = U G-
k=0 k=0

Indeed, concerning the first equality, note that any particle reaching 9B,., before
hitting OBR,,, will make a number of excursions between 0Bpr, and dBg,,, back
and forth, before at some point reaching 0Bg,, and then 0B, without hitting 0Bg,, ,,

and a similar argument leads to the second equality.

Ficure 1. Waves

By monotone convergence, we deduce that

AR 0 A 3
Yrit1(A) < lim  sup E, [exp ( Zk:zo Sl + Zk;o ‘Ck|>}
n—oo IeaBRi+1 T Ri+2

For k£ > 0, we let G; be the sigma-field generated by the tree T cut at vertices
in ¢} U (P, together with the positions of the BRW at the vertices on this subtree.
We also let 3, be the sigma-field generated by the tree cut at vertices in (7, together
with the positions of the BRW on the corresponding subtree.

The induction hypothesis implies that almost surely, one has

E, [exp ()\|§2|/7“2) ’ 9n:| < exp (MQH/R?)

Then Lemma 7.3 ensures, that for 0 < A < Ag, and r > rg, almost surely (recall (7.5)),

(AIC}LI Al
R} R?,,

+

E, {exp ) | j{n:| < exp ()\|§72L|/R?+1)'

Applying again the induction hypothesis, we get that almost surely,
(Al | NG

2 2
r Ri

E, [exp ) ’ Sn_l} < exp ()\|C,1L_1|/R?).

JEP — M., 2024, lome 11



1468 A. AsserLan & B. Scriapira

Then an elementary induction shows that for all n > 1,

ATl | AS, G
r? R%—s—z

Ei[exp( )} <exp (A RP),

proving (7.4) for i + 1, which concludes the proof of Proposition 7.1. ]

8. Proor or THEOREM 1.6

The proof is similar to the proof of Theorem 1.5, but one has to be slightly more
careful. The main difference comes from the following modified version of Proposi-
tion 7.1.

Prorosition 8.1. — Assume d = 4. There exist positive constants ¢, ro and g, such
that for any r = ro, R > r, and X € [0, \o],

a e (gt )] < o (g )

Once this proposition is established, the end of the proof of Theorem 1.6 is almost
the same as in dimension five and higher. Indeed, let us postpone the proof of Propo-
sition 8.1 for a moment, and conclude the proof of Theorem 1.6 first.

Proofof Theorem 1.6. — Let r > rg, with 7o as in Proposition 8.1, and R > 2r be
given, and let also x be such that 2r < ||z|| < R. Let iy be the smallest integer, such
that ||z|| < r2%, and let I be the smallest integer such that R < r2%*!. Recall the
definition (7.1) of R; and Z, ;, and notice that

I
=0

|77T,R| < Z Zr,i~

Moreover, as in the proof of Theorem 1.5, on one hand Proposition 8.1 shows that
(with the same constant ¢ as in its statement),

e[ (oppggm Do)

cA 2¢cA I—1 |7’]R‘ 1/2
< — 2 ).E, BN i 7
b (||x|\21og(R/r)) [eXp (log(R/r) 2i=o R )}
and on the other hand, using (1.5), we get by induction
2cA -1, 8cA
E, LS i < — ),
[eXp (log(R/r) 2iz0 pz )} P (||x\|210g(3/r)>

which concludes the proof of (1.9). The proof of (1.10) follows exactly as for the
corresponding statement in Theorem 1.3, namely (1.4). Indeed, using a similar argu-
ment as in the proof of Lemma 3.5, one can see that uniformly over R > 4r, one has

infyeom,, P(nrr # @) = ¢/r?, for some constant ¢ > 0. Finally concerning the proof
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of (1.11), one can argue as follows. First using the first point of Lemma 3.9, one has
for some constant € > 0,

Ee {exp (r2 ;\(lnszr))}
) (1—e)A A2 2 2A[ny, |
st r2log(R/r) t log(R/r)QEaj [‘nr’PJ b (r2 log(R/r))}'

Then, using Proposition 3.12 and Holder’s inequality at the third line, and (1.10) and
the second point of Lemma 3.9 at the last one, we get

)‘|777‘ R|
]Ez A b L ol S
{exp<r2 log(R/T)ﬂ
(I-e)A
<14+ 5
+ r2log(R/r)
)\2
T T log(R/r)?
(1—-2e)A
<14 52
+ r2log(R/r)
cA? 312/3 3\ gl 1/3
+ g ] B (g ) | # 2]
(I—-e)A cA? (1—-¢)A
<1 < 7)),
2 log(R/r) T P log(myre S P (7"2 log(R/r))

>\|77T,R

EI T, 2 o1 DN
[‘77 R|” exp (TQ log(R/7)

) ’ MR # iﬂ - Po(Inr,r| > 0)

for some constant ¢’ € (0,1), proving well (1.11). This concludes the proof of Theo-
rem 1.6. 0

It remains now to prove Proposition 8.1, which requires some more care than for
the proof of Proposition 7.1. In particular one needs first an improved version of
Lemma 7.3.

Lemva 8.2, — Assume d = 4. There exists positive constants ¢ and Ay, such that for
any A\, N € [0, Ao], and any r > 1,

sup Ex[exp ()\‘77;,;17»| +)\/|774r,r\)] < exp ()\(1+c/r+c)\)+)\/(1_~_c/r+c)\/)).

X

€O Bo, 472 5r2
Proof. — The proof is similar to the proof of Lemma 7.3. First we write for any
S 8BQTa

)\El r.4r )\2
E, [ exp (Almrarl /r?) | <1+ % + B I arl? exp (Marl/7) |,

and

]Ez [‘777’,47"” = Px(Hr < H4r)
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with G(s) = inf,cop, G(z), for s > 1. Using (2.5), we deduce that in dimension four,
for some constant ¢ > 0,

sup ]Ex [‘777“,47“” g (1+C/7’)

r€0Bsa,-

| =

We conclude as in the proof of Lemma 7.3 that for A small enough,

. ()\(1—&-0/7“—1—0)\)).

sup E, [eXp ()\\nr,4r|/7”2)} <ex 52

rEOBa,

The same argument leads to

)\’(1+c/r+c)\’)),

sup E, [exp ()\’|774T’,«|/47"2)} < exp ( 52

rEOBsa,

and the lemma follows using Cauchy-Schwarz inequality. |

Proof of Proposition 8.1. Given r > 0, let R; = 2%, for 4 > 1. We will prove the
existence of positive constants ¢, o, and A; > 0, such that for all r > rg, A € [0, \1],
and 7 > 1,

(8.1) sup E, {exp (A7, Rosn |/zr2)] < exp (c\/iR?).
rEOBR,

Note that exactly as in the proof of Proposition 7.1, the desired result would follow.
Now consider the functions ), ;, defined for A, A’ > 0 by

Al i | N MR
i A’ )\/ = Ew|: ( sdVi+1 i+1, )i|.
Pra(AA) I M bl R

We claim that there exist positive constants rg, £ and A\; < 1, such that for all r > rg,
alli > 1, and all A, N € [0, Aq],

, aiA+XN) A+ 8:(A+ X)X
) , < : 7
(8.2) b (A N) exp( T )
writing for ¢t > 0,
: K Kt K Kt

j=1
Note that once x is fixed, one has sup; a;(1) < oo, hence taking N = 0 in (8.2)
gives (8.1), and thus concludes the proof of the proposition.
We prove (8.2) by induction, and start by fixing the constants s, ro and A;. For
this define for ¢ > 0, with ¢ the constant appearing in Lemma 8.2,
¢ 10c(A+X) k  k(A+X)
Di ::1+E+T, and v, ::1+E —r1
Then fix k and rg large enough, and A; < 1 small enough, such that for all » > rq,
and all A\, X € [0, \],

(8.3) po < 5/3, vy < 2, sup a;; (2A1) < 2, A<
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where \g is the constant given by Lemma 8.2, and

5p; 5 K KA+ X)

(8-4) 5*ini<Z'(1+Ri+l+ 1+1 )
To be more precise, one may first choose k = 100c, and then take ry large enough,
and A; small enough so that (8.3) and (8.4) are satisfied, for all r > rp, ¢ > 0 and
A, N €10, \1]. Now (8.2) for i =1 is given by Lemma 8.2, at least provided ¢ < /2,
which we can always assume. Assume next that (8.2) holds for some ¢ > 1, and let us
prove it for i 4 1. Define {¢] }x>0, for j € {0,1,2,3}, as well as {Gx }x>0 and {Fx} x>0,
as in the proof of Proposition 7.1. Recall that by monotone convergence, one has
Ao lSK] XZZ:O‘Cﬂ)}

(i41)r? (i+1)R?, /1

Yriv1i(AMN) < lim sup E, [exp(

n—oo m€63Ri+1
The induction hypothesis implies that almost surely,
Al MGl e iA+ )
B o0 (o) [ 9] <o (Gige). with @ = as(50)
| P (i+41)r2 In] < exp (i+1)R? A N
Note in particular that (sup; @;)A < 2\ < Ao, by (8.3). Hence, an application of
Lemma 8.2 yields that almost surely

aiA|Gy| NGl pi(@id + X)|Ga
E, . . - Hy| < — s )
{eXp((z—i—l)R? TGTOR m) ‘ } p( 5(i + 1)R2 )
Observe next that by (8.3), one has

% (@A + X)) < Ar.

Thus applying again the induction hypothesis, we get that almost surely,

0 / 2
Ez{eXp ((?Enl_)ﬂ? (a(ZzA++1AR|2< ) ‘ Jn- 1}
<o ({an0 o + 40} i)

Now, one has by (8.3) again

Pz Vi

ai(1+ pivi /5N + ==X < (2(1+4/5) +4/5) A <10+ A < Ao.

Hence one may apply Lemma 8.2, which gives (note the factor 10 appearing in the
definition of p;),

e ({0 o)+ 252 f o L) o,

2
< exp ((ai)\ + ) - (L+pivi/5) - 5(;)-2|‘|<17L)|R12)

Then an elementary induction shows that for all n > 1,

AN o1 NS 16 4p; A+ N
E k=0 15k k=0 15k < L, N I ALAN
z[“"( G+ i+ 1)R2,, )} eXp( 5 (i+1)RZ, k=0(Pii/?) )
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To conclude, note that by (8.4),

> 5pi 5 ko k(AEN)Y 5
0> (o /5)F = <1 ) = 2B A+ X).
p};(pl//) 5w <1 U R T B (A )
Finally notice that a;8;+1(A + A') = a;4+1(A + '), thereby finishing the proof of the
induction step for (8.2). This concludes the proof of Proposition 8.1. |

9. Proor or Turorem 1.1: upPER BOUNDS IN d > 4

The proof in dimension four is slightly different from the higher dimensional case,
but first one needs to strengthen the result of Proposition 1.4 as follows. Recall that
we denote by T(B,) the time spent in the ball B, by a BRW, for which we freeze the
particles reaching the boundary of the ball, see (1.1).

Prorosition 9.1. Assume d > 1. There exist positive constants ¢ and C, such that
for allr > 1, and all t > r*,

C
sup P (|T(B,)| > 1) < — exp(—ct/r?).
r€B,. r

Proof. Given v € 7, and A C Z%, we call T%(A) the random variable with
the same law as T(A) shifted in the subtree emanating from u. Recall also that
Tn = {u € T:|ul <n}, and assume without loss of generality that 72 is an integer.
One has

9.1)  Po(IT(B| > 1) S Pu(X e [T (Br)| = t/2) +P(1T,2| > /2).

For the first term on the right-hand side we use first Proposition 1.4 and Chebyshev’s
exponential inequality, which give for any A small enough,

Po (X2 | T(B)| > 1/2) < e X/2r" ~E[exp (eAZ,2 /r2) ‘ Zyo # 0} P(Zy2 #0).
Then Lemma 3.1 and (2.2) yield for some constant C > 0,
C
Pw(zlulzrz\T"(Brﬂ >1/2) < ﬁexp(—)\t/Qr‘l).

Concerning now the second term on the right-hand side of (9.1), we use a similar idea.
Let I be the smallest integer, such that r2 < 27. Using this time both Lemmas 3.1
and 3.2 shows that for some A small enough, and positive constants ¢, and C,

-1 A
P(T,2l > £/2) < Y P(h 020 > 277 1)
i
< Zexp (- )\2i7171t/22i) ~E[exp (c)\Zgi/Qi) ’ Zai # 0} P(Zyi #0)
I—i I—i 4 C 4
2 exp(f A2°7"/8r ) < TjeXp(*At/&" ),
i=0

using t > r*, for the last inequality. This concludes the proof of the proposition. [
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We can now finish the proof of the upper bounds in Theorem 1.1 in dimensions
four and higher.

Assume first that d > 5. Note that it suffices to prove the result for r large enough.
In particular we assume now that r > ro, with rg given by Theorem 1.5. Define two
sequences {(} }r>o, for j = 1,2, by ¢§ = {@} is the root of the tree, and for k > 0,

Clg = U 775% and Cli—&-l = U "7':J
ue(} ue(y
Let also for k£ > 0,
Lu(B,) = 3 [7(Bar)l,
UGC;
with the notation from the proof of the previous proposition. Then by definition, one
has

l5(B,) <> Li(B,).

k>0

Therefore by Proposition 3.11, for any A > 0,
]P)(gg‘(Br) > t)

<B(IT(Boy)| > 1/2) + G exp(-At/2r) B[ exp (5 5o Le(B) | el > 0]

The first term on the right-hand side is handled by Proposition 9.1. Hence only the last
expectation is at stake, and it just amounts to show that it is bounded. By monotone
convergence one has

E[exp (%Zk>1Lk(B,)> ‘ o] > 0] = lim B[ exp (%ZzzlLk(Br)) ‘ mel > 0].
Note also that if G,, denotes the sigma-field generated by the BGW tree cut at vertices
in ¢}, together with the positions of the BRW on this subtree, then by Proposition 1.4,
almost surely for all A small enough,

3o (M052) ] < o (445),

for some constant ¢ > 0. It follows that for any n > 0,

E[exp (5500 LB ~ ST [l > 0] <1

Hence by Cauchy-Schwarz, it just amounts to show that for A small enough, the
sequence {u,(A)}n>1 defined by

un(3) = E[exp (5511 | el > 0],

is bounded. By combining (1.5) and (1.8), we get that for A small enough, and some
€ > 0, one has for any k > 2, almost surely

]E[exp (%\Czﬂ) ‘ 91@—1} < exp (m\@—ﬂ),

r2
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and using also (1.4), we get for some constant ¢’ > 0,

A 1 /
— <
E[exp (51¢H) | Il > 0] < exp(en).
We deduce that for any n > 1, and A small, that {u,(\)},>1 is bounded through
un(A) < exp (A (1 —€)F) <exp(cA/e),

This concludes the proof of the upper bound in Theorem 1.1, in case d > 5.

In the case when d = 4, the proof follows a similar pattern, but we need to consider
a truncated deposition process on B,. Instead of {C,z};@(), set E& = {0}, and with
R =7r2! and I := \/t/r, we define for k > 0,

Go= U m, and Gyoi= U nrg
wel} uel?

Then we define similarly for k > 0,

Lu(By) = Y [7(Bar)],

and Chebyshev’s inequality reads
P({5(By) > t) < P(|T(Bar)| > t/2) + P(|nr| > 0)

n %e—)\t/QhA ~E{exp (%Zk}lLk(Br)) ’ 0| > O}.

The second term is O(1/R?) by Proposition 3.11, and the other terms are handled
exactly as in higher dimension, using the estimates from Theorem 1.6, instead as from
Theorem 1.5. |

10. Proor or Turorem 1.1: LOWER BoUNDs IN d > 4

We start with the case of dimension five and higher, and consider the subtle case
of dimension four separately.

10.1. DimEeNsioN FIvE AND HIGHER. — Assume d > 5, and recall that we may also
assume here that ¢ > r*. The strategy we will use is to ask the BRW to reach 0B,
(at a cost of order 1/r?), and then make order t/r* excursions (or waves) between 0B,
and 0B, /s, at a cost of order exp(—O(t/r")).

More precisely, the proof relies on the following lemma, which holds in fact in any
dimension (recall (1.2)).

Lemma 10.1. — Assumed > 1. There exists a constant ¢ > 0, such that for anyr > 1,

inf P > cr?) > e/rl.
meB,,.l/rzluaBQT x(mrl Zr ) = C/T

Proof. — Let
7, = {u€n :r* < |u| < 2r%}.
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Note that uniformly over x € B,/ U 0By,
2r?2
Ex[[m,1] = Z E[Z,] - Po(H, =n) =P, (r? <H, <2r%) 2 1,
n=r2

and using a similar computation as in Section 3.3,

r?—1

E.[7,?] = E[m,[J+0> 3 E, [1{HT > k}Ps, (rP—k < H, < 27«2—1@)2} < 14022,
k=0

Now by (2.2),
P ([7,] > 0) < P(Z,2 #0) S 1/r%.

Therefore,

El’ [|ﬁr| | |ﬁr| > O:I 2 T27

and Paley-Zygmund’s inequality (2.8) gives, for some constant ¢ > 0,
P, (7, > er®) 2 1/r2.
Since 7, C 1y, this proves the lemma. O

Consequently, if we start with order r? particles on 9B,., then with probability of
order 1, there will be order r? particles reaching 0B, /2- Repeating this argument we
see that with probability at least ©(1/r?) - exp(—©(t/r*)), the BRW will make at
least O(t/r*) waves between 9B, and 0B, /2, with an implicit constant as large as
wanted. The expected time spent on B, by each of these waves is of order r#, simply
because for any starting point on 0B, /2, the expected time spent on B, by the BRW
killed on 9B, is of order 72. Since all the waves are independent of each other (at least
conditionally on the positions of the frozen particles), we shall deduce that the total
time spent on B, will exceed t.

On a formal level now, we define {¢{}r>0, {¢ Yeso and {¢?}xs0 inductively by
¢y = ¢} = {@} (the root of the tree), and then for k > 0,

C/% = U Cli-&-l = U 77:/2,

uGC;’l uGC,%
and for ¢ ,i_&l we take any subset (chosen arbitrarily, for instance uniformly at random)
of Cl%+1 with HC,%_HVQW points. We also let (;’2 = (N C,i’l, for £ > 0. Next, set
N := [Ct/r*], with C > 0 some large constant to be fixed later, and define further
for k > 1,

Li(By) = > |T%B.)],

u€§,1’2

with the notation from the proof of Proposition 9.1. The reason why we partition the
sets ¢} into two parts, is that we want to keep, for each k > 1, some independence
between (7 and Ly (B,), conditionally on ¢i. Now, note that

N
(10.1) l3(B,) = > Li(B,).
k=1
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For k > 1, define Gy, as the sigma-field generated by tree cut at vertices in ¢}, together
with the choice of (,1’1 and the positions of the BRW on the vertices of this subtree.
Let also By, := {|¢;'"| > er?}, with ¢ chosen such that

(10.2) p :=min (IP(El), inf P(E | E,H)) > 0.
Note that the existence of ¢ is guaranteed by Lemma 10.1. Observe also that Ej € G,
for any k& > 1. Remember next that for some constant ¢’ > 0, one has for all r > 1,

inf E,[|T(B,)|] = inf E.[H,]>dr’
2€OB, /2 z€0B, /2

As a consequence, for any k > 1, almost surely,
E[Li(B,) | Gx) = ¢'r(¢, -
On the other hand,

sup E, HT(BT‘)H = Ssup Ew[Hr] = O(’I‘2),
z€B, rE€B,

which entails that for some constant K > 0, for any = € B,,

> 2
. [[7(B)] < Ea[[7(B,)]] + 3B [zueﬁ,,ﬁu(gu =) sup E-[17(B)]) |
< Krb. -
As a consequence, one has for any k > 0,
E[Li(B,)? | $] < Kr¥lG7).

Using then Paley-Zygmund’s inequality (2.7) we get

/2 /.4

cc . cc'r
(10.3) P | $)1p, > T lp, with Fii= {Lk(BT)> : }

Note now that on the event

- N
Eyn = ﬂ Ei N Fy,
k=1

by (10.1) one has ¢5(B,.) > Ncc'r*/2, which is larger than ¢, provided the constant C
in the definition of IV is chosen large enough. Moreover, for each k£ > 0, conditionally
on G, Ex11 and Fy are independent. Therefore by (10.2) and (10.3), one has also by
induction

IEI)(EN) = K;N7
with x = pec’? /4K, concluding the proof of the lower bound in dimension five and
higher. |
10.2. Dimension Four. — We assume in this section that d = 4 and ¢ > r*. Since

our scenario producing a lower bound is new, we first present heuristics, followed by
the formal proof.
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Heurrstics. Our strategy for producing a local time ¢ in B, is very much different
than the scenario presented in d > 5. Recall two facts specific to dimension four,
when the BRW starts from 0Bg, with R > r: (i) first Theorem 1.6 shows that 7, 2p is
typically of order r2 - log(R/r), which is much larger than the corresponding number
in d > 5; (ii) the probability of {T(B,) # @} is smaller (by a factor log) than the
corresponding probability in d > 5, and is of order R=2 -log™'(R/r). With these two
facts in mind, let us start with the heuristics and set up notation. Set I = 2|C'\/t/r*],
with C' > 0 some large constant to be fixed later. Then for i < I, let R; := 2%, and

Si = {Z c Zd :R,_1 < ||Z|| < Rz}

Our first requirement will be for the BRW to reach distance R;, and even more that
Ing,| be of order RZ. Lemma 10.1 ensures that this has probability ©(1/R?), which is
the expected cost. Next, by Lemma 3.5 (or the second point (ii) recalled above), with
probability ©(1/I), one of the BRWs emanating from one of the vertices in ng, will
reach 0B, /5. Furthermore, conditionally on this event, we know by Proposition 3.3
that one spine reaches 0B, /5, and brings there of the order of r2. I walks, in virtue of
the point (i) recalled above. Since from any of the vertices of the spine start indepen-
dent BRWs, and since, as we will show, the spine typically spends a time of order R?
in the shell 87, we deduce that at least one of the BRWs starting from the spine in
this shell will reach as well B, /2, with probability ©(1/7) again. Conditionally on
this, one has now two spines crossing the shell §;_1. The probability that one of the
BRWs starting from one of these two spines in 871 reaches 0B, /5 is thus of order
twice G(ﬁ) Then by repeating this argument in all the shells 8;,...,8;/2, one can
make sure that I/2 spines reach 9B, s, at a total cost of only (1/R?) - exp(—O(I)),
which is still affordable. To conclude we know that the spines typically come with
order r2(I/2+ ---+I) > r?I? /4 walks on 0B, /5. Since each of them leads afterward
to a mean local time order 72 in B, this concludes the heuristics. We show in Fig-
ure 2 the many spines originating from successive shells: the green spine gives birth
to orange critical trees producing an orange spine which in turn gives birth to purple
trees producing a purple spine, and so on and so forth.

Proof. — The formal proof follows very much the picture we just presented. Define
the event Ey := {|ng,| = cR?}, with c as in Lemma 10.1. Let

B = { Sucpn, 10l > 0}

Conditionally on E7, we know by Proposition 3.3 that there exists a path (or spine),
which we denote by I'y = (I'1(é), 0 < i < |I'1]), emanating from one of the points in
{Su,u € ng, }, and going up to dB, ;. For 1 < j < I, and a path v, we let

7 =7;(y) :=inf {k > 0:~(k) € 98, }.

We then define F as the event that one of the biased BRWs starting from the points in
the path {I'y (i), 0 <4 < 771}, hits 0B, /2. Applying Proposition 3.3 again, it means
that on the event E; N Fs there exists a second spine I's emanating from one of
the (neighbors of the) points in {I'1(i), 0 < i < 771}, going up to 9B, 5. We can
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Ficure 2. The Many Spines.

thus define F5 as the event that one of the biased BRWs starting from the points in
{1(4), 7r—1 < <772} U{T2(@), 0 < i < 77_2}, hits 9B, /5. Continuing like this in
all the shells 8;,...,8;/2, we define inductively for each i = 1,...,1/2, an event Ej,
such that on E1 N---N E;, there are i spines I'y, ..., T';, starting respectively from a
point in dBg,,08;,...,087i12, and going up to 9B, /3. We claim that there exists
a constant p > 0, such that for each ¢ < /2,

pi

T

Indeed, recall that by Corollary 3.4 the spines satisfy the strong Markov property.
Therefore, for any 1,

(10.4) P(Eisy | BN - NE;) >

]P’(El'_;'_l | Ein---N El) >1- <1 — IEBB;IJ:E‘_HJ rl(x)) y
where for any x € 0Bg,_,,,, we denote by r;(x) the probability that on a path T’
starting from x, and sampled according to the measure IP§ B, 50 O1E of the biased BRW
starting from the points in {I'(k), k& < 77_;}, hits 0B, /5. Since for any z € 8711
the probability to hit 0B, /, is of order 171 - R;?, (recall that we assume i < /2),
by Lemma 3.5 (which holds as well for a biased BRW, see Remark 3.7), one has for
some constant ¢ > 0, and any a > 0

ri(z) > {1 - (1= C/IRi—i)aRI_i} Pos, s (r(Sr-iv1) > aR7_,),

where for j > 2, we write ¢,(8;) for the time spent on 8; by a path ~, before its
hitting time of Bg, ,. Thus, to conclude the proof of (10.4), it suffices to show that
for some o > 0, one has for any j > 2, and any x € 0Bg;,

(10.5) Py, , (ir(8;) > aRj) > a.

JE.P — M., 2024, tome 11



TIME SPENT IN A BALL BY A CRITICAL BRANCIHING RANDOM WALK I/|7()

Set now A := 0B, /, to simplify notation. One has by definition of P{, and using
also (3.2),

P (EF(S]-) < aRJQ-)
Yyeonn, , (Drany HEG(8) S aRBpa(n)) - (X, Pa(12))
(X amyPa(1) - (X504 Pa(72))
> yeonn, , (Xoiay 105, (85) < aRF}pa(n)) - By(|ny/2| > 0)
ZyeaBR%1 (Xay PA(M)) - Py(Inyj2| > 0)
>y L (85) < aRF}pa(m)
Z%;zﬁy pa(m1)

ZyEBBRj,

Zye@BRj71

b

ZyEBBRj71

for some constant C' > 0, using Lemma 3.5 and Proposition 3.12 for the last inequality.
By (3.2), one has

> Yo o< Y Pu(ls(8) <aR, S, =y)
yEaBRj71 Y1 =Y R yEBBRJ71
Z’Yl (Sj)SO(Rj
= PI(ES(S]) < O[R?, Ti—1 < OO),
while using also Remark 3.13, we get that for some constant ¢ > 0,

Yoo )= > Y paln) = cPu(ra(S) <R =

YyEOBR, | Y1:T—Y y€IBR,_, MY
J J 2
"‘/llgRj

Now for any € > 0, one can find « small enough, such that
P, (¢5(8;) < aR?, 7j_1 < 00) < P, (€5(8;) < aR3) < e.
Altogether this proves (10.5), and thus also (10.4). Using also Lemma 10.1, it follows

that for some positive constants ¢ and &,

P(EoN---NEp)9) = exp(—rl) x P(Ey) > exp(—kl).

c
R
We observe finally that on the event in the probability above, the number of particles
which hit 0B, j; dominates the sum of //2 independent random variables X1, ..., X7 /5
distributed as |1, /2|, under the conditional law P, (- | |1, /2| > 0), for some z € OB, ,.
However, for any such starting point z, one has using the computation made in the
proof of Lemma 3.5, together with Proposition 3.12,

E.[|ns2| | 02| > 0] 2 Ir?, and  E.[|n, /2| [n/2| > 0] S r*I°.

Thus Paley-Zygmund’s inequality (2.7) (applied to the law of X;4----+X7/5) gives
the existence of o > 0, such that

P(X1+4- 4 X102 al*r?) > o
In other words, we just have proved that

u C
P(EuenRI |77T/2| P 0&7“212) > ﬁexp(_’ﬁll),
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for some
note that

A. Asseran & B. Sciapira

positive constants ¢ and x’. The proof is now almost finished. To conclude,

. _ > .2
melgf/z E, [|T(Br)|] melgf/z E.[H/] Z 7,

and by definition,

UENR, v@ﬁfu

Thus by an application of the weak law of large numbers, and by taking the constant C'

in the definition of I large enough, we deduce

for some
the lower
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c
P(s(B,) >t) > T—Qexp(—nlf),

(possibly different) positive constants ¢ and «’. This concludes the proof of
bound in Theorem 1.1, in dimension four. O
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