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Abstract

Let p be a prime number, K a finite unramified extension of Q, and F
a finite extension of IF,. Using perfectoid spaces we associate to any finite-
dimensional continuous representation p of Gal(K/K) over F an étale (p, O%)-
module D% (p) over a completed localization A of F[Ok]. We conjecture that
one can also associate an étale (¢, Oj)-module D4(7) to any smooth rep-
resentation m of GL2(K) occurring in some Hecke eigenspace of the mod p
cohomology of a Shimura curve, and that moreover D 4(7) is isomorphic (up
to twist) to DY (p), where p is the underlying 2-dimensional representation of
Gal(K /K). Using previous work of the same authors, we prove this conjecture
when p is semi-simple and sufficiently generic.
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1 Introduction

Let p be a prime number. The main motivation of this work is the investigation
of the (hoped for) mod p Langlands correspondence for GLo(K), where K is a fi-
nite unramified extension of Q,. The case K = Q, is now well known ([Bre03],
[Col10al, [Emel), whereas the case K # Q, is still resisting after more than 10 years
([BP12]). An important aspect of the GLy(Q,)-case is the construction by Colmez
in loc. cit. of an exact functor from the category of admissible finite length mod p
representations of GL3(Q,) to the category of finite-dimensional continuous mod p
representations of Gal(Q,/Q,). The construction of this functor uses, as an interme-
diate step, Fontaine’s category of (o, ')-modules. In a previous article ([BHHT]), we
constructed an exact functor D from a “good” subcategory of admissible mod p rep-
resentations of GLy(K) to a category of étale multivariable (¢, Ok )-modules. These
multivariable (¢, O )-modules are A-modules with additional structures, where A is
a ring obtained as a completed localization of the Iwasawa algebra of O . In this work
we propose a construction of a functor DY from the category of continuous mod p
representations of Gal(K /K) to the category of étale multivariable (¢, O%)-modules.
This construction is based on the equivalence, also due to Fontaine ([Fon90]), be-
tween mod p representations of Gal(K/K) and Lubin-Tate étale (p, OF)-modules.
One of the main obstructions to pass from Lubin-Tate (¢, Ok )-modules to multi-
variable (¢, Of)-modules over A lies in the comparison between the Oj-action on A
and the Og-action on (some tensor power of) the structural ring of the Lubin-Tate
group. To solve this problem, we need to work at a perfectoid level and use the “Abel-
Jacobi map” considered by Fargues in [Far20]. We then prove, under some conditions,
that the two functors D% and DY satisfy a local-global compatibility property in the
completed cohomology of a tower of Shimura curves.

We now describe in more detail the content of this article.

Let F' be a totally real number field and let X be the smooth projective Shimura
curve over I associated to a quaternion algebra D of center F' (which splits at one
infinite place) and to a compact open subgroup U of (D ®p A¥)*. For v a place of F’
above p which splits D and [ a finite extension of [, (“sufficiently large”, as usual),
consider the admissible smooth representation of GLy(F,) over F

™= %ﬂ HomGal(f/F) (?7 Hélt (XU”UU XF F7 F))a (1>
Uy

where UV is a fixed compact open subgroup of (D®@pAF")*, 7 : Gal(F/F) — GLy(F)
is an absolutely irreducible continuous Galois representation such that 7 # 0, and
where the inductive limit runs over compact open subgroups U, of (D ®p F,)* =
GL2(F,). In this introduction, we moreover assume for simplicity that v is the only
p-adic place of F' and that we are in a “multiplicity 1”7 situation, which then roughly
means that U" is “as big as possible” (in general, one needs to take into account the
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action of certain operators, which requires mild assumptions on F', D and 7, see ([65))).

We know that the isomorphism class of 7 always determines the one of 7, =

T|Ga(F,/F,): see [BD14], [Schi8]. We also expect that m is always of finite length,
which is known in several cases, see [HW22], [BHHT|. However, the representation
is still not understood when F, # Q,, in particular we have the key question:

Question 1.1. Assume F, # Q,, does 7 only depend on 7,7

Question @, as routine as it may seem at first, has unfortunately proven to be
surprisingly difficult, and there is not one single instance of a 7 as in for which we
know the answer. For instance the mod p étale cohomology of the Drinfeld tower in
dimension 1, which provides a smooth representation of GLy(F},) only depending on
Ty, cannot give rise to representations like 7 as soon as F,, # Q,, see [CDN23| (together
with [Sch15], [Wu2l]). On the other hand, we know that, for F,, unramified and most
Ty, the diagram (7t < 751) (where K; = 1+ pMy(Op,) C I, = pro-p-Iwahori) only
depends on 7,, and this is a really non-trivial fact, see [DL21]. We do not answer
Question [I.1]in this work, but we provide one further step towards the understanding
of the representation 7, and certainly Question [1.1| was a motivation. More precisely,
we completely describe the multivariable étale (¢, OF )-module D 4(m) associated to
7 in [BHH™, §3] when F, is unramified and 7, is semi-simple sufficiently generic, in
particular we prove that it only depends on 7, and we provide a precise conjecture on
what D 4(7) should be for all 7, (and F, unramified), crucially using perfectoid spaces.
As an intermediate result, we construct a new fully faithful functor from continuous

representations of Gal(F,/F,) over F to a certain category of multivariable étale

(¢q, OF, )-modules: this is the functor fo) constructed in Corollary [2.6.7]

Let us first recall the definition of these modules. Let K be a finite unramified
extension of Q, of degree f > 1, then we can write the Iwasawa algebra F[Ok] as
F[Y,, o:F, — F] for Y, = aers o(N) N € F[Ok], where ¢ = p/ and [\] €
Ok is the multiplicative representative of A (seen in F[Ok]). We then define A to
be the completion of F[Ok][1/Y,, o :F, < F] for the (Y,),-adic topology (in a
suitable sense), see for the precise definition. In fact A is isomorphic to the
Tate algebra F((Y,)){(Yy/Y,)t, 0’ # o) for any choice of o, see Lemma [2.6.1 It is
endowed with an F-linear Frobenius ¢ coming from the multiplication by p on O
and with a commuting continuous action of O coming from its action on F[Ok]
(by multiplication on Q). Then an étale (¢, Of)-module over A is by definition a
finite free A-module endowed with a semi-linear Frobenius ¢ whose image generates
everything and a commuting continuous semi-linear action of O%. Replacing ¢ on A
by ¢, = ¢/, we define in the same way étale (g, O )-modules over A. When f = 1,
the two definitions recover Fontaine’s classical (¢, Z))-modules (or (¢,I")-modules)
in characteristic p.

Now let 7 be an admissible smooth representation of GLy(Ok) over F. We endow
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7V = Homg(m,F) with the my-adic topology, where m;, is the maximal ideal of
the Iwasawa algebra F[I;]. In particular we can see ¥ as an F[Og]-module via
F[Ox] = IE‘[[(}) Ok )]] C F[I;]. We define

Da(m) & (F[OK][1/ Yo 0:Fy = F] @0, 7°)

where the completion is for the tensor product topology, see [BHH™, §3.1.1] or .

Even though D4 (7) is an A-module endowed with a semi-linear action of O (coming
050

01
might not have a Frobenius ¢, it might not be of finite type, etc.). But we know that

Da(7) is an étale (@, O )-module of rank 2/ for some of the 7 in (1) when K = F,
is unramified, see [BHHT, §1.3]! together with Remark [2.6.2] In fact we conjecture
in this paper that D4(m) is always an étale (¢, O )-module over A (hence equal to
D(7)%) of rank 2/ for all representations 7 in (1)) (when F, is unramified).

from the action of ( ) on "), it is not clear if it has good properties in general (it

On the Galois side, for p: Gal(K/K)— GL,(F) (n > 1) a continuous representa-
tion and o :F, — F we can associate to p a Lubin-Tate (¢,, O )-module. Recall that
it is an n-dimensional F((Tk ,))-vector space Dk ,(p) equipped with a semi-linear en-
domorphism ¢, whose image generates Dy ,(p) and a commuting continuous action
of Ok. Here p, is F-linear and satisfies ¢,(Tx,s) = Tf,, and the action of O on
F((Tk,)) is given by the Lubin—Tate power series associated to the choice of logarithm
Yoo T [q;g composed with o:FF, < F on the coefficients. Recall we have

F((TK,U)) ®IF((TIQ(_61)) DK,U(ﬁ) [Fa] :> DK,a(ﬁ)'

Assume now that p is a direct sum of absolutely irreducible representations and
define

X

DA,G (p) d:ef A ®IF((T}1(_01)) DK,U(p) [Fq }7 (2)

where the embedding IF((T[%:,I)) — Asends T Iq{; to o(Y,)/Y, € A. We endow D4 ,(p)

with ¢, = ¢/ ® ¢,. The embedding IF((T;’(_; ) — A does not commute with O, but
one easily checks that, when p is a direct sum of absolutely irreducible representations,
there exists a unique (in a certain sense) continuous semi-linear action of Oy on
D 4 (p) which commutes with ¢, and makes D4 ,(p) an étale (p,, O )-module over
A of rank dimp p, see Lemma [2.2.2] Moreover there is a canonical isomorphism id ®¢ :
A®y 4D sop () — Dao(p) of étale (p,, OF)-modules over A, where cop = o((—)P).

We then define:
— ef S
DIM= Q@ Daop) (3)

A,0:F;—F

endowed with the “diagonal” action of Oj. Using the isomorphism id ®¢p, we can
define a canonical endomorphism ¢ : D% (p) — D% (p) which cyclically permutes

!Note that, with the notation of [BHH] §3.1.2], D(7) is equal to its étale quotient D 4(7)® in
our case, see [BHH™ Rem. 3.3.5.4(ii)].



the factors D4 ,(p), is semi-linear with respect to ¢ on A and is such that ¢/ =
0y @+ ® @, It is then clear that D (p) is an étale (¢, O )-module over A of rank
(dimg p)/. The following theorem is our main result:

Theorem 1.2 (Corollary. Assume that T, is semi-simple and sufficiently gene-
ric (see (68)), and assume standard technical assumptions on the global setting (see
for precise statements). Then there is an isomorphism of étale (¢, Ok )-modules
Da(m) = DY(7,(1)) over A, where 7,(1) is the usual Tate twist of T,.

The proof of Theorem [1.2]is a long explicit computation of the dual étale (¢, O )-
module Hom4 (D4 (), A). Let us briefly indicate the various steps. We first describe
Hom{™ (D (7), F), which is not so hard, see Proposition We then prove that

there is a canonical injection
Hom 4 (D 4(7), A) < Hom§{™ (D 4(),F)

induced by a nonzero continuous morphism g : A — F uniquely determined (up
to scalar in F*) by the condition p ot € F*u, where v : A — A is a cer-
tain canonical left inverse of ¢, see Lemma Proposition and (84). To
each Serre weight o of T we then associate in a certain projective system
To = (Tok)k>0, Where z, ) € W[mlflf H], and we prove via Proposition that z, lies
in Hom{™ (D 4(7),TF), see Lemma and Proposition Then the key calcula-
tion is to prove that z, actually also lies in the submodule Hom 4 (D 4(7), A), and that
the 2/-tuple (,),ew vy even forms an A-basis of the free A-module Hom (D (), A),
see Theorem [3.7.1] For that we prove a crucial finiteness result (Proposition
using the technical — but important — computations in [BHH™) §3.2] that we need to
strengthen, see §3.41 Once all this is done, it is easy to derive the explicit actions of
¢ and O on Hom(D4(m), A), see Propositions [3.8.1)and [3.8.2l We can then at last
compare the two (i, OF)-modules D4 () and D% (7, (1)) and prove that they are iso-
morphic, see Theorem [3.9.1] The same proof works verbatim for quaternion algebras
D which are definite at all infinite places (and split at v) and the representations
of GLy(K) = GLy(F,) defined analogously to (T]).

There is no doubt to us that there should exist a more conceptual proof of Theorem
[I.2] which will hopefully avoid both the genericity assumptions on 7, and the technical
computations. At present however, we do not know how to do this. But the first issue
is to find a more conceptual definition of D4, (p) and of D% (p). Indeed, when p is
not semi-simple, the recipe does not work in general because there might not
always exist a continuous semi-linear action of O on A BTty D o (p)F4) which

commutes with ¢/ @ ¢, (or such an action might not be unique) , see for instance
[Wanal, §4]. Using perfectoid spaces we give below a functorial construction of an
étale (p,, O )-module D4, (p), and subsequently of an étale (p, O )-module D% (p),
which works for all p.



The first step is to replace the ring A by its perfectoid version
A ER(YP) (Yo [Yo) 77 0! # o) (4)

which is a perfectoid Tate algebra over the perfectoid field F((Y,}/?™)) (for any o).
Using the equivalence between finite étale A-algebras and finite étale A-algebras to-
gether with the equivalence between locally constant étale sheaves of finite-dimensional
IF ,-vector spaces on Spec(R) and finite projective R-modules with an action of Frobe-
nius for perfect rings R over F,, it is not hard to check that the extension of scalars
(=) = (=) ®4 Ax induces an equivalence of categories between étale (p,, Of)-
modules over A and étale (¢4, Of)-modules over A, and similarly with (¢, Of)

instead of (¢q, Of), see Corollary [2.6.6, Hence we may as well look for a definition
of Da, »(p) and DF_(p).

It is now convenient to fix an embedding oy : F, — F and set o; g0 @ for
1 € Z. The second step is to consider the two perfectoid spaces

Zix = Spa (F(Ti5, ), FITRE 1) Xspae) -+ Xspae) Spa (F(T5, ), FITE, 1)

f times

ZOK 4 Spa (]F[[Y;O/poc, ce Yl/poc]L F[[Yalo/poo7 ce Yl/p°°]]> \ V(YUO’ Y >’

? of_1 Y of_1 ) T O0f—1

where Zpr is endowed with an obvious action of (K*)/ x &, (p € K* acting via ¢,
which is now bijective) and Zp, is endowed with an action of K* (p acting via ).
It turns out that there is a morphism of perfectoid spaces (see the beginning of §2.4)

m: it —)ZOK

such that m o ((ao,...,ar-1),w) = ([I;a;) om for a; € K* and w € &, a crucial
fact that we learnt from [Far20]. Indeed, the sheaf on the perfectoid v-site over F
represented by Zpr sends a perfectoid F-algebra R to a subset of (BT (R)%+=?)/ stable
under multiplication, where BT (R) is the (relative version of the) ring defined in
[FEF18, §1.10] (a certain completion of W (R°)[1/p], where R° C R is the subring of
power-bounded elements). Likewise, the sheaf represented by Zp,. sends R to a subset
of B+(R)*°‘1:pf stable under multiplication, see . The map m then is induced by
the product map (BT (R)#=?)f — B*(R)#=*" in the ring B*(R), which satisfies the
above relation with respect to the various group actions.

Note that Spa(As, A2) is an affinoid open subspace of Zp, by . Let A &
{(ag,...,a;1) € (K*)!, [Ta; = 1} and A; = AN (OF)/. The third step is to prove
that the morphism m induces a commutative diagram of perfectoid spaces over F:

Zip <— m” (Spa(Ax, A)) = (A/AL) x &f x Spa(AL,, (A%)°) .

ZOK D — Spa(Aoo, Ago)



where the middle vertical morphism is a pro-étale A x Gy-torsor and where
Spa(AL,, (A’,)°) is an explicit affinoid open subspace of Zpr preserved by the action
of Ay which is itself a pro-étale A;-torsor over Spa(Ay, A2 ), see Proposition m,

Corollary and Lemma

Now let p be any finite-dimensional continuous representation of Gal(K /K) over
IF, then F((T}(/ gf D@ (T ) P00 (P) i the space of global sections of a K -equivariant
vector bundle V5 on Spa(F((Té{gzc)),IF[[T%gzc ). Fori € {0,...,f — 1} we define
Vg) = pr; Vs, where pr; : Zyr — Spa(IF((T}({ gzo)),IF[[T}(/ ”1) is the i~th projection.
Then V;@ is a (K*)/-equivariant vector bundle on Zpr, and thus Vg)\spa( AL (ALL)°)
is a Aj-equivariant vector bundle on Spa(A’_, (AL)°). By the third step and us-
ing [SW20, Lemma 17.1.8], we deduce that I'(Spa(A._, (Ago)°)7VéZ))A1 is an étale
(g, OF)-module over Ay, of rank dimpp, see Theorem and §2.6, Hence by
the first step I'(Spa(AL, (A%,)°), V%Z))Al is the extension of scalars of a unique étale

(g, Of )-module DX) (p) over A of rank dimp p.
The following theorem sums up the main properties of the functor p — DX) (P).

Theorem 1.3. Let i € {0,...,f —1}.

(i) There is a functorial A-linear isomorphism ¢; : A ®y 4 DX)(ﬁ) AN D%Jrl)(p)
which commutes with (g, Ok) and is such that ¢ 0 ¢p_g90---0¢g: A®y,r 4
DY ((p) = DY (p) is id @, see Corollary .

(ii) The functor p — DX) (p) from finite-dimensional continuous representations of
Gal(K /K) over F to étale (p,, OF)-modules over A is exact and fully faithful,

see Corollary[2.8.4

(iii) There is d € {0,---, f — 1} such that the surjection A — F(T)) induced by
the trace F[Or] — F[Z,] = F[T] gives a functorial isomorphism of (¢q, Z, )-
modules '

F(T) @4 DY (p) = Do, (p),

where Dy, (p) is the usual (cyclotomic) (g4, Z))-module over F((T)) associated
to p using o4—; to embed F, into F, see Proposition and Remark|[2.8.3

(iv) If p is a direct sum of absolutely irreducible representations then there is an
isomorphism of (p,, Of)-modules over A

DY(p) = Dao, .(p),

where Do, (p) is as in (@), see Theorem m



Because of Theorem (iv) it is natural to rename DX) (p) as Dag,_,(p) for any
p. Using Theorem [L.3{i) we can then associate to any 5 an étale (i, Oy )-module
D3 (p) over A of rank (dimgp)’ by exactly the same formula as in (3). Note that
by Theorem [1.3(iii) F(T")) ®4 D% (p) can be identified with the (¢, T')-module of the
tensor induction from K to Q, of p.

We can now state our conjecture:

Conjecture 1.4 (Conjecture [3.1.2)). For any 7 as in (with F, = K unramified)
there is an isomorphism of étale (p, OF)-modules D (1) = DY(7,(1)) over A.

By Theorem (iv) we see that Theorem proves special cases of Conjecture
(but recall that our somewhat technical proof of Theorem does not use perfec-
toids). Note that Conjecture [1.4] implies (the analogue of) [BHH™, Conjecture 1.2.5]
for the representations 7 in . It is also reminiscent of the plectic structure of the
local Galois action at p on the f-adic cohomology (¢ # p) of certain Shimura varieties
recently proven in [LH], where the above map m also plays a key role.

We finish this introduction by going back to Question [I.] assuming Conjecture
1.4, The image of the natural map 7V — D4(m) = D%(7,(1)) is a compact F[Ok]-
submodule D4(7)% which generates D%(7,(1)) over A and is preserved by O and
the operator 1, with moreover ¢ : D4(m)* — D4(m)" surjective. Assuming there is
an admissible smooth representation of GLy(K') naturally associated to 7,, and that
this representation is 7 (as is the case when K = @Q,), one could hope to “guess”
what D4(7)? is inside D%(7,(1)), as the latter is pretty explicit, at least when 7,
is semi-simple and sufficiently generic. However, even in the simplest case where
K is quadratic (unramified) and 7, is the direct sum of two characters, where we
know that 7 is semi-simple ([BHHT]), it seems impossible to find D4 (7)* “by hand”
(there exists a natural explicit generating compact F[Ok]-submodule in D% (7, (1))
which is preserved by Oy and ¢ with 1) surjective, but we can prove that it cannot
be D4(m)?). Going back to perfectoids, one could hope to find instead a natural
FIY /P, ... ,Yalf/f’fo]]—submodule Dy (m)*inside DY _(7,(1)) = Ao ®4 DY (7,(1)) and
from there go to D4(m)? in a similar way as what was done by Colmez when K = Q,
in [Coll0bl, §IV.2]. However, even though there is a natural candidate, namely the
F[Y, /7, ..., Y,}/*"]-submodule

(0) (f-1)\2*Gs
F(ZLT, Vﬂ(l) ®OZLT ce ®OZLT Vi (1) )

Ty

_ o 0 ~1)\Ax65 _
< F(m 1(Spa(Aoo, Aoo))’ VF(vgl) ®OZLT T ®OZLT V(f(l))) - Dﬁw (TU(U)’

Tv

computations for f = 2 show no evidence for this submodule to be large enough (or
even nonzero when T, is irreducible).

We fix some general notation (most of which has already been introduced above,
but we remind the reader). We fix K a finite unramified extension of Q, of residue
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field F, = F,r, so Ox = W(F,) and K = Og[1/p]. We normalize the local reciprocity
map so that it sends p € K* to (the image of) the geometric Frobenius z — z77. We
fix an algebraic closure K of K with ring of integers O and maximal ideal mz. We
denote by IF the coefficients, which is a finite extension of F, that we always tacitly
assume to be “large enough”. We fix an embedding oy : F, < F (which is sometimes
omitted from the notation when the context is clear) and we let o; 5o 0 ¢ for ¢
the Frobenius on F, (i.e. ¢(x) = 2P) and i € Z.
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2 Etale (¢,0%)-modules and Galois representations

In this section we functorially associate to any finite-dimensional continuous repre-
sentation of Gal(K/K) over F an étale (p,,05%)-module D4 ,(p) of rank dimp p over
the ring A of [BHH™, §3.1.1] (depending on an embedding o : F, < F) and an étale
(¢,05)-module DY (p) of rank (dimg p)/ over A. We prove various properties of these
modules and we make them explicit when p is a direct sum of absolutely irreducible
representations.

If X is an adic space over F, we denote by hx the functor Homgp,rr)(—, X ) from
the category of adic spaces over I to the category of sets. If R is an adic Huber ring,
i.e. a topological ring whose topology is I-adic for a finitely generated ideal I (see for
instance [SW20, §2.2]), we use the shorthand Spa(R) for the adic spectrum Spa(R, R).
We denote by Perfr the category of perfectoid spaces over F. For background on adic
spaces or perfectoid spaces we refer (mostly without comment) to [Hub96], [Schi12]
or [SW20].

Let A be a (commutative) ring and let ¢ be a ring endomorphism of A. We
define a w-module over A as a finite free A-module D endowed with a y-semi-linear
map ¢ : D — D. We say that a p-module over A is étale if the A-linear map
idg ®p : A®pa D — D is an isomorphism. Assume moreover that A is a topological
ring and that there exists a continuous action of an abelian topological group I' on
A via endomorphisms commuting with ¢. We define a (¢, I')-module over A as a
p-module D over A endowed with a continuous semi-linear action of I' such that, for

ac€A,ve Dandyel:
p(v(v)) = 7(e(v)).

Moreover we say that a (¢, I')-module is étale if its underlying ¢-module over A is so.

Let Repy Gal(@p /K) denote the category of F-linear continuous representations
of the topological group Gal(Q,/K) on finite-dimensional F-vector spaces.

2.1 Review of Lubin—Tate and classical (p,I')-modules

We review Lubin-Tate and classical (¢,I')-modules associated to an object of
Repy Gal(Q,/K).

Let Og, be the p-adic completion of O and let C, = Oc,[1/p]. Set

0% £ lim Oc,/(p) 2 lim Ox/(p) 2 lim Ox/(p)

r—xP TP x—raxd

(which Fontaine used to denote by R in [Fon82, §2.1]). Note that there is an iso-

morphism of (multiplicative) monoids chcp = lim Oc,. This allows us to define a
TP
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map v : O("Cp — Z U {400} by v((m)m>1) = val(z;), where z,, € Cp, 22, = T

(for m > 1) and val is the usual p-adic valuation on C, normalized by val(p) = 1.

Then v is a valuation on O(bcp and extends therefore to a valuation on (C; = lim C,.
x—xP
Then CZ) is an algebraically closed field of characteristic p which is complete with

respect to the valuation v. Moreover its ring of integers {x € C, v(x) > 0} is (’)(bcp
and (C]bJ = Frac(O(bCp). There is an action of Gal(Q,/Q,), hence of Gal(Q,/K), on (C;2
which preserves O(bcp.

We denote by Gr the unique (up to isomorphism) Lubin—Tate formal Ox-module
over Ok associated to the uniformizer p. Let Tk be a formal variable of Gyr. The
structure of Ox-module on Gy is given by power series:

CLLT(TK) € alyx + TIQ(OKIITK]] for a € OK,

and recall that prr(Tx) € TE 4+ pOx[Tk]. Let T,Grir = Im _ Gur[p™](Og) be the
Tate module of Gy, which is a free Og-module of rank 1. Let u be a generator of
the Ox-module T,Grr. We can write 4 = (Um)m>1 With u, € Grr[p™](O%) € Oc,
for m > 1, where we embed Grr(Oc,) into Oc, using Tx. For m > 1 let @,, be the
image of u,, in Oc,/(p) and @ = (U )m>1 € O%p. The map F [Tx] — O(bcp sending
Tk to u is injective, and we use it to identify F,[Tx] with a subring of O("Cp.

We denote by K, the abelian extension of K generated by all the elements wu,,
and recall that we have the commutative diagram:

Gal(K/K) — Gal(K/K)* — Gal(K,/K) —= Gal(K("V1)/K)

L T e

K" = p% x O% 0% zx

where the left vertical injection is the local reciprocity map, the bottom left horizontal
surjection is the projection sending p to 1, and the bottom right horizontal surjection
is the norm map.

We endow the topological ring F @, F,(Tx)) with a continuous F-linear endo-
morphism ¢ and a continuous F ®g, Fy-linear action of Ok commuting with ¢ and
satisfying the following conditions for A € F, f € F,[Tk], and a € Ok:

pA®[f)=Are f7, (6)
a(A® f) =A® (f oanr),

where we still denote by apr(Tk) € F,[Tk] the reduction mod p of apr(Tk) €
Ok[Txk]. Lubin-Tate Theory implies that F,[Tx] C O('%:p is stable under the ac-

tion of Gal(Q,/K), and moreover that the action of Gal(Q,/K) on F,[Tk] factors
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through Gal(K,,/K) and coincides with action of O in (6) via the local reciprocity
map.

Denote by F,(Tk)*P the separable closure of F,(Tx) in C,. If p €
Repp Gal(Q,/K), define

.\ de ce N\ Gal(K/Kx)
Dic(p) & (F(Tx)**® @5, p) -

Then Dg(p) is an étale (¢, Of)-modules over F ®g, F,(Tx)) and it follows from
Fontaine’s theory of (o, I')-modules ([Fon90]) that D is a (covariant) rank-preserving
®-equivalence of categories between RepyGal(Q,/K) and the category of
étale (@, Ok )-modules over F ®p, F,(Tx)). Note that the injectivity of idg, (7,) ®¢
implies that the endomorphism ¢ of an étale (¢, O )-module over F ®g, F,(Tk)) is
automatically injective.

The isomorphism

F ®r, Fo(Tx)) — F(Tkoo) X F(Tho,) X - X F(Tk o)
/\ ® (Zn>>—oo C’nT[?}) L (Zn>>—oo /\UU(CH)TIT(L',U()? R Zn>>—oo )‘O-f—l(cn)Tf?,affl)

(7)

induces an analogous decomposition for any F ®p, F,((Tx))-module Dg:
DK - DK,O'O X X DK7Uf71.

If Dg is an étale p-module over F ®g, F,((Tk)), then ¢ induces a morphism (still de-
noted bY) ¥ DK,Ui - DK,0¢_1 such that (p(zn>>foo CnTI%,aiU> = Zn>>foo CnTng,Lai,lgp(U)
for ¢, € Fand v € Dk ,,. By a standard argument, the functor Dg —— D ,, induces
an equivalence of categories (compatible with tensor products) between the category
of étale (¢, Ok)-modules over F ®r, F,(Tx)) and the category of étale (¢4, Ok)-
modules over F((Tk 4, )), where F(Tk,,)) is endowed with a continuous F-linear endo-
morphism ¢, (= /) and a continuous F-linear action of O that commutes with ¢,
and satisfies the following conditions for f € F[Tk,,] and a € O:

{ 2q(f(Tkoy)) = f (T, ),
a(f(Tko)) = flarr(Tk.00))-

To be precise, in the last formula,

arr (T oo) = 0o(arr(Tk)) € 00(@) k.00 + Tt oo FI Tk 0]

where og(apr(Tk)) is the image of ayr(Tk) € Fy[Tk] via

F [Tx] = FlTk o], Y. T = > 0o(ca)Ti o

n>—oo n>>>—oo
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If one chooses the embedding o; for some ¢ € {1,..., f — 1} instead of oy, one goes
from Dk o, to Dk, by the isomorphism

Id ®¢f—l : F[[TK,Ui]] ®(pf7i7F|:[TK,D'0]] DK,UO SN DK,Uz"

We can also work with the infinite Galois extension K (”V/1) instead of K., (see
(5))). Let T be a coordinate of the formal group G,,. We endow the topological ring
F @, F,(7) with a continuous F-linear endomorphism ¢ and a continuous F @, -
linear action of Z; commuting with ¢ and satistying the following conditions for

ANEF, feF,[T], and a € Z}:

90()‘®f):>‘®fpv (8)
a(A® f) =A@ (foa)

The choice of a generator of the Tate module of G,, and the choice of T induce an
embedding F [T] — O(IE:,, whose image is stable under Gal(Q,/K) and on which the

action of Gal(Q,/K) factors through Gal(K(*V/1)/K) with action given by (via
local class field theory).

If p € Repg Gal(Q,/K), define

\ de o _\ Gal(R/K(""V1))
D(p) = (Fy(T)* @, p) .

The functor D is, as before, a (covariant) rank-preserving ®-equivalence of categories
between the category Repp(Gal(Q,/K)) and the category of étale (¢, Z))-modules
over F @r, Fo(T)).

Here a standard choice is to take T' such that a(T) € aT+T°F,[T] C aT+T*F,[T]
is the reduction mod p of (14 71)* — 1 € Z,[T]. Using a decomposition analogous
to (7) and choosing the embedding oy, we again have an equivalence (compatible
with tensor products) D —— D, between the category of étale (¢, Z,)-modules over
F ®p, Fy(T) and the category of étale (4, Z, )-modules over F((T)), where F((T) is
endowed with an F-linear endomorphism ¢, (= ¢/) and a continuous F-linear action
of Z that commutes with ¢, and satisfies the following conditions for f € F[T] and
a€Zy:

a(f(T)) = f(a(T)). (9)

We will mostly use D o, (5) = (Dx (7)) oo, an étale (0, OF)-module over F((Tk 4, ),
and D,,(p) = (D(7))s,, an étale (¢, 7 )-module over F((T), in the sequel.

We now relate Dk (p) and D(p), Dk o, (p) and D,,(p). In order to do so, we have
to use the perfectoid versions of F,(7x)), F,(T.0,)), etc.
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We let F,[T% ~] be the completion of the perfection Un>o F 75 "] of F,[Tx]

with respect to the Tk-adic topology and F,(T% ) the fraction field of F,[T% .
Concretely:

dn

p" dn .
F 1%~ { > T, cn € Fy, dy € Zzg, — — +00 1n@whenn—>+oo}
n>0 p

and F(TF ) = F [T 7] [ﬁ] We define in a similar way F,[77 "] and F, (77 ™).

As (’)(bcp is perfect and complete for the Tx-adic (resp. T-adic) topology, we have
morphisms of Fg-algebras

F[Tk "1 = Og,,  FJI" 7] = O, (10)

The following well-known theorem follows from the work of Wintenberger ([Win8&3])
and the Ax—Sen-Tate Theorem, see for instance [CE14, Cor. 3.4]:

Theorem 2.1.1. The morphisms induce isomorphisms of topological rings com-
patible with the action of Of (via (9)):

Ob Gal(K/Koo) (Cb Gal(K /Koo)

F[Tg 7] = and Fo(Tk ") =

and isomorphisms of topological rings compatible with the action of Z; (via (@)

S Ob Gal(K/K (P V1)) CbGal(?/K(p(x\)ﬁ))
’ )

F,[T7" and F,(T") =

In particular, F,[T7 "] 2 F,[T}; “Jo~/KCV0) o B [T ] and B (T77) =
B (TR ™) S/ (1),

By Theorem we have in particular embeddings F,[T] — F,[77 7] —
F,[T% ~]. Applying F ®,, %, (—) to Theorem [2.1.1, we deduce embeddings F((T)) —

[e%s}

F(TP™) — F(Tk,,)) and F[T] < F[T?""] — IF[[T}?;:]]

Proposition 2.1.2. Letp € Repy Gal(Q,/K). There is a canonical F (TE ~)-linear
isomorphism which commutes with the actions of OF and :

F (T8 ™) @,y D(P) — Fo(TE ) @r, 1) Drc () (11)

where O, ¢ act diagonally on each side, O acting on D(p) via the norm map O —

Z . Moreover there is a canonical ]F((Tf(jz )-linear isomorphism which commutes with
the actions of O and @,:

F(T 5) @(r) Doy (B) = F(TR 50) 8 (Trc.0y) Dic.on (P)

where Oj, @, act diagonally on each side, Ok acting on Dy, (p) via the norm map
OF — L.
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Proof. From Wintenberger’s theory of the field of norms ([Win83|), recall that we
have topological isomorphisms

Gal(F, (7)™ /F, (1)) = Gal(K/K..), Gal(E, (1) /,(T) = Gal(K/K("V1)).
Since we have for any integer n > 1:
H( Gal(E, (T ) /F,(Tk), GLu (F, (Ti)™)) = 1

as follows by taking inductive limit from [Ser68, Prop. X.1.3], we have a canonical
isomorphism

Fo(Ti )™ @r, (i) Drc(P) — Fo(Ti )™ @r,, P (12)
that is compatible with the actions of ¢ and Gal(K /K) (Gal(K/K) acting on Dg(p)
via Gal(Ko/K)), and likewise with Fy(T')*?, F, (7)) and D(5). Tensoring (12) by C;

over F,((Tk))*P, resp. its analogue over F,((T"))*P, we obtain a canonical isomorphism
’ 5) = e _
C,, @r,(1ie) Dx(p) = €, &g, p <= C} @p,(r) D(p)

compatible with the actions of ¢ and Gal(K/K). Taking invariants under

Gal(K/K.,), which acts trivially on D (p), D(p), and remembering (C;Gal(K/ Ree) _

F,(T% ~)) from Theorem we obtain the desired isomorphism (11]). The last
assertion follows from an analogous discussion (the details of which are left to the
reader). O

Remark 2.1.3. Arguing as in the proofs of Theorem [2.6.4 and Corollary [2.6.6] be-
low, the functor Dy o, +— IF((T,”(_;: ) ®F(Tx ) Proo in fact still induces an equiv-
alence of categories from the category of étale (¢, Ok )-modules over F(Tk,,,)) to
the category of étale (p,, Ok)-modules over F((T: [p(_:z ). Likewise with the functor
Dy = F(T?™)) ®r(r) Do, and étale (g, Z)-modules.

We finally recall a convenient explicit presentation of D ,,(p) for p absolutely
irreducible.

For simplicity, we now choose the formal variable T such that apr(Tx) = alk
when a € [Fy| (so a(Tko,) = 00(@)Tk,0, for a € [F,]); for instance, this holds if Tk
is such that the logarithm of the Lubin-Tate group Grr ([Lan90, ch.8 §6]) is the
series 3,500 "T# . Note that in that case F((Tk ) ) = F(T, 1‘1{_010)) and that the
commutativity of the action of a € Ok with [F,| implies:

(T ) € 00(@) Ty + T 0 O [TH o] (13)

We recall the following straightforward lemma.
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Lemma 2.1.4. Let p be a finite-dimensional continuous representation of Gal(K /K)
over F.  Denote by Dy q,(p)Fe) the F((T]%T;O))—vector subspace of Dk »,(p) fized by
[Fx] € Of. Then Dk o, (p)Fal is preserved by @, and the action of O}, and we have
an F(Tk 4, ))-linear isomorphism compatible with ¢, and Ok :

F(Tx.00)) ®1F((Tg(j;0)) Doy ()] = D 0 (P)
where the actions of p, and Ok on the left-hand side are the diagonal ones.

Proof. 1t is enough to prove that the morphism in the statement is an isomorphism,
everything else being trivial. It is enough to prove

H'([F; ], GLo(F(Tr00)) = 1

for any integer n > 1. But this is again the generalization of Hilbert 90 applied to the
Galois extension F((Tk )/ IF((T[%TUIO ) (which has Galois group [F)]), see for instance
[Ser68|, Prop. X.1.3]. O

We now give explicitly D o, (7)) for an absolutely irreducible 7.

For A € F* denote by unr(\) the unramified character of Gal(K/K) sending the
Frobenius z — 29 to A™!. For f’ > 1 denote by wp : I — F;f, Serre’s fundamental

character of level f’, where Iy C Gal(K/K) is the inertia subgroup. We also denote
by wy (instead of o o wy) the composition

o0

Ix 5 FY S F (14)

and again w; its unique extension to Gal(K /K) such that wy(p) =1 (via local class
field theory). Recall that w; : Gal(K/K) — F* is the composition by oq : F, = F
of the mod p Lubin-Tate character of Gal(K/K). For d € Zs,, it goes back to Serre
that any absolutely irreducible d-dimensional representation of Gal(K/K) over F is
isomorphic to (ind wgf) ®@ unr(A) for some A € F* and some positive integer A which

is not of the form mjj:ll for some m € Z>; and some d' € {1,...,d — 1}, where

indw}; is the induction from Gal(K/Ky) to Gal(K/K) of the mod p Lubin-Tate
character of Gal(/K/Kgy) (seen with values in F via any embedding F,« — F lifting
00), where K, is the unramified extension of K of degree d. Equivalently ind wé‘f is
the unique representation of Gal(K /K) over F with determinant w/ - unr(—1)4"" such
that (indwl)|r, = wl & ngf @D wg}Hh (
Note that

for any choice of embedding F,« — ).

(ind wl;) ® unr(A) = (ind ngi) ® unr(\)
if and only if &’ = ¢'h mod ¢% — 1 for some i € {0,...,d — 1} and A\¥ = N9,

17



For a € Oy, we set:

LT def LT det 00 (a) TK,UO
= Ty o) = ———2—
fa fa ( K7 0) a/(TK’g-O)

Note that fi'" =1 if a € [F)] and that implies

€14+ Tk oo F[Tk 0]

f;T € ]‘+ KUO]F[[ KO’()]]

Lemma 2.1.5. Let p € Repg Gal(Q,/K) and write p = (indwjj;) ® unr(X) for some
d,h, A as above. Then Doy (p) = F(Tkoy) @p(rat ) Dy oo (p)Fe) (Lemma [2.1.4),
,00

where Dk 4, (ﬁ)[FQX Iis explicitly described as follows:

Diqy(@) ] = @ F(TE,, )e:
@q(ei) = €41, 1 <d—1
)\d
90q(€d—1) = Weo (15)
7 )
a(e;) = (fclfT) “1 e, a€ OF.

Moreover a basis (eq, . .., eq—1) = (eo, ©q(€0), - - ,@2*1(60)) as in is uniquely de-
termined up to a scalar in F*. Finally, if ' = ¢h + m(q? — 1) for some j €
{0,...,d—1} and some m € Z, then the unique baszs (€])i = (ep, pql€h), - - i (ef))

mn corresponding to h' is given by e}, = W ; (up to a scalar in F*).

K,oq

Proof. T he first statement is [PS, Cor. 10.10]. We prove the uniqueness of the basis
%m (up to scalar). Let (fo, ..., fa_1) be another basis of Dy, (p)Fe! satisfying

it is enough to prove that fo € Fep. Write f, = 20 lezeZ for some x; €
d
K G’())) Slnce qu(fo) h(q 1) fO and (lpq(e’b) - Tqii\(qfl) 6i7 we deduce that h(q 1) xl -
Tk o0 K,oq Tic.o0
. . 1)(qi—1
ngq(@) for i € {0,...,d — 1}, ie. l(z;) = TK(q /@~y This easily implies
500 )

r; € FTy, , where m; £ % € Zso. If z; # 0, since (¢ — 1)|m; in Z, we
obtain h = 24 (g:l for some i € {1,...,d — 1} which contradicts the assumption on
h. Hence z; = 0 for all 7 # 0 and thus fy € Fey. The last statement is an easy check
that is left to the reader. O

Remark 2.1.6. One can prove that the action of a € O in is the unique
semi-linear action on DKU (p)F¢] which commutes with ¢, and is such that a(e;) €

e + [q(oo o Fl KUO]]e] for all i. The argument is the same as in the proof of
Lemma m below

As a special case of Lemma we have:
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Lemma 2.1.7. Let x : Gal(K/K) — F* be a continuous character and write x =
w?*unr()\x) for hy € Zso and N, € F*, then (for a € OF):

Di.oy(0)Fi) = F((ffgio»ex

Pq(€x) = 47ZTX117€X
TR

aley) = (fF)he,

If p is any finite-dimensional continuous representation of Gal(K /K) over F, write
D o(P)(X) for D54 (D) ®F(1x y) Drc,oo (X) With tensor product structures. Then we
have Dy, (P ® X) = Dk, (p)(x) as follows from the compatibility of Dk ,,(—) with
tensor products.

2.2 The (¢4, Ok )-module over A of a semi-simple Galois rep-
resentation

To an arbitrary semi-simple 7 we associate by an elementary recipe an étale (¢,, O )-

module Dy ,,(p) over A (depending on the fixed choice of the embedding o).

Let No = (} OF ) € GLy(Ok) and my, the maximal ideal of F,[No]. Recall that
F,[No] = F,[Yo,...,Ys1] and my, = (Yo,...,Ys_1), where

Y S A <(1) @) € F,[No].
AEFS

(Namely, as Ny is a uniform pro-p-group isomorphic to Zg, it follows from [DASMS99,
Thm. 7.23(i)] that F,[No] is isomorphic to a power series ring in f variables over F,,.
This is a local ring. We easily check that the images of Y, ..., Yy in my,/m3, form
a basis of this F,-vector space, so that F,[No] = F,[Yo,...,Yr-1].)

As in [BHH™) §3.1.1] consider the multiplicative system
SEA{(Yo - Yp)*, k2 0} CF[No]

and A, = IFq/[[N\O]]S the completion of the localization F,[Ny]s with respect to the
ascending filtration (n € Z):

e 1 kf—n 1 kf—n
Fo(B[Nos) < Y o, = U (16)
oDl = 88 e = v

where m%t = F,[No] if m < 0 (see [BHHT| §3.1.1]). We denote by F,A, (n € Z)
the induced ascending filtration on A, and endow A, with the associated topology
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([LvO96, §1.3]). The ring A, contains F,[Ny] and the F -linear action of O on F,[No]
(induced by the multiplication on Ok = Ny) canonically extends by continuity to A,
(but not to F,[No]s as it does not preserve S). We will write this action of Ok on
F,[No] and A, as a(x) for (a,z) € O x A,. In fact using a — [a] € pOk one has for
a€ OF and i € Z:

a(Y;) € @Y + mi, Cmy,

which implies
i 1 U
a(Y) e @'Yi(1+ ?mzlov()) Ca"Yi(1+ Fi_,A,) C AZ. (17)

We define ¢ as the Frobenius endomorphism of F,[Ny], i.e. by o(f) = f? for f €
F,[No]. It canonically extends by continuity to A, and obviously commutes with the
action of O on F,[No], hence on A,.

Let A be the complete filtered ring in [BHHT, §3.1.1]. Recall that A is defined
similarly to A, replacing F,[No] by F[Ny] except that the Frobenius ¢ on F[Ny] is
now F-linear. As in (7)), we have an isomorphism F®p, A, — A X A x --- x A which

f times

sends A ® 3, ¢, Yg™ -+ anfl_l € F®r, A, to:

()\Zao C) Y0 -y /\Zal )Y Y Azgf (e Yo oY)

of-1" 0f-1 Of—2

where we set for o : F, — [F:

VS () (é @) € F[No] C A. (18)

AEFy
It induces an analogous decomposition for any F ®p, A,-module D4 :
DAq — DA,UO X - X DA70'f—1'

We extend F-linearly the Frobenius ¢ and the action of Oy from A, to F ®g, A,.
Note that we have p(Ys,) = Y?  for i € Z (see [BHH™, §3.1.1], where ¢ on A is

denoted by ¢). We let ¢, =l on A. Asin the functor Dy, +— Dy, induces an
equivalence of categories between the category of étale (¢, O )-modules over F ®r, A,
and the category of étale (p,, Ok )-modules over A.

The embedding of F-algebras

F(Tha) = A Y eTis, e % cn(@(yao)y (19)
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trivially commutes with ¢, and [F] (the latter acting trivially on both sides). When p
is a direct sum of absolutely irreducible finite-dimensional continuous representations
of Gal(K/K) over F, we define:

Dag(p) = A ®F((T;1{T;O)) D o (p)17 (20)
where Do, (p)F7] is as in Lemma . It follows from its definition that D4 ., (p)

is an étale p,-module over A if it is endowed with the endomorphism ¢, = ¢, ® @,.

Remark 2.2.1. Definition does not need the semi-simplicity of p, but we will
only use it in that case, see also Remark below.

For a € O, we set (see (L7):

d_ef (70 (a) YO'O

fa,ao = fa,ao(yam cee aYaf_l) = CL(Y ) cl+ Fl_pA. (21)
o0

Lemma 2.2.2. Let p be an absolutely irreducible continuous representation of
Gal(K/K) over F and (e, . .., eq-1) a basis of Dk o,(p)¥] as in Lemma m Then

we have: L
DA70'0 (ﬁ) = @1:_0 A(l & ei)
(:OQ(1®61‘) = 1®€i+17 1<d—1
Geen) = X2 1o
¥ €d-1) = eg).
! SD(YUO)

Moreover there is a unique structure of (g, Of)-module over A on D 4 ,,(p) such that

d—1
a(l®e) €l®@e; + > (FipA)(1®e;) for alli and a € OF.

=0
This action of O is explicitly given by (i € {0,...,d -1}, a € O):

hqi

) ST 1 ®e) € (1+ FrapnA) (1@ e) (22)

Sa,00
‘P(fa,cro )

and does not depend (up to isomorphism) on the choice of the basis (e;); of
DK,Uo(p)[]F;]'

a(l®e;) = (

Proof. The first part of the statement follows from the definition of D4 4, (p) in (20).
Fix a € OF and write a(1 ® ep) = Y45 Ci(1 ® ¢;) for some Cy € 1+ F;_,A and
C; € Fi_pAif i # 0. Assume C; # 0 for some 7 # 0 and let m; > p — 1 be the
maximal integer such that C; € F_,,, A\ F_,41)A. Since a(1 ® eg) and the 1 ® e;
are fixed by [Fy], the constants C; are also fixed by [F;] in A for all j, and thus in
particular by [F], from which it is an exercise to deduce that we must have (p—1)|m;.
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Ih
v q

Since pl(1® e;) = Ad<@(550)> (1®e;) for all j, the equality a(¢l(eo)) = ¢i(a(eo))

yields for j € {0,...,d — 1} (using og(a)?™! = 1):

Cj = (@{;:;))h(@gijo))(qj_l)hwﬁ(cj) (23)

which implies in particular —m; = (¢ — 1)h(p — 1) — ¢*my, ie. (¢¢ — Dh(p — 1) =

(¢% — 1)my, i.e. h = qj:11 i, which contradicts the assumption on h since ™o € Z.
q p p

h
Hence we must have C; = 0 if ¢ # 0. When i = 0, is just Cy = <‘P{;::0)) ©3(Co).
h
The equation Cy = (W{]‘j"’o )) ¢3(Cp) has a solution in 1+ Fy_,A given by
a,oq
T a,0 h s a,o a"h a,o Pl )
e ()~ ) ()
n=0 ©(fao0) =0 NP (fao0) ¢(fa00)
( fa,ao > l—hqd
©(fa00) ’

where the second equality uses 2 =gifr e F,. This solution is unique in 1 +
Fy_,A(C A*): the quotient of two solutions is an element of 1 4+ F;_,A fixed by gag
and the map 1 — gpfll induces an automorphism of Fy_,A (with inverse 3, gpfll") SO
that only 1 is fixed by gpg in 1+F,_,A. Then immediately follows, from which the
continuity of the action of O is clear (as it is continuous on A). If one changes the
basis (e;);, or equivalently by (the last statement in) Lemma changes the integer
h, the last statement easily follows from the last statement of Lemma [2.1.5] [

Remark 2.2.3. The uniqueness of the action of O in the proof of Lemma
works just assuming a(1®e;) € 1®e;+ > 7_(F_1A)(1®¢;) (and lands automatically

Let us finally make twists explicit. Let y : Gal(K/K) — F* be a continuous
character and write y = w?xunr()\x) for h, € Z>o and A\, € F*, then (using Lemma

2.1.7) the étale (p,, O )-module D4, (x) is explicitly given by (a € OF):

Daoy(x) = A(1®;x) )
p(l®ey) = Ax((p(;:)> X(1®€x) (24)

X
fa,o‘o

@(fw)) T1®e,).

One has an action of O on D 4 4, (7®X) = Dagy(5) @4 Dag,(x) by taking the tensor
product action. We leave to the reader the exercise to check that, when p®x = p'®Y/,
then Dy, (7 @ X) = Dags(p' @ X') as (¢4, Ok )-modules over A.

aee) =
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2.3 A reminder on p-divisible groups and K-vector spaces

We review some results on constructions of Fargues and Fontaine ([FF18]) related to
p-divisible groups (in a relative context, see for example [LB18| §5.1]) and we define
the important perfectoid spaces Zir and Zp, over F.

Let R be a perfectoid F-algebra and w a pseudo-uniformizer of R. As usual we
denote by R° the subring of power-bounded elements in R and by R°° C R° the
subset of topologically nilpotent elements (i.e. those a € R such that a™ converges
to 0 in R). We fix a power-multiplicative norm |-| on R defining the topology of R.
Such a norm exists and can be explicitly given by

la| = inf{2% , (m,n) € Z x Zy, w™a™ € R°} € R (25)

(so |a| <1< a € R°). We endow the Witt vectors W(R°) with the (p, [w])-adic
topology (where [-] is the multiplicative representative). Let BT (R) be the Fréchet K-
algebra defined as the completion of W (R°)[1/p] for the family of norms |-[,, 0 < p < 1
given by

Z [zn]p"

n>>—o0

= sup(|z|p"). (26)
ne”L

It is endowed with a continuous K-semi-linear endomorphism defined by

o (Slonl) = Dtz

n n

def

and we define ¢, = ¢/ which is K-linear.

Let F[z)™", ... ,:vcl/_plw]] be the completion of the perfection of Flzg, ..., x4 1] for
the (o, ..., zq_1)-topology. If R is a perfectoid F-algebra and (ro,...,rs_1) € (R°°)4,
let

-1
(o oraa) & 3 3 € BE ()
nez i=0

then we have:

Lemma 2.3.1. Let 1 < d < f. For each perfectoid F-algebra R, the following
functorial map is a bijection:

Hom]%‘fﬁlg(]Fﬂxé/pm, o ,xcl/_pfo]], R) = (R®)? — B+(R)<pq=pd
(T07"'7Td—1) — F(TO,...77‘d_1).

Proof. This follows from [ES, Prop. I1.2.5(iv)]. See also [FE18, Prop. 4.2.1] for the
case where R is an algebraically closed perfectoid field. O
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Remark 2.3.2. If R is a Huber ring over F and R C R° is an open and integrally
closed subring ((R, R") is then called a Huber pair), we have R°® C R* so that, by
[Hub94l, Prop. 2.1(i)]

Homgpar) (Spa(R, RY), Spa(F[z™, ... ad?” ))
~ con 1/p> 1/p>
o Hom]nglg(IF[[xo/p b ,:cd/f’l I, R).

Thus Lemma and [SW20, Lemma 18.1.1] imply that the functor (R, RT) —
B*(R)‘Pq:pd can be extended to a sheaf on the site Perfy of perfectoid spaces over [F
endowed with either the pro-étale topology or the v-topology.

Remark 2.3.3. Let (R, R") be a perfectoid Huber pair over F. If = € Spa(R, RT),
then its residue field k(z) is a perfectoid field containing F (see for example [Schi2),
Cor. 6.7(ii)]). If z € BT(R)#*="", we let z, be its image in B* (k(z))?=*". Then the
functorial bijection of Lemma induces a functorial bijection:

(Spa(]F[[x(l)/poo, 2P D\V (2o, - ,xd_l))(R, RY)2{z € BT (R)*~" 2, £0V z}.

The following remark will be used in §2.9
Remark 2.3.4. There exists a norm |-|; on BT(R) which induces on W (R°)[1/p] the

norm
> [walp"| =sup{|zal, n € Z} €[0,1] C Ry
n>>—00 1
and is such that |z]; = lim<1|2|, (see [FFI8, Prop. 1.10.5 & Prop. 1.6.16]). Equiva-
p—1

lently, there exists a valuation vy : BY(R) — [0, +-00] such that

Vo= > [z)p" € W(R)[1/p], wo(z)=inf{v(z,), n€Z},

n>>—0o0

where v is the valuation —log|-| on R. This description implies that if (x_,),>0 is a
sequence of elements of R such that 3=, <,[z,]p" € BT(R) and such that there exists
0 <c<1with |z_,| <cforall n >0, then

<ec.

Note that |-|; : BY(R) — [0,1] is not continuous since, for instance, |p"|; = 1 for
n € Z although p" — 0 in BT(R) when n — +oo (in fact |-|; induces the discrete
topology on K C BT(R)).

Now we review the interpretation of B+(—)?e=#" in terms of p-divisible groups in
the two extreme cases d =1 and d = f.
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The case d =1 Let Gpr be the Lubin-Tate formal group of §2.11 As at the end
of loc. cit. we choose an isomorphism Gprr = Spf(Og[Tk]) such that the logarithm

map logg, . . GLE Grlg (where G,k is the additive formal group over Ok and
def

“rig” the rigid analytic generic fiber) is given by the series 3,50 p~ TK Let Grp &
Lp(GLT Xspi(0x) SPE(Fq)) = Spf(IF, [[Tl/p [) be the universal cover of Grr Xspe(0x)
Spf(F,) (see for instance [SW13, §3.1]). The action of Ok on Gir extends to an

action of K on Gpp. Note that if R is a perfectoid F-algebra, we have Grr(R) =
(Grr Xsptog) SPE(Fy))(R) = Grr(R) (see for example [SW13| Prop. 3.1.3(iii)]) so
that Gpr(R) already has a structure of a K-vector space. We also have Gpr(R°) =
Grr(R). By [EFIS8, Prop. 4.4.5] or [FS, Prop. 11.2.2], for each perfectoid F-algebra R,

we have an isomorphism of K-vector spaces Grr(R°) < Bt (R)#s=P given by

r€ R® 2 Gip(R°) — F(r) Y [r"|p" € BY(R)?=? (27)

neL

(this is the isomorphism of Lemma when d = 1, where the variable x( in loc. cit.
is denoted by Tk ). Note that on the left-hand side, the K-linear structure is given

by (for r € R*°)
{V ne€z, pr)=ra, (28)

Vae Ok, a(r)=ayr(r),

where we view the coefficients of the power series arr in F via O — F, X F. We
let

Zur = ((éLT X Spf(IFy) Spf(F>)ad \ {0})f7

ad jg the adic space associated to the formal scheme

Vzhere (éLT Xspf(]pq) Spf(F))
Grr Xspe(r,) SPE(F) and {0} is the closed analytic subspace image of the O-section, i.e.
f-times the fiber product of (Grr Xspe(r,) SPE(F))* \ {0} over Spa(F) (still using o).

Using obvious notation, we have an isomorphism of adic spaces
Zir = Spa(F[THE™ . T2 D\V(Tko--- T, S TP, FTP™
vr = Spa(F[Tyy ... Ty DAV Tk Tr,p-1) H pa(F Ki ), F[ K )

and there is an action of (K*)/ on Zr given by

Va=(ag,...,a5r-1) € (K*)7, a(Tk,;i) = airr(Tk.i)-

The case d = f Let Gy s be the p-divisible group over F, defined in [FEF18| §4.3.2]
(with O = Z,) as the kernel of V/ — 1 on the group scheme of Witt covectors CW
(we use without comment the notation of loc. cit., for instance V' is the Verschiebung,
F is the Frobenius, see [FEF18| §1.10.2] for CW, etc.). The base change of Gy to F is
endowed with an additional structure of functor in Ox-modules. Namely if R is an
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F-algebra, then CW(R) is an O = W (F,)-module via oy : F, < F and the action
of O on CW(R) commutes with V/ and F/ (but not with V and F).

As ker(V — 1) C ker(V/ — 1), there is a natural injection of p-divisible groups
Gi,1 — Gy s which induces a morphism of p-divisible groups over I with Og-action

Ok ®z, G11r — Gy rF- (29)

Lemma 2.3.5. The map is an isomorphism of p-divisible groups over F with
Og-action.

Proof. In this proof we will use (contravariant) Dieudonné Theory ID(—) for p-divisible
groups over I,. Recall that it yields free Z,-modules, and that when the p-divisible
group is over I it yields free W (F)-modules. The map corresponds to a nonzero
map of Dieudonné modules which is both Og-linear and W (F)-linear:

D(Gy5r) — D(Ok ®z, Gi,1r) = Homyz, —moa(Ox, D(G117))
= Homgz, moed(Ox, W(F)) @ww) D(G1,1r) (30)

where O acts on the right-hand side via its natural action on Homgz, _mea(Ox, W (F)).
Note that D(Gysr) = W(F) ®z, D(Gy,¢), where the Dieudonné module D(Gy ;) has
a Z,-basis (eg,e1 = V(eg),...,e;1 = VIl(eg)) such that F(e;) = pe; ; for all
0 <i < f—1 (see [FF18, §4.3.2], we write ey : Gy — CW for the canonical
embedding e of loc. cit. and we use the convention that i = i + f). Moreover the
action of O on Gy s induces an action of Ox on D(Gy,sr) = W(F) ®z, D(Gy f) such
that a(1 ® ¢;) = ¢ (a) ® ¢; for a € Ok, where ¢ is the absolute Frobenius on W (F)
and Ok is seen in W (F) via oy : F, < F. Using the Og- and W (F)-linearities, and
the commutativity with F', one checks that there is an isomorphism W (F) = D(G; 1 r)
such that the map is given by

f-1 -1
Z Qe — (a — Z )\Z-goi(a)> € Homy, _1noa(Ox, W (IF))
i=0 i=0

(in particular, eg maps to the inclusion O — W(IF)). To conclude the proof we need
to show that the elements a — ¢~%(a), i € {0,..., f — 1}, generate the W (F)-module
Homyz, —mod(Ox, W(IF)). This can be checked after reduction mod p and we have to

prove that the elements a +— api, i € {0,...,f — 1}, generate the F-vector space
Home,VS(IFq, IF), which is a consequence of the linear independence of characters. [

By [FF18, Prop 4.4.5] (replacing F, by F, the field F' by a perfectoid F-algebra
R and where the variable z; of loc. cit. is reindexed z;_; here for ¢ € {1,..., f — 1},
xo being unchanged) there exists a coordinate z (resp. coordinates zg,...,zy_1) on
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the formal group G 15 (resp. Gy rr) such that the following map is an isomorphism
of Q,-vector spaces (resp. K-vector spaces) for any perfectoid F-algebra R:

' Gi1r(R) = BT (R)¥P
L O S
. . (31)
resp. Gree(R) = B (R)#«=P
T e apl) D NI Saelat T s

(we use gl,l,lF(R) = G11r(R) by [SW13|, Prop. 3.1.3(iii)] for the structure of Q,-vector
space on Gy 1r(R), likewise with Gy ;r(R)). Moreover these isomorphisms are given
by the composition of the isomorphisms in the following diagram (we only give v,
and refer to loc. cit. for the notation):

Gr.rr(R) = Homy @r (D(Gr.p5), CW(R)) <= Homy ey (D(Gy.15), BW (R))
= Homuy(s)()(D(Gy ), BT (R)) = BT (R)?=", (32)
where the second isomorphism is a consequence of [FF18, Prop. 4.4.2] and the third

a consequence of [FF18 Prop. 4.2.1]. We deduce from the commutativity of the
following diagram of Q,-vector spaces:

gl,l,JF(R) _n B+(R)<p:p

| |

Grrr(R) — 1= BH(R)#=

and thus the commutativity of the following diagram of K-vector spaces:

Ido, ®m

Ok ®z, Gi1p(R) —— Ok ®z, BY(R)¥™P

J F (33)

Gy rw(R) —— L BH(R)#=,

Let @mﬁp be the multiplicative formal group over [F,, and @mﬁ‘ its base change over I,

~

we have Gi1 = G, 5, (see [FF18, Ex. 4.4.7]) and isomorphisms of p-divisible groups
over F with Og-action

Homyz, —mod(Ok, Zp) @z, @m,]F = Ok ®z, Giar — Gy f5F (34)
using the isomorphism of Ox-modules

Ox = Homzp_mod(OK, Zp), a +— TrK/Qp (CL) (35)
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and Lemma m Here, the Og-action on the left-hand side of is via the action of
Ok on Homyz, 0d(Ok, Zy) given by a(A)=A(a—) (a€ Ok, A€ Homg, _1moa(Ox, Zy)).
Using

HomICFOjlatmlg(F[[OK]]v A) = HOermod(OKa A%) = Homprmod(OKy Zy) ®z, A

for any complete topological F-algebra A, we deduce from an isomorphism of
formal modules over F with Ox-action

Gr.rr = Spf(F[Ok]), (36)

where O acts (continuously) on F[Ok] by multiplication on itself. It follows that
def

Grir = I'me Gr.rr is represented by the formal scheme Spf(F[KT]), where F[K] is
the mp,-adic completion of F[K| ®rjo,] F[Ok] (me, being the maximal ideal of
F[Ok]). It also follows from the formula for ~; in that there exist elements
Xo, ..., X511 € F]Ok] satistying F[Ok] = F[Xo,...,Xs_1] such that we have iso-
morphisms Gy sr(R) = Homg™,, (F[Ok], R) = B*(R)#=*" for any perfectoid F-
algebra R, where the second isomorphism is given by (where X; — r; € R°°)

f_l —i—n .
(Tos...,Tf—1) € (Roo)f — F(ro,...,T4-1) oo Z Z[rf f]p’+”f € B+(R)“"q:pf.

1=0 neZ
(37)
We then easily check that, in the coordinates X;, the action of K* on F[K] has the
following properties

<i<f-1 Z, prX)=X"
{VO—Z—f 7vn€ 9 p( ) —n (38)

VO<i<f-1,VaeFy, Id(X;)= O'O(a)piXi
(with the usual convention that X, s = X;). Finally, we let
ZOK dZEf g?,c},]F \ {O}a

where QN?,df,lF is the adic space over F associated to the formal scheme G ¢ ¢ We have
an isomorphism

Zow = Spa(F[X" ., XY D\ V(Xos .., X)),
Note that the adic spaces Zir and Zp, are both in Perfy.

We fix now C' a perfectoid field containig F and v a continuous rank 1 valuation
on F. If x € B(C), the Newton polygon of z, defined in [FE18, Déf. 1.5.2, Déf. 1.6.18,
Déf. 1.6.21] is a decreasing convex function from R — R U {4+oc0}. From [FEIS|
Ex. 1.6.22], it can be computed as the inverse Legendre transform of the function
A= vy(x), A € [0,400] (from which we remove the zero slope if it appears), where vy
is the continuous extension to B(C') of the valuation v, defined in [FE18| Déf. 1.4.1].
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Lemma 2.3.6. Let (z,)nez be a family of nonzero elements of O¢ such that, for any
A €10, 400[, v(z,) + An — 400 when n — —oo and v(x,) — 0 when n — +o00. Let

= Znez[xn]pn € B+(C)-

(i) Assume that x € B*(C’)“’q:pf. Then the set of slopes of the Newton polygon of
x is of the form ap” for some a > 0 if and only if v(z,) = v(xe)p™ for all
n € Z. In this case we can choose a = (p — 1)v(xp).

(ii) Assume that x € BT(C)¥1=P. Then the set of slopes of the Newton polygon of

x is (g — 1)v(zo)q?.

Proof. We prove , being similar and simpler. For A € ]0, +-00[ we define f,(\) =
ux(z). By [FF18, §1.5.1], the set of slopes of the Newton polygon of = is the set of
breakpoints of f,. For any compact interval [a,b] C |0, 4o00], there exists an integer
N > 0 such that
VA € [a,b], fz(A) =vy(x) = ne[—ijl\fl,fN]mZ@(x”) + nA).

This shows that the function f, has only finitely many slopes in the interval [a, b] and
that these slopes are in the set [—N, N] N Z. Therefore the function f, has integral
slopes. Moreover, as the breakpoints of f, in [a, b] are coordinates of the intersection
points of finitely many lines, f, has finitely many breakpoints in [a,b]. The relation
¢q(z) = p’x implies quy/y(x) = va(z) + fA for all A > 0. As a consequence, the set of
breakpoints of the function f, is stable under multiplication by ¢ and ¢~!. Moreover,
if A is a regular point of f,, so is ¢\ and f.(¢g\) = fL(A\) — f. Let us fix \g > 0
some regular point of f, and let s=f’(\o) € Z. As f'(q\o) = s — f, between )\ and
Mo, f can have at most f + 1 different slopes and so at most f breakpoints. These
breakpoints are representatives of the quotient of the set of breakpoints of f, by ¢”.
Therefore if the set of breakpoints of f, is of the form ap?, for some a > 0, then f,
has exactly f breakpoints in [\, g\o] which are of the form Ay, pAi,...,p "tA; and
the successive slopes in this interval are s,s —1,...,s — (f — 1), s — f. This implies
that \; is the coordinate of the intersection point of the graphs of the functions
A= v(xs) + shand A — v(zs_1) + (s — 1), that is A} = v(zs_1) — v(xs). Similarly,
we have pPA; = v(xs—j-1) — v(zs—;) for all 0 < j < f — 1. Thus we have the relation
v(xp_1) — v(z,) = p(v(x,) — v(Tpt1)) for all n € Z. As the sequence (v(x,,))nez is
not constant and has limit 0 as n — 400, we easily deduce that v(z,) = v(z¢)p™
for all n € Z. Moreover, as the computation shows, v(zg) — v(z) is the coordinate
of a breakpoint up to some power of p, hence we can choose a = p(v(xg) — v(z1)) =
(p—1)v(zp). A direct computation following the same lines shows, conversely, that if
v(z,) = p~"v(x) for all n € Z, then the set of breakpoints of f, is (p—1)v(zo)p?. O

Recall the series F(r) € BT (R)¥=? from and F(xg,...,z;_1) € BT(R)#=
from
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Corollary 2.3.7.

(i) Let to,...,ty—1 € C such that v(ty),...,v(tj—1) > 0. The set of slopes of the
Newton polygon of F(to,...,t;_1) is of the form ap” for some a > 0 if and only
if v(to) =v(t1) =--- =v(ty_1). In this case we can choose a = (p — 1)v(tp).

(ii) Lett € C. The set of slopes of the Newton polygon of F(t) is (¢ — 1)v(to)q”.

Proof. This is a direct consequence of Lemma [2.3.6] O

2.4 A “sum of divisors” map

We define and study certain open subspaces of the perfectoid spaces Zir and Zp,. of
§2.3] as well as a canonical map m : Zjp — Zo, preserving these subspaces.

For any perfectoid F-algebra R, the product in the ring B*(R) induces a functorial
map:
(BT (R)#+=?)f — BH(R)#=r’

mg :
B ay2p) — 2oz

(39)

Using Remark [2.3.3] the fact that each B (k) is a domain for k a perfectoid field
(see [FF18, Thm. 6.2.1 & Thm. 3.6.1]) and [SW20, Prop. 8.2.8(2)], the family of maps

(mpg) induces a morphism of perfectoid spaces over F
m . ZLT — Z@K. (40)

The map mp being compatible with the actions of (K*)/ (on the source) and K*
(on the target), we deduce that m is compatible with the actions of (K*) and K*
on Zyr and Zp,., i.e. mo (ag,...,ar-1) = ([I;a;) om. For 0 <i < f —1 let j; be the
morphism K* — (K*)/ sending a to the f-uple with 1 at all entries except at the
i-th entry where it is a, then for all a € K* and 0 < i < f — 1, we have in particular

mo ji(a) =aom: Zir = Zo,. (41)

Remark 2.4.1. The map m can be reinterpreted using the Abel-Jacobi map (cf.
[Far20]). Namely the sheaf on the pro-étale site of Perfr associated to the quotient
presheaf (BT (—)#=? \ {0})/K* is isomorphic to the pro-étale sheaf Divy of degree
1 divisors on the relative Fargues Fontaine curve over F and likewise (B*(—)#e=?" \
{0})/K* is isomorphic to the pro-étale sheaf Div} of degree f divisors. The map m
induces a morphism of pro-étale sheaves (Divi)/ — Div{ which is given by the sum
of divisors, cf. [Far20l §2.4].
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The group & acts on the left on (K*)/ by permutation of coordinates:

def

Voe &,V (aocicy1 € (KX), a(a;) = (ag-10)-

The group & acts likewise on Zir by permuting the factors (GLT Xspi(0x) SPE(F) \
{0})2® so that the action of (K*)’ on Zyp extends to an action of the semi-direct
product (K*)¥ x &;. Let A be the kernel of the multiplication (K*)/ — K* and
A; = AN (0F). Then A x & is a subgroup of (K*)/ x &; and the map m is
invariant under the action of A x &;. By [Far20, Lemme 7.6]%, the map m induces
an isomorphism of pro-étale sheaves on Perfp

A X Gf\ZLT = Z@K. (42)

We let Z3" be the open subspace of Spa(F[K]) defined by the relations
Ok
‘;(0‘ ’4(f—1’ 7 0

(it is open as it is the intersection over i € {0,...,f — 1} of the rational open
subsets U(X(’?f(f‘l) of Spa(F[KT])). Note that we have Z§" C Zo,. We also define

ZEE = mH(ZE"), an open subspace of Zyr, so that Z&" and ZEf are both in Perfp.

We now give explicit descriptions of Zg" and Zf7'.

: en def en . .
\Zi\{ggnstart with Z@ . We denote by A = Oy, (Z5,) the ring of global sections
on Zg.

Lemma 2.4.2. The following statements hold.

(i) The ring A is the perfectoid F-algebra
. X\ TP
e (() rsisso1)
Xo

(ii) We have Z§,! = Spa(Ass, A%,), in particular Zg is affinoid perfectoid.

(iii) There exists a multiplicative norm |-| on Ay such that | Xo| = p~! inducing the
topology of Ax.

(iv) Any quasi-compact open subset of Zo, whose points of rank 1 are exactly the
points of Zg. of rank 1 is necessarily Zg itself.

ZNote that [Far20, Lemme 7.6] extends scalars to F,, however the proof works the same without
extending scalars as it is based on the proof of [Far20, Prop. 2.18] where one does not extend scalars.
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Proof. Define the adic spaces

T = | Xo| = = | X1 # 0} € T = Spa(F[Xo, ..., X;1]).

gen

It is enough to prove (i), (ii) and (iii) replacing everywhere Z§5" C Spa(F[K]) by
T C T (i.e. completed perfection will not change the arguments in the proof below).
Moreover, as the map T = Spa(F[Xo, ..., X;1]) — Spa(F[Xy"", ... ,X}/_pfo]]) is a
homeomorphism, it is also enough to prove (iv) with 7% and 7'\ V(Xo, ..., X;_1).

We first show the analogue (iii). Let S = ]F((XO))<())§Z')i1, 1<i< f— 1> that

0
we endow with the Xp-adic topology (it is a Tate algebra), then the norm in (iii) is
the unique multiplicative extension to S of the Gauss norm on the restricted power
series IF((XO))<(§—;) ,1<i < f— 1> (which is well-known to be multiplicative). Note

° ¥\ *1 . . . .
that S° = IF[[XO]]<(X;) ,1<i< f— 1> is the unit ball for this norm.

Let us prove (the analogues of) (i) and (ii). Looking at continuous valuations, it
is clear that the morphism of adic spaces Spa(S,S°) — T factors as Spa(S, S°) —
T C T. In order to prove that the morphism of adic spaces Spa(S, S°) — T8 is an
isomorphism, it is enough to prove that it induces an isomorphism Spa(S, S°)(W) =
Tee" (W) for any analytic adic space W over F, and it is enough to take W =
Spa(R, R") for an arbitrary complete analytic Huber pair (R, R™) over F (the case

R Tate would be enough). Then this easily follows from the definitions of 7" and S.

Let us finally prove (the analogue of) (iv). First note that 7'\ V(Xo,..., X;_1)
is the analytic locus of the adic space T, the only non-analytic point of T be-
ing the unique (rank 0) valuation with kernel the maximal ideal of the local ring
F[Xo,...,X¢_1]. Let U be a quasi-compact open subset of T\ V(Xo,..., X;_1)
whose points of rank 1 are the points of 75" of rank 1. For ¢ € {0,..., f — 1} con-
sider the open subset U; of T' defined by |X;| < |X;| # 0 for all j, or equivalently (by
the same argument as for the proof of (i))

Us = pa (B0 (S5 # 1) FIXD (3205 £ 1) ) € TAV (Ko, Xpm).

Then UNU; and T5" = ; U; are two open subsets of U; with the same points of rank
1, and thus a fortiori with the same points with residue field being a finite extension
of F((X;). Let U® C U; (vesp. (T&™)" C Te) be the subset of points of U; (resp.
Te") with residue field being a finite extension of F((X;)), then U/ (resp. (T=)")
can be identified with the affinoid rigid analytic space over F((X;)) corresponding to
U; (vesp. T#") by [Hub96, (1.1.11)(a)], and we have U N U;*® = (T&")"8, Note that
U, U; and T are quasi-compact (U by assumption, U;, 75" as they are affinoid).
As T is a quasi-separated adic space (being spectral as the adic space associated to
a Huber pair, see for instance [Mor, Cor. I11.2.4]), the open subset U N U; is still
quasi-compact. As U; 8 i quasi-separated, we deduce U N U; = T8 from U N U; 8 —
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(Te)mg by [Hub96, (1.1.11)] (see also [Schi2, Thm. 2.21]). Since U = U;(UNT;) (as
UCT\V(Xo,...,Xs_1)), we finally obtain U = 7% in T. O

Lemma 2.4.3. The following statements hold.

(i) The open subset Z§," of Zo, is stable under the action of K*.

(ii) The open subset ZEx of Zyr is stable under the action of (K*)¥ x &;.

Proof. (ii) can be easily deduced from (i) and Zf' = m~1(Z"), so we only prove
(1)-

The fact that Z§ is stable under the actions of p and p~' on Zp, is a direct
computation on F[X/*™, ... ,X}/_pfo]] — A2 using . Let us show that Zg is
stable under the action of O). It follows from Lemma [2.4.2(iv) that it is sufficient
to check that Z&(C, O¢) is stable under the action of O on Spa(F[K])(C, O¢) =
B*(C)#=?" for C' a perfectoid field containing F (using Zo, (C,CT) S Zo, (C,O¢)
for any open bounded valuation subring C* C ). Recall that Bt (C)#s=F" is the set
of converging power series in B*(C):

f—1

F(ao,..wp) =3 > fab " ]pH+

n€eZ =0

where |z;| < 1 for all ¢ with |-| a fixed power-multiplicative norm on C' (e.g. as in ([25])).
A point z € BT(C)#+=" is in Z5(C,O¢) if and only if 0 # |zg| = - -+ = |zp_1| <1,
equivalently if and only if its Newton polygon has slopes {¢p™, n € Z} for some
¢ > 0 by Corollary 2.3.7, As the Newton polygon of = only depends on the norms
|z|, for 0 < p < 1 (see [FEF18, Ex. 1.6.22] and for |-|,), it is enough to show
that |z|, does not change if we multiply = by an element of Of. This follows from
the multiplicativity of ||, (see [FE18| Prop. 1.4.9]) and the fact that |-|, induces the
p-adic norm on K. O

From Lemma we deduce a continuous action of K* on the topological FF-
algebra A,,. We denote by ¢ the endomorphism of A, induced by the action of
p € K*. It is F-linear and satisfies (see (38))

(X)) =Xl for0<i< f-1 (43)

(with X_; = X;_; as usual). We also note ¢, = ¢/ (which coincides with x + 27 on
A, when F, =F).

We now give an explicit description of ZET.
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Recall first that if a locally profinite group H acts continuously on a perfectoid
space X' over I, a morphism X’ — X in Perfy (H acting trivially on X) is a pro-
étale H-torsor if there exists a pro-étale cover Y — X in Perfy such that there is an
isomorphism X’ xx Y =2 H x Y in Perfy, where H is the sheaf on Perfr defined by
H(T) = Cont(|T|, H), |T| being the underlying topological space of the perfectoid
space T (note that H x Y is perfectoid by [Sch, Lemma 10.13]).

Let Z/ /7 be the additive group quotient of Z/ by the diagonal embedding of Z
into Zf. If n = (ng,...,ns_1) € ZJZ we let U, be the open affinoid perfectoid

subspace of Zyr C Spa(F[Tko/?™, ..., Tk s 1*/P"]) defined by the relations
Tral?™ = [Ti,; P #£0, V0<ij<f—1

or equivalently [Tk ;| = Tk P " for 0 <i < f —1. Note that U, is well-defined as
it only depends on the class of n in Z//Z, and that U, is disjoint from U, if n # n’
in Z' /7. The group &; acts on Z!/Z by permutation, for 0 € &; and n € Z/ /Z we
have

o(n) = (ne-109)ozizs1

and we check that o(U,) = Uy). Moreover, if a = (ag,...,a;_1) € (K*)!, we also
easily check that (where v, is the unique valuation on K with v,(p) = 1):

Q(Uﬂ) = UﬂJrfUp(Q)'

Proposition 2.4.4. Let ny = (0,1,...,f —1) and let (Z')Z), be the image in Z |7
of the subgroup of ZY of m = (mq, ..., ms_1) such that z{;ol m; = 0. We have in Zyr

Ziy = U U Ug(ﬁo)+fm: H H Uﬂ(no)ﬂ‘m: H ”Y(Uﬂ(J)- (44)

0€6s melLf /7 o€&y me(ZS /Z)o YE(AXG)/Aq

Moreover for each U, in the map m : Zfp' — Zg. restricts to a pro-étale
Ai-torsor mly, : Uy — Zg.

Proof. One first easily checks that any element in Z//Z of the form o(ny) + fm can
uniquely be written (in Z7/Z) as o/(ng) + fm’ for a unique ¢’ € &, and a unique
m' € (Z! [Z)o. Assuming v(Uy,) = Uy,, when v € A; this gives the last two equalities
in (recall that Ay is normal in A x &y).

We check that Z7F" and Uses, Umezs/z Us(ng)+ fm have the same rank 1 points,
i.e. the same (C,O¢)-points, where C is a perfectoid field containing F
(recall that Zyp(C,C*) = Zyr(C,0O¢) for any open bounded valuation subring
C* C C). We use Newton polygons and notation as in the proof of Lemma [2.4.3 If
(F(to),...,F(ts—1)) € (BY(C)?s=P)/ the element F(t;) has slopes {(¢—1)v(t;)q", n€
Z} by Corollary , where v is the valuation of C' such that |-| = ¢~ and recall
that (F(ty),..., F(t;_1)) € ZEX(C, O¢) if and only if F(to)--- F(ty_,) € BT (C)#e=’
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lies in Z§, (C,O¢). As the slopes of the Newton polygon of a product ab in B*(C)
is the union of the slopes of the Newton polygons of a and b (see [FE18| Prop. 1.6.20]
for instance), we see that F(ty)---F(tj_1) € Z§,.(C,O¢) if and only if there ex-
ists ¢ > 0 such that U;{(¢ — Dv(t;)q", n € Z} = {cp", n € Z} (see the proof of
Lemma [2.4.3). Equivalently F(to)---F(t;-1) € Z§.(C,Oc) if and only if there
exist ¢ > 0, 0 € & and my,...,ms_1 € Z such that v(t;) = cp?  DFmi for
0 <1 < f—1if and only if there exist 0 € &5 and my,...,ms_; € Z such that
v(t;) = plo O m)=(HO+fmo)y (t0) for 0 < i < f—1ifand only if F(tg)--- F(t;_y) €
Us(ng)+fm- This proves our statement on rank 1 points.

For a point x of the analytic adic space Zir define & € Zyr as its maximal
generization, then the corresponding valuation |-|; is of rank 1, i.e. real valued (see
for instance [Hub96, Lemma 1.1.10] or [Mor, Cor. 11.2.4.8]). Thus one can define
continuous maps as in [SW20, proof of Prop. 4.2.6]:

‘ def log(|Tk,i|z)
Kij : Zur —]0, 400, x> k(7)) = log(ITk ;)

For n € Z/ /7, define the closed subset of Zip
Vn d:d "iil(pn()inl? cee 7pn07nf71)7

where k = (ko1,...,Ko,-1). For x € U,, we still have z € U,, by [Hub96, Lemma
1.1.10(v)] applied to X o U, =Y & Zir, hence we have an inclusion of topological
spaces U, C V,. Let us prove that the open subspace Zf}' of Zir is contained in
V= Uses; Umezs/z Vong)+fm- Let € Zfp' of rank 1, then x € U, C V,, for some n
of the form ny) + fm by the second paragraph. As V,, is closed, we have {z} C Vi
Now let x € ZF}' be any point and  its maximal generization (which is in ZE7" by
[Hub96, Lemma 1.1.10(v)] applied to Zif" < Zir), then Z is of rank 1 and x € {z},
which implies z € V,, for some n, i.e. Zi7 C V. As Zf[' is open in Zpr, we have
ZE C 1% C V, where V is the interior of the topological space V' in Zir (V is then
open in the perfectoid space Zyr, hence itself a perfectoid space). Let x € f/, then
x € V,, for some n. But V,, is open in V' as V is the inverse image by « of a discrete set
and V,, is the inverse image of a single, hence open, element in this discrete set. Hence
there exists an open subset U of Zyp such that V, = UNV. Asz € UnN V which

is open in Zyr, we deduce x € VQ which proves that V= Usee; Umezs/z f/g(ﬁo)Jr Fm-

Thus we finally have Z7t" C Uses, Umezs )z XO/J(QOH #m Which implies (using the first
sentence of the proof)

zir =11 1 (Z& 0 Votwgssm) (45)

€6 me(Zf /Z)o
as open (perfectoid) subspaces of Zy .
Now we go into group actions. It is not hard to check that A x & stabilizes V/
(inside Zyr), more precisely o € &, sends V, to V), (p®,...,p%-1) € An (p*)!
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sends V,, to Viuy f(dg,....d;_,) and A; preserves each V;, (indeed, using that f(7) = f(x)
for any x € Zyr and any endomorphism f of Zyr by [Hub96, Lemma 1.1.10(iv)&(v)],
it is enough to check this for rank 1 points, i.e. (C, O¢)-points for perfectoid fields
C' containing I, which is an easy exercise left to the reader). Then by continuity of
the action of A x & the same holds for the interiors V,,, and thus also for ZE2' NV,
by Lemma [2.4.3(ii). In particular, the group (A N (p%)¥) x &, permutes transitively
the perfectoid spaces ZE2 NV, for n € Z/ /Z of the form o(ny) + fm as in , and
the group A; preserves each Zp1' N ‘O/Q. Thus the associated sheaf Ay acts on (the
sheaf corresponding to) Zi1' N ‘O/Q, and one easily checks that the group A; moreover
acts freely on the (C, O¢)-points of ZE* N V,. By the proof of [Weil7, Prop. 4.3.2],
ZEM NV, is a pro-étale Aj-torsor over A;\(ZEX NV,), seen as a pro-étale sheaf on
Perfp. Since A; is a normal subgroup in A x &, we deduce with that Z57 is a
pro-étale A x &-torsor over

AxGAZET = (AN@")) x S)\(ANZET)
= (AN YY) x &\ (TT ANZE N Vaug)sm))

= ANZE N V)

for each n = o(ny)+ fm as in ([({5)). Now, it follows from (42) (and Lemmal[2.4.3)) that
we have an isomorphism A x &\ Zf1" = Z§" of pro-étale sheaves, hence A;\(ZFp' N

Vo) = Zg for each n as above.

We now finish the proof. As Z%e; is affinoid perfectoid by Lemma (ii)7 each
ZEE N ‘O/Q is affinoid perfectoid by [SW20, Prop. 9.3.1], in particular is a quasi-
compact open subset of Zpp. The quasi-compact open subspaces Zpp N vﬂ and U, of
Zrr C Spa(F[K])\V (Tk ) have the same points of rank 1 by the second paragraph of
this proof, and we can then argue in a similar way as for the proof of Lemma (iv),
applying the results in [Hub96, (1.1.11)] (or [Sch12l Thm. 2.21}) to the affinoid rigid
analytic space over F((Tk )) associated to Spa(F[Tx, ..., Tk r-1]) \ V(Tk) (recall-
ing that Spa(F[Tko,...,Tkf-1]) — Spa(IF[[TII({gOO, o ,T}é?:]]) = Zir is a homeo-
morphism). In particular, we obtain U, = Z&» NV, for all n € Z//Z of the form
o(ny) + fm, which finishes the proof. O

As a consequence of the above proof and of [Sch, Lemma 10.13], we also obtain:

Corollary 2.4.5. The map m : Zgy — Zg.. is a pro-étale A X &-torsor, in partic-
ular is a pro-étale cover.

Remark 2.4.6. Note that Zfy' is not affinoid (contrary to Zg) as it is not quasi-
compact.
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Let us denote by A’ = O(U,, ) the ring of global sections on Up,- The following

ny n,
result on A’ can be proved exactly as Lemma [2.4.2] and we leave the details to the
reader.

Lemma 2.4.7. The following statements hold.

(i) The ring AL is the perfectoid F-algebra

T +1/p>
F((T}!,é”m))< (Tf) J1<i<f- 1>.

K,0

(ii) We have U, = Spa(AL,, (AL)°).

(iii) There exists a multiplicative norm |-| on A such that |Txo| = p~" inducing
the topology of A’..

(iv) Any quasi-compact open subset of Zyr whose points of rank 1 are exactly the
points of Uy, of rank 1 is necessarily U, itself.

2.5 Equivariant vector bundles on Z3" and Z77'

We show that continuous (K*)¥ x & j-equivariant vector bundles on ZF{" and étale

(p, Of)-modules over A, are the same thing.

Recall first that if X is an adic space with a left action of a group H, an H-
equivariant vector bundle on X is a locally finite free O x-module V with a collection of
Ox-linear isomorphisms (cj, : h*V = V) e satisfying the relation cp,p, = cp, ohi(cn,)
for all hy, ho € H. This induces a right action of H on I'(X, V) given by

¢ T(X, V) =T(X, h*V) =5 T(X, V).

Now assume that X is perfectoid space (the only case we will use) and that H is
a locally profinite topological group acting continuously on X. Let V be a vector
bundle on X, for an open affinoid perfectoid subspace U = Spa(A, AT) C X, the
finite projective A-module V(U) is endowed with the Banach topology given by the
quotient topology of any surjection of A-modules A% — V(U). If U C X is any open
subspace, we endow V(U) = (}%} V(U') with the projective limit topology, where U’
ranges over open affinoid subspaces of U, and we define Hy = {h € H, h(U) = U},
which is a closed subgroup of H by continuity of the action of H on X. We then define
a continuous H-equivariant vector bundle on X as an H-equivariant vector bundle V
on X such that for any open subspace U C X the natural map Hy x V(U) — V(U),
(h,s) — c;(s) is continuous (for the product topology on the left).
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By Lemma [2.4.2(1),(ii) and [KLI5, Thm. 2.7.7] or [KL, Thm. 3.5.8], the functor
of global sections induces an equivalence of categories from the category of vector
bundles on Z%e; to the category of finite projective A,-modules. This equivalence is
exact, rank preserving and compatible with tensor products. As a finite projective
A-module is in fact always free (see [DH21, Thm. 2.19]) and as the action of K* on
Z& " is continuous, we see that the functor of global sections induces a rank-preserving
®-equivalence of categories from the category of continuous K *-equivariant vector

bundles on ZZ" to the category of étale (¢, Ox)-modules over A.,, where ¢ on A,

is given by ({43]).

As ZET" is perfectoid and as the fibered category of vector bundles on Perfy is a v-
stack by [SW20, Lemma 17.1.8], we easily deduce from Corollary an equivalence
of categories between the category of (continuous) A x & ;-equivariant vector bundles
on Zr and the category of vector bundles on Zg" (the continuity condition is then
automatic in that case, as A x & acts continuously on Zf7'), hence also between
the category of continuous (K*)/ x & j-equivariant vector bundles on Zf' and the
category of continuous K*-equivariant vector bundles on Z§". In both cases this
equivalence is given by the two functors V + (m,V)**%/ and W +— m*W, where
m o ZEY — ZEe. IV is (K*)! x & -equivariant, the K*-equivariant structure on
(m,V)2*Ss can be made explicit as follows. For a € K* and any i € {0,..., f — 1}
we have an isomorphism using the notation in (41))

a'm,V = (o 1)omV = (a7'm). YV = (mji(a) ).V = m.(Gi(a) )Y = m.ji(a)*V
(where the first isomorphism is id € Hom(m,V, m,V) = Hom((a"!)*a*m.V, m,V) =
Hom(a*m.V, (a~').m,V), the third comes from and the last is analogous to
the first). We then obtain an isomorphism of sheaves for ¢ € K* and any i €
{0,...,f—1}:

m(Cyy) * &MY = mji(a)V = mV

which preserves the subsheaf (m,))27®/ (as A x & is a normal subgroup of (K*)f x
S/) and induces an isomorphism m. (o)) : a* (V)27 5 (m, V)29 which does
not depend on i.

We deduce from Proposition [2.4.4] that we have an isomorphism of perfectoid F-
algebras A, = (AL )*1, and as above using [SW20, Lemma 17.1.8] that there is also
an equivalence of categories between the category of Aj-equivariant vector bundles
on Uy, and the category of vector bundles on Zg . Using again [KLI5, Thm. 2.7.7]
(or [KL, Thm. 3.5.8]) and [DH21, Thm. 2.19], we deduce:

Theorem 2.5.1. The functor Da_ — AL ®a. Da_, induces an exact rank-preserving
®-equivalence of categories from the category of finite free As-modules to the category
of finite free A._-modules with a semi-linear action of Ay. A quasi-inverse is given
by Da_ — D3}
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Let § € & be the cyclic permutation ¢ — ¢ + 1 (with f — 1 — 0). If 0 € &y,
def

let p, = (1,...,p,...,1) € (K*)/ with p at the ¢(0)-th entry. From the discussion
before Proposition we get

(Ps © ) (Un,) = Po(Us(ny)) = Ussny)-

In particular, ps-1 0 67" : Uy, = Uy, and we define an F-linear continuous automor-
phism ¢ of A, = O(U,,) by

P = (ps1 067" = (67 opir. (46)
Using and since 6 1(0) = f — 1 this automorphism is easily checked to satisfy
(,D(TKJ‘) = TK,i—l—l for ¢ 7é f — 1 and SO(TK,f—l) == TI%,O' (47)

In particular, ¢/ on AL, is F-linear and such that /(T ;) = Tf ; for all i. Moreover
if a € (OF)7, we have poa = §(a) o, where §(a) = (a;_1)o<i<f—1 (With a_y = a;_1),
in particular ¢/ commutes with (Ox)/. As m : Zi7" — Z§ is K*-equivariant and
G s-equivariant, the action of K* on ZF}' being through j; for any 0 <i < f —1 and
the action of &y on Z§" being trivial, the isomorphism A = (AL )*' commutes
with the actions of ¢ and Oj on both sides (see for ¢ on Ay).

The following result sums up the previous discussion and gives a more explicit
way to compute the (¢, OF)-module over A, associated to a continuous (K*)f x & -
equivariant vector bundle on Zf}'.

Corollary 2.5.2. There is an equivalence of categories between the category of con-
tinuous (K*)/ x &-equivariant vector bundles on Zfy' and the category of étale
(¢, OF)-modules over Ao. If V is a continuous (K*) x & ;-equivariant vector bun-
dle on Z§y', its associated As-module is T'(Zg:, (m,V)2*S1) which is isomorphic to
F(UQO,V]UQO)AR The action of a € Oy on T(Z§:, (mV)2797) is induced by the ac-
tion of (a,1...,1) = jo(a) onI'(Un,, V|v,,) and the action of ¢ on I'(Z5., (M, V)27S)
is induced by

(6_1)* Op:;*1 : F<Uﬂo7 V|UEO) = F(Uéfl(ﬂo)v <p§*1V)|U571(20))
= T (Uny, (P51 067 )W)t ) = T(Unys Vv, )-

2.6 The (¢, Or)-module over A of an arbitrary Galois repre-
sentation

To an arbitrary p we functorially associate an étale (¢4, O )-module DS) (p) over A
forie {0,...,f—1}.
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Let p be a continuous representation of Gal(K/K) on a finite-dimensional F-
vector space and Dy o, (p) its Lubin-Tate (p,, Of)-module (see §2.1). The étale
(g, Of )-module IE‘((T}(/ 5:° ) ®F(Tx 0,) Proo(p) 18 the space of global sections of a

continuous K *-equivariant vector bundle V; on Spa(F((7] [1</ f;;” )),IF[[T}{/ f;;”]]), where p

acts by ¢/ @ ¢,. Fori e {0,..., f — 1} we define

i) def ~ _
Vi = O @), Vo = Ozix O(ric g Drcn (0),
where ¢; denotes the F-linear embedding IF((T}(/ ﬁf ) <= Oz, corresponding to Tk o, —
Tk,;. Each Vﬁ(i) is a A-equivariant vector bundle on Zpr with (ag,...,a;-1) € A C
(K*)! acting on F((T 11(/ ) F(Tk,ny) Pr.oo(P) Via a;. In particular, VS)IUQO is a Aj-

equivariant vector bundle on U, and I'(U,,, Vg)|UHO) = Al OF(Tx oy )i Drc,oo(P). We
define for i € {0,..., f — 1}

DY (0) E T (U V3 l,) ™ = (Al ®5 (i) Dicn (7)™ (48)
which is a finite free A,-module of rank dimg p by Theorem [2.5.1]

The endomorphism ¢/ ® ¢, on A’ QF (Tr.oy )i DEc,o0 (P) (se€ below for o/ on
Al ) commutes with the action of A; and induces a ¢,-semi-linear automorphism of
DXL (p), which is thus naturally a yp,-module (see below for ¢, on Ay). The
action of O on Al ®p(1y ). Do (P) defined by a(z ®@v) = ji(a)(z) ®a(v) induces
a continuous semi-linear action of O on DXL (p) (with respect to the action of O on
A) which commutes with ¢,. In particular, DS; (p) is naturally an étale (¢4, Ok )-

module over A,,. Note that the functor p — DI(LQO (p) from continuous representations
of Gal(K /K) on finite-dimensional F-vector spaces to étale (¢,, O )-modules over A,
is exact and F-linear. We also have isomorphisms of functors for 0 < < f — 1:

peld iti<f-1

49
0 g, ifi=f—1. (49)

¢i: DY (=) = DYV (), = {

We now show that étale ¢,-modules over A, and hence étale (¢,, O )-modules
over A, canonically descend to the ring A of §2.2| First we need an easy lemma.

Lemma 2.6.1. The ring A of can be identified with the ring of global sections
of the structure sheaf O on the rational open subset of the adic space Spa(F[Ok])
defined by the relations

|Y00| == |Y0'f—1| # 0,

where the variables Yy, € F[Ok] are defined in (18).
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Proof. Recall that A is by definition the completed localization (F[O K]](ygg...yaf_l))/\ =
(F[Yoq,- -+, Yo, il (vay-vs, )", where the completion is for the (Yo,,... Y5, ,)-adic

)T Of—1

topology. Then using (for instance) [BHH™, Rk. 3.1.1.3(iii)] one easily checks that
A = F(Yo, /Yo )5 (Yo, /Yo Yoo [1/ Yo,
= F(Yo ) {(Yor /Yo )5 (Yo, /Yo, 5),

where () means, as usual, the corresponding Tate algebra with respect to the non-
archimedean local field F((Y,,)). This is exactly the Tate algebra of the statement. [J

I

Note that the open subset of Lemma is stable under the endomorphisms
deduced from the actions of p and O on Ok by multiplication, in particular the
F-linear endomorphism ¢ on A sending Y5, to Y2 (see is the one deduced
from the action of p.

Remark 2.6.2. It follows from Lemma and [Lut77, Satz 3, p. 131] (we thank
Ofer Gabber for pointing out this reference to us) that any projective A-module of
finite type is actually free.

Let Xo,...,Xs_1 be as at the end of §2.3] we have F[Ok] = F[Xo,..., X;1] =
F[Y5, ..., Y5, ], and from the equalities in (38) we deduce that there is A € F* such
that for i € {0,..., f — 1}

X, = ao()\)piYai + (degree > 2 in the variables Y, ). (50)

This easily implies an isomorphism of completed localized rings

(F[Xo, - ,Xf_l]](XO...Xf_I))A = (F[Yo, - - ,Y(,,._l]](YE,O...YUf_l))A — A,

where the completion on the left-hand side is for the (Xo,..., X;_1)-adic topology.
In other words we can use the variables X, defined in instead of the variables
Y,, to define the ring A. In particular, the perfectoid Tate algebra A, in Lemma

is the completion of the perfection of A and the action of ¢ and Oj on A, are
compatible with the corresponding actions on A.

We will use the following result:

Proposition 2.6.3. For R a perfect F-algebra there is an equivalence of categories
between the category of locally constant sheaves L of finite-dimensional F,-vector
spaces on Spec(R)¢ and the category of pairs (M, ¢) where M is a finite projec-
tive R-module and ¢ is an isomorphism @M = M (where p (=) = (—)?). This
equivalence is given by the two inverse functors L — (I'(L ®r, Ospec(r)), Id ® ¢q) and
(M, ¢) — (S + (M ®g S)?®#=1 S étale R-algebra,).

Proof. This is (a trivial variant of) [KL15, Prop. 3.2.7]. O
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We let AVP™ = hg A= (IF[[XS/pn, . ,X}/_pln]](xo...xfil)) be the perfection of
TP n>0

the ring A. It is used in the next proof.

Theorem 2.6.4. The functor Dy — Ay ®4 Dy induces an exact equivalence of
categories from the category of étale w,-modules over A to the category of étale ¢ -
modules over As.

Proof. Note first that D4 — AY?™ @4 D, induces an exact equivalence of categories
from the category of étale p,-modules over A to the category of étale p,-modules over
AP (use that any étale pg-module over AYP™ comes by extension of scalars from an
étale p,-module over AV for some N > 0 and apply gpév ). Hence we can replace A
by AYP* Tt follows from [SW20, Thm. 7.4.8] (more precisely the discussion following
loc. cit.) that there is an equivalence of categories between the category of finite étale
AYP™ _algebras and the category of finite étale A-algebras. Hence, when F = Fy,
the result follows from Proposition applied to both R = AYP™ and R = A..
In general, let A, be the ring of §2.2 i.e. A, is A but with F, instead of F, AY/?™ its
perfection and A, -, the completion of Aé/poo. Then one can see an étale ¢,-module
over AYP™ (resp. Ax) as an étale ,-module over AYP™ (resp. Ayo) together with
the structure of an F-vector space compatible with the action of F, (seen in F via
o). We only prove essential surjectivity (full faithfulness being easy). Let D4 be
an étale ¢,-module over A. By the equivalence of categories for F = F,, there is an
étale pgmodule D 41/ over AYP™ | which is also an F ®g, AY?™ = AYP™-module,
such that

Ao ® y1/pee D jijpe =2 (F ®F, Agoc) @ D j1/p = Ao @ q1/70 D g1pe = Da_.

F®r, A}]/poo

We need to prove that D 41/~ is finite projective over AYP™ (or equivalently free
by faithfully flat descent with Remark [2.6.2). The following argument is due to
Ch. Du. Let 0 - N — N — N” — 0 be a short exact sequence of AYP™-
modules. Since D 41/~ is free over Aé/poo there is a short exact sequence 0 —
HomA(lz/Poo (DAl/poo 9 N”) — HOmAllz/poo (_DAI/pOO , N) — HOmA(lz/poo (DAl/poo 5 N/) — 0.
Making F* act on HomAé/poo(DAl/poo, (=) by (Af)(x) = Af(\"'z) and taking F*-

invariants we deduce a short exact sequence
0 — HOmAl/poo (DAl/poo7N”) — I{[()l’rlAl/pO<> (DAl/pOO,N) — ]:_]:Orl,1141/p°O (DAl/poo,N/) — 0.
Hence D 41/ is finite projective over AP, O

Remark 2.6.5. We thank Laurent Berger for a discussion around Theorem [2.6.4]
and Laurent Fargues for suggesting to use Proposition [2.6.3| in its proof. Note that
one can characterize the subspace AP~ @4 D4 of an étale pg-module Dy over Ay
as the A-submodule of D4, of elements d € D, such that 35, App(d) is a finite
type A-module.
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Corollary 2.6.6. The functor Dy — Ay ®4 D4 induces a rank-preserving &-
equivalence between the category of étale (p,, Ok)-modules (resp. étale (p, Of)-
modules) over A and the category of étale (¢4, Of)-modules (resp. étale (¢, Of)-
modules) over As.

Proof. Let D4 be an étale (¢,, Ok )-module over A,,. Any a € O gives an isomor-
phism of étale p,-modules id ®a : a*Da = D, which canonically descends to an
isomorphism of étale p,-modules a*D4 = D4 by Theorem . Now let D,y be
an étale (¢, O )-module over A, then replacing ¢ by ¢, & of it is also an étale
(g, OF)-module over A. Let ¢*Da, = Ay ®,a, Da., then id®y induces an
isomorphism of étale p,-modules ¢*D, = D4 which canonically descends to an
isomorphism ¢*D 4 = D4 by Theorem , giving the endomorphism ¢ on D4. The
action of Oj canonically descends too by the first case of the proof and commutes
with ¢ (using Theorem again). The rest of the statement is easy and left to the

reader. O

From (48)), and Corollary [2.6.6] we deduce:

Corollary 2.6.7. Fori € {0,...,f — 1} there is a covariant exact F-linear functor
P DEZ) (p) compatible with tensor products from Repyp Gal(Q,/K) to étale (o4, O )-

modules over A and an isomorphism A @4 D%)(—) = DXL(_) between functors

from Repy Gal(Q,/K) to the category of étale (pq, Of)-modules over A. These

functors are related by functorial A-linear isomorphisms ¢; @ A @y a DS)(ﬁ) —
DXH)(E) which commute with (¢, OF) and are such that ¢4 0 ps90---0 g :
ARy a DY) = DY (p) is id ®pq.

Remark 2.6.8. One can check that Dg)) (p) x Dgf—l)(ﬁ) X Dgf_m (p) X -+ % DS)(ﬁ)
can be given the structure of an étale (¢, Of)-module over F ®@p, A, in the sense of

52.2]
2.7 The (p,Of)-module over A associated to a Galois repre-
sentation

To an arbitrary p we associate an étale (p, O%)-module D (p) (which will be partic-
ularly important when dimpp = 2).

Keep the notation of and let V? = ®f:_01 pr; V5 be the f-th “exterior tensor
product” of V; on Ziz = (Spa(F(Tx2 ), FITWE 1)), where

pr; : (Spa(F( T2, FITE )Y — Spa(F(T2), FITZE 1)
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is the i-th projection (so pr;Vj; is the sheaf Vg) of ~.} As V; is a continuous K *-
equivariant vector bundle, VE 7 is naturally a continuous (K *)f-equivariant vector
bundle. We promote it to a (continuous) (K*)/ x & j-equivariant vector bundle using
the commutativity of the tensor product (where o € &y):

ffl o ffl

f—1
@ * ~ Xk ~ * ~ *
o VT =0 (@ i) & @bV @tV > @i =
=0 =0 =0

We define DY_(p) as the A-module with a continuous semi-linear action of K*
obtained as the global sections of the continuous K *-equivariant vector bundle on
Zg corresponding to V¥/| zgen, more concretely (see :

DY (p) E (25", (m. (V27| o)) 271 ) = T(2Z85, V)21,

This is an étale (¢, Of)-module over A, (recall ¢ is bijective).

Using Corollary [2.5.2{and §2.6 we can give a more explicit description of DY _(p).
Note that we have:
DS_(p) = T'(Uny, V5! | )™

and that the vector bundle VE s isomorphic to the tensor product
(0) (f-1)
Vﬁ ®OZLT o ®OZLT Vﬁ )

As the equivalence with vector bundles on Zg., i.e. finite free A-modules, is com-
patible with tensor products (see § , we deduce an isomorphism of A..-modules

D% (P) = (Al @F(Ty.og )0 Dicioo(0)™ @a, -+ @y (Al @8 (T )iy Prcon(P))
Lemma 2.7.1. There is a functorial isomorphism of étale (¢, O )-modules over Ay
" i)
D3, (p) — & D (P)
i=0
where the automorphism ¢ on the right-hand side is given by (see (@) for &;)
(oo ® -+ ®@v1) = ¢y-1(v5-1) ® Po(v0) @ -+ @ Pr—2(vy-2)

(and the action of O is as defined in on each factor ijio (P))-

Proof. Recall that § € &y sends ¢ to i + 1. Let o : (671)* Vl(f RN V be the
tautological isomorphism deduced from the identifications

(6 VD = (67 pri Vs 2 (pry_y 081V = priVy = V.
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Recall that ps1 € (K*)/ is defined in and let G; : pg,lvg“ — V;Ei) be the
isomorphism of sheaves on Zyr defined by (f € Oy, v € V5 and compare with ):

foue o) ee A1

f(ps-1(=)) @ pq(v) ifi=f—1.

We obtain isomorphisms of sheaves on Zr for ¢ € {0,..., f — 1}
(i—1)

;o (5_1)*(61'—1) : Qo*vp ~ ((5—1)* Op}l)Vg_D > (5—1)*Vg—l) > Vé@)

The isomorphism ¢, o5-1 @*VE Iz, VE f (with the notation as at the beginning of
§2.5)) is easily checked to decompose as a tensor product

e f-1 ’ f-1
® (oco (571 () : ¢V = @ Vi =5 QWY
i=0 hart =

Taking global sections on U, and A;-invariants, we obtain the desired formula. [

From Lemma and Corollary we deduce DY _(p) = A ®4 D% (p) for a
unique étale (¢, O )-module D% (p) over A such that

-1
D3(p) = Q@ DY (p) (51)

with the same ¢ and action of O on the right-hand side as in Lemma [2.7.1]
Remark 2.7.2. Note that, for 0 < i < f—1, the isomorphism ¢; in is induced by

Y

the natural A.-linear isomorphism gp*DXio(—) = DX:D(—), whereas ¢y_; coincides
with the A,-linear isomorphism

* -1 ~ % —1\* 0 * 0 0
e DY V(=) = o (") DY (=) = DY) (=) — DY) (—)

induced by the ¢,-semi-linear automorphism ¢, of fo;(—). Therefore the isomor-
phism class of the (¢, O)-module D% (p) (equivalently of D% (p)) is completely
characterized by the isomorphism class of the (¢,, Of)-module foo)o (p) (equivalently
of DY ().

2.8 Relation to classical (p,I')-modules

We show that the étale (p,, Of)-module DS’) (p) is related in a simple way to the
(usual) étale (¢4, Z,; )-module Dy, (p) of §2.1j and derive some consequences.

As in [BHHT, §3.1.3], let tr : A — F((7)) be the ring surjection induced by the
trace tr : F[Ok] — F[Z,] = F[T]. Since the map tr commutes with ¢ (hence ¢,)

and the action of ZX, we deduce that F(T)) ®4 DY (p) is an étale (¢, Z¥ )-module.
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Proposition 2.8.1. There is d € {0,...,f — 1} such that we have a functorial
isomorphism of (g, Z, )-modules

F(T) ®4 DY (p) = D,,(p),

where Dy, (p) is as above (@) choosing the embedding o4 : Fy — F instead of oy.

Proof. The trace tr : F[K] — F[Q,] = F[7? ~] induces a ring surjection tr : A, —
F(7? ™)) commuting (in an obvious way) with tr : A — F((T")). Using Corollary
it is enough to prove F(T? ™)) @4 D&?O)O (p) ZF(T7 ™)) @1y Doy(p).

For any perfectoid F-algebra R we have a commutative diagram

l i (52)

where the top horizontal injection sends x € B*(R)%1=P to (x,¢(x),...,¢' " 1(z)) €
(B*(R)#s=P)/ | the left vertical map sends x € B*(R)?=? to xp(z)--- ¢/ 1 (z) €
B (R)#=? and where the bottom horizontal injection is the canonical injection. Note
that the left vertical map commutes with the action of K, Where K acts on BY(R)#=?
via Normg/g, : K — Q,. As at the beginning of using Remark [2.3.3] and
[SW20, Prop. 8.2.8(2)], we deduce from (52)) a Correspondlng commutative diagram
of perfectoid spaces over F:

(Grr Xspi(e,) SPE(F) \ {0})™—— Zi1

l (53)
7 Zo

D K

where the top horizontal map is r +— (r, 77, ... ,rpffl) on the coordinates and the right
vertical map is the map m in . From the discussion above, the map Zz, — Zo,
commutes with the action of K*, where K* acts on Zz, via Normg/qg,. Also, it

follows from the end of (see in particular (33)), (34), and (36)) that the
bottom horizontal map is induced by the morphism F[K] — F[Q,] deduced from

the trace Trg/g, : K — Q,. Hence we deduce from a commutative diagram of
perfectoid rings over F:

Al —=TF T;;j;’))

j (54)
—»Fww
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where the top horizontal surjection sends Tf{;n to TIp{;Z for i € {0,...,f —1}. The

[e'e]

right vertical injection commutes with O (acting on F(7? 7)) via the norm Oy —»

7)), hence we deduce from Theorem (and ) that it induces an injection

of perfectoid fields ¢ : F(T? 7)) — F(Tk,, ))Gal(Koo/K(pofﬁ)) ~ F((TP ™). Since ¢
commutes with the action of Z, one easily checks that it must be an isomorphism,
as any continuous [F-algebra homomorphism F(Q,)) — F(Q,) commuting with the
action of Z) sends [1] € F((Q,)) to [A] € F((Q,)) for some A € Q; by [BR22, Thm.
3.1] (and continuity).

Now let p be a continuous representation of Gal(K/K) on a finite-dimensional
F-vector space, using the isomorphism Al ®p(1y )0 Droo(P) = Al @a., fojo (P)
from Theorem we deduce from ((54)):

F(TF 40 ) ®F(Tx.0g) Proo(@) = F(Tk ) @ar, (Aéo QF (T )0 DKoo (ﬁ))
~ F(Tf.,,) @a, (Al 4. DY (7))
F(TE o) @, 5z (F(T" ™) ®a,. DY (7).

112

By Proposition we also have

F(T ) ©5(Tr o) Drcro () = F(TE 30)) @po—sey (F(TP ) @1y Doy (P))
= F(TE 00) ®, gz (F(T" ™) @, 1 ppoey (F(T") @x(ry Doy (7))

o]

Since the action of Gal(K../K("V1)) = Gal(F((T% ., )/F(TP ™)) is trivial on both
F(TP ™) ®a,, fo; (p) and F(TP ™)) @r(ry Doy (p), we deduce by Galois descent an
isomorphism of (¢, ZX)-modules over F(T7 ™))

F(T") @a DALV ZF(T" ™) ®,-1 vy F(TP) @51y Do (2))-

This easily gives the statement, using that all the above isomorphisms are functorial
in p (note that, if ¢ is given by [1] — [A] as above, then d is the unique integer in
{0,..., f — 1} congruent to val(A) modulo f). O

Remark 2.8.2. Using Theorem below together with Lemma and [Brelll,
Prop. 3.5], one can compute that d = f — 1. We won’t need this fact.

We can also consider the tensor product F(T")) ®4 D% (p) for tr : A — F((T)). It
is obviously an étale (¢, Z)-module.

Corollary 2.8.3. The (¢, Z))-module F(T)) ®4 D5 (p) is the (@, Z))-module of the
tensor induction ind?}(@”p.

Proof. This easily follows from (51]), Proposition[2.8.1] Corollary[2.6.7/and the “tensor
product version” of [Brelll, Lemma 3.6] (which we leave to the reader). O
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Proposition [2.8.T] also enables to prove the following full faithfulness statement.

Corollary 2.8.4. For i € {0,...,f — 1} the functor p — Dg) (p) from continuous
representations of Gal(K /K) on finite-dimensional F-vector spaces to étale (pq, OF)-
modules over A is exact and fully faithful.

Proof. By Corollary 2.6.7 it is enough to prove the full faithfulness for ¢ = 0. We
have morphisms:

Homg, g, i) (P:7) — Hom (o (DY (0), DY (7)) — Hom, (Do (), Doy (7))

where we use Proposition for the second. By the theory of (¢, Z, )-modules (see
e.g. §2.1), we know that the composition of the two morphisms is bijective. Hence
the first morphism is injective. It is enough to prove that the second morphism is
also injective. Let f : DE?) (p) — DS)) (') mapping to 0, i.e. f(DEf) (p)) C pDS)) @),
where p = Ker(tr : A — F((T")) (a maximal ideal of the noetherian domain A). Using
the fact that fo) (p) is étale and that f commutes with ¢,, we derive f (fo) (p) €
goZ(p)DE?) (p') for any n > 0. For those n such that x + 27" is F-linear, the map
@t on A s just x — 27", hence ¢! (p) C p?" for those n, and thus F(DW(p)) C
(Nim>o pm)DiO) (p') = 0. This finishes the proof. O

Remark 2.8.5.
(i) We do not expect the functor p — DS) (p) to be essentially surjective (for any
i). It is probably an interesting question to characterize its essential image.

(i) Tt is not true that the functor p — D% (p) is fully faithful, as in general the iso-
morphism class of the (¢, OF)-module D% (p) does not determine the one of the
Galois representation p. For instance, one can check by an explicit computation
using Theorem [2.9.4below that, if f = 2 and 7 = (ind w})®unr()) is irreducible,
D% (p) only sees M\, i.e. does not distinguish p and (indw}) ® unr()\'), where
N? = —)\2. However, one can also check (again using Theorem that, at
least when p is 2-dimensional and semi-simple, D% (p) determines p if p is split
or if det(p)(p) = 1.

2.9 An explicit computation in the semi-simple case
When 7 is semi-simple we show that the explicit étale (p,, Of)-module D4, (p)
defined in ~. is isomorphic to the (p,, Of)-module Dg]) (p) defined in .

It follows from that for all a € O and 0 < i < f — 1, we have (using as
usual og : F, < F) a(X;) = @” X; modulo terms of degree > 2. Therefore we have
the following result:
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Lemma 2.9.1. For 0 <i< f—1, we have a(X;) € @ X;(1 + A*).

We define _
X def aXo

fa,
" a(Xo)
(note that by ;,(0 in fact coincides with f, 5, in 1’ up to a factor in 14+ F 5 A).

E1+F 1 A=14+A"C1+ A2

Lemma 2.9.2. There exists u € O(Up, ) 420K 0AL e, that

Xj X,
ud™ 1_ )];OI . (pg(oo) €A - A O(UEO)Al C O(UEO)(H-pOK)fmAl'

Moreover we have

Va=(ag,...,ar—1) €Ay a(u) =aou

1
(X, o
VaeOg (a’l""’l)(u):a<w(f§0)> u
"
noting that < s )) " is well-defined in 1+ F_1 A C 1+ A2 since w{f 5 € 1+F A

Proof. Let |-| be a multiplicative norm on Al = O(U,,) such that |Tf ;| = |Tpl,
p7? for 0 < i < f — 1 whose existence comes from Lemma (iii)&(i). Let |-|; be
the associated norm on B* (AL ) defined in Remark As |- is multiplicative, the
same proof as in [FF18, Prop. 1.4.9] shows that |-|; is multiplicative.

By definition of the map my4,_ in (39), we have the relation in B*(A.,)

f—1
I1 (Z 75 ”) 3 Z (Xl = F(Xo,..., X5). (55)

1=0 \n€eZ nezZ i=0
For ¢ € R.q let p. be the ideal of BT (A))
pe ={z e B (AL), |z <p°} S B¥(AL)

(note that it is an ideal as |-|; is multiplicative and with values in [0,1] C Rx). Let
c=14p+-+-+p/7 As|Ti,| =p P < p? < p©forn > 1, we have
‘an,l[Tf{?]pn‘l <p 1< pc see Remark [2.3.4, hence we obtain from 1)

f—1
I1 (Z[Tz‘é}n]p”) — F(Xog,...,Xp-1) € pe

i=0 \n>0
and we deduce from Lemma below applied to the element
f-1 »
= T Tk ") = F(Xo, ., Xpoa) = Y aalp”™ € BF(AL)

=0 n>0 nes
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—nf—1

n

(Where ZWO[xn] = H (Zn>0[T1q(l ]pn) - En>0 Z{_ol[Xf
S ol = = Speo Do [XP e Z]p"f“ that we have

Jp™/*t and where

f_ .
S laap” =1 ( 7§Zp> }:E:pr Pt e p,.
0 n>0

n>0 i= n>0 i=0
Note that the left-hand side is now in W ((A% )°). As a consequence, we have
[zo| = Tk T g1 — Xo| <p™°
so that we can write in (A )°
Xo=Tko- Tk s-1(1+ wp) (56)

with |wo| < p~et@Fet+2"") — 1 je. wy € (A)°°. Applying the automorphism ¢ of
Al to and since ¢ respects (AL )° and (A’)°° (as it is continuous) we obtain in
(A%)°

Xi =TTk Tr p 1T (1 +wr)

with w; = p(wg) € (AL)°°. We deduce the equality
XP_1Xo " € Ty (1+ (AL)%).

Using that @ — z%7! is bijective on 1+ (A/_)°°, we see that there exists a unique
u € Tio(1+ (AL)*°) such that u?! = X}, X;.

As A; acts trivially on A, we have a(u)?! = u??! for all @ € A;. Therefore
there exists a character x of A; with values in Fy & F such that

VaeA, au)=x(a)u.

Writing u = Tk o(1 4+ w) with w € (AL,)°°, this gives aoTxofo (Tko) ' (1 +a(w)) =
x(a)u, where fXN (T o) = aTxo(arr(Tio)) ™t € 1+ (AL)°°. As u € Tk (14 (AL)*°)
this implies

x(@)ag ™t € (1+ (A)*) NFy = {1}

which proves x(a) = ap.

For the last relation, we have

((a,1,..., 1)(u))q71 =(a,1,...,1)(ui™) = a(Xj?leO_l) =

_ (fO ©(Xo) _ &),(0 ui! — ( 5,(0 )q_lu
90( cf,(o) Xo 90( cf,(o) o( é),((])
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so that as above there is a character x : Ox — Fy € F* such that (a,1,...,1)(u) =

X\
x(a) <w{a§0)> "u. But u € Tro(l + (AL )°°) implies (a,1...,1)(u) € alko(1 +

1

X a—1

(AL, )°°) so that x(a) = @ since ((p{;’;? )> etly AZ2. This finishes the proof. ]
a,0

Lemma 2.9.3. Let R be a perfectoid F-algebra and let (x,)ez a family of elements
of R® such that the series Y., czx,]p™ converges to an element x in BT (R). Assume
that |x|; < ¢ for some ¢ € [0,1[. Then we have

Z [zn]p"

n<0

<c.
1

Proof. Recall that |z|; = liirll|x| o (see the reference in Remark [2.3.4)). Therefore we
o

p—1
can find 0 < p < 1 such that |z|, < ¢. This implies sup,cz{|z,|p"} < ¢ and thus for
n < —1, |z,|p" < ¢ which implies |z,| < ¢p < ¢. The claim then follows from Remark

[2.3.4) applied to cp. O

def

Let v = uTy . We have v € 1+ O(Uy,)* from the proof of Lemma [2.9.2] so that,
for each r € Z, (= Z localized at the prime ideal (p)), the element

o <T> (v—=1)" €14+ 0(Uy,,)"
n>0 \"* B

exists. Writing a(v) = a(u)ag(Tk )" and using the formula for a(u) in Lemma
and the fact that fi)1(Tk o) € 1+ O(U,,)*°, we have

Vae A VreZy, a)=fr(Tko) V" (57)

a

We also have ¢/ (v)/v? € 14+ O(U,, ) and (¢f (v)/v1)17 = o (i) /ut™D =1 as
ul™t = p(Xo)/Xo. It follows that ¢/ (v) = v? and

o (u) = ul. (58)

Now, let p be an absolutely irreducible continuous representation of Gal(K/K) on
a finite-dimensional [F-vector space and choose a basis (e, . .., eq—1) of the F((T [‘1{7_010 )-

module D 4, (p)F7) as in . We consider the associated étale (¢,, Ok )-module
Do, (p) = A®F((Tg;1 ) Pk.oo (D) 4] defined in Lemma [2.2.2, where A has the structure
500

of IF((T}’{;O )-algebra given by .

Theorem 2.9.4. Assume that p is absolutely irreducible. The étale (¢4, Ok )-module
fo) (p) in Corollary is isomorphic to D, (p).
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Proof. First, replacing the variable Y, by the variable X, in Lemma [2.2.2) and using
(50), it is easily checked that one obtains an isomorphic étale (¢4, O )-module. By
Corollary [2.6.6] it is enough to prove the statement of the theorem after extending
scalars everywhere from A to A.. Recall we have Dy, (p) = F(Tk 0,)) ®F((T}q;;0))

D oo (p)F] with basis (1 ® ¢;)o<i<a_1 as in Lemma , let w € Tko(l+ (AL)*°)
be as in Lemma and let again v = uTI}}O. Then using , and the action
of O in we obtain

hqt(g—1)

Ase @4 DY (D) = (A Os(ry-1 ) 1y D (P Al—@va A1 (1®e).

Moreover it follows again from the last equality in Lemma [2.9.2] that we have in
A,OO ®]F((qu(_1 )) L0 DK,O’Q (p) [Fq] fOl“ a < O[X{
,o07?

_hqi(q—l)
d

_ ha'(g—1) fXO )qll aTxko et hq' <q 1>
alv 1 (1®e;)) = < % iy T -1 (1 ® e
( ( ) ( %)) alTio) (Tr0) = ( )

1

X L )
qd—1  _ hg'(¢—1)
_ <¢(;0)> v qqdq_l (1 ®ez>

a,0

We define an Ay-linear isomorphism Ao ®4 D4 o, (P) = Ao ®]F((Tzq<f 1) Di o (p)Fal =

ha'(q—1)

Ao ®4 Dg))(p) by 1®e; +— v -1 ®e¢; fori € {0,...,d —1}. This isomorphism
commutes with the actions of O on both sides by the above computation (together
with Lemma [2.2.2). It also commutes with ¢,, namely we have in A/ Or(T91 )10

KUO
D o (p )[]F al (using (5 ):

_ hd'(g=1) hgttl(g—1)

goq(v -1 ® ei> = v_ -1 ®eq for 1<d—1

and (using the formula for u?~! in Lemma [2.9.2)

hg?"1l(g-1) (q 1

h(g—1)
u_h(q_l))\d(v_ a1 ®60)

_ <so<xo>>""” (" ae). O

Xo

Remark 2.9.5. Theorem [2.9.4] shows that, when 7 is a direct sum of absolutely irre-

ducible representations, one can obtain the étale ¢,-module D ( ) from the Lubin—

Tate (g, Ok )-module Dy o, (p) = F(Tk 0, ))®]F((qu;1 ) Drc.o (P )i q] by the simple recipe
»00

(19). However, we do not expect this recipe to work in general when p is not semi-

simple.
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Define D4 ,(p) as Da s, (p) (see §2.2) but using the embedding o instead of oy.
From §2.2 one easily checks that there are canonical A-linear isomorphisms for i € Z

[d®e: A®¢ADAU( )—>DA01 1(p> (59)

which commute with O and ¢, on both sides. Comparing the isomorphism ¢; in
Corollary with the isomorphism ([59)) we see that we have for i € {0,..., f — 1}

DY (0) = Dao,. (7). (60)
Using and we have therefore
D3(P) = Dagy(p) @4 Dag, (p) @4+ @4 Dag,_,(p)- (61)

When dimpp = 1, i.e. for y : Gal(K/K) — F* a continuous character, we will
need in §3| the (very simple) description of D% ().

Lemma 2.9.6. Viewing x as a character of K* wia the local reciprocity map, we
have (for a € OF):
Di(x) = AF
( F) = x()Fy
a(Fy) = x(a)Fy.
)

In particular, DS (p @ x) equals D% (p), but with the action of @ multiplied by x(p)
and the action of a € O multiplied by x(a).

Proof. By (| . and (61) replacing p by x we can describe DY (x) as AF,, where
Ey = ey @ pey) @ @l 1(ey) with ¢(ey) € Day, ,(x) (noting e, instead of
1®ey). Write x = w?xunr()\x) for hy € Zso and A\, € F*. Set F, & Y/xE,, then

one computes:

p(Fy) = W(Yao)hx@(Ex> = @(Yoo)hx()pf(ex) ®pley) @+ ® @fﬁl(ex)

Yo, \'x
oY, )) By =MNFy = X(p>Fx
oo

where the third equality follows from . An analogous computation using a(Ya};X) =

o(@ Yl foly and a(¢(ey)) = (Z75225) 7@ (ex) (see again > gives a(F)) =
o0(@)"™ F,. But o¢(@)™ = x(a) (see (14))). The rest of the statement follows from the
d1scuss1on after (24]). O
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3 Etale (¢, 0})-modules and modular representa-
tions of GLs

In this section we prove that the étale (¢, Ok )-module D4(m) over A associated in
[BHH™) §3] to certain automorphic admissible smooth representations 7 of GLq(K)
over F is isomorphic to (a certain twist of) the étale (p, O))-module D (p) of §2]
where 7 is the underlying 2-dimensional representation of Gal(K /K) over F, which is
assumed semi-simple and sufficiently generic. We conjecture that an analogous state-
ment holds without these assumptions and for any automorphic admissible smooth
representation of GLy(K) over F.

0% Ok
pOK OF

the first congruence subgroup, I; & (1;(’52’( 1 S)@K) the pro-p radical of I and Z; the

center of I;. We recall from that Ny = ((1) le) C I. If C is a pro-p group we
denote by F[C] its Iwasawa algebra over I (a local ring), and m¢ the maximal ideal
of F[C]. If M is a filtered module in the sense of [LvO96, §1.2] with (F, M ),cz its
ascending filtration, we define gr(M) = @,cz FuM/F,_iM. When R = F[C] and
M is an R-module, the filtration F, M = mz"M if n <0 and F,M =M if n > 0 is
called the mp-adic filtration on M.

We let [ < ( ) be the Iwahori subgroup of GLy(Ok), K e (HPOK POx )

pOr 1+pOk

3.1 A local-global compatibility conjecture for (¢, O )-modu-
les over A

We conjecture that any automorphic smooth representation of GLy(K) over F gives
rise to an étale (¢, Of)-module over A which is (up to twist) a direct sum of copies
of the module DY in of the corresponding local Galois representation at p. We
state our main results.

First, we quickly review the construction of the A-module D4(7) associated to
certain smooth representations m of GLy(K) over F in [BHH™, §3.1].

Let 7 be an admissible smooth representation of GLy(K) over F with a central
character and endow the F-linear dual 7" with the my,-adic filtration, or equivalently
the my, /2 -adic filtration (which, in general, strictly contains the my,-adic filtration).
We endow

def
(WV)(YUO"'Yaf_l) = F[[NO]](Yao"'Yaf_1) QF[No] TV
with the tensor product filtration (where the localization F[[NO]](YUO~-Yaf_1) is endowed

with the filtration described by (16), replacing F, by F) and define Da(7) as the
completion of (WV)(YUO...ny_l) for this filtration ([LvO96, §1.3.4]). Then Dy(7) is a
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complete filtered A-module and the action of O on 7" extends by continuity to
D 4(m). Moreover the action f+— fo ({)’ (1)) on 7" gives rise to a continuous A-linear
morphism (see [BHH™, §3.1.2])

BIDA(W)—>A®%ADA(7T), (62)

where ¢ on A is as in We let C be the abelian category of those 7 such that
gr(Da(m)) is a finitely generated gr(A)-module. Then for any 7 € C, the A-module
D 4(m) is finite free (see [BHHT, Cor. 3.1.2.9] and Remark [2.6.2)).

The following straightforward lemma will be used. For y : K* — F* a smooth
character, denote by D4(x) the rank 1 étale (p, Of)-module over A defined by Ae,
def def

with ¢(ey) = x(p)ey, and a(ey) = x(a)e, for a € Of. (Note that this is an ad hoc
definition, as Dy(m) = 0 if 7 = x o det.)

Lemma 3.1.1. Let x : K* — F* be a smooth character and 7 in the category C,
then Da(m @ x) = Da(7) ®4 Da(x™') with diagonal ¢ and action of O.

Proof. This directly follows from the definitions of D4(7) and of the actions of ¢ and
O on Dy(m). O

For 7 in C, when f3 is moreover an isomorphism, its inverse 37! = Id ®p makes
D4 () an étale (¢, Of)-module.

We now go to the global setting.

We fix a totally real number field F' that is unramified at p. We fix a quaternion
algebra D of center I which is split at all places above p and at not more than
one infinite place. When D is split at one infinite place we say that we are in the
indefinite case, and in the definite case otherwise. For a compact open subgroup
U=T11U, C (D ®rA¥)* we let Xy be the associated smooth projective algebraic
Shimura curve over F' (see [BHHT, §8.1] and the references therein for more details).

Fix an absolutely irreducible continuous representation 7 : Gal(F/F) — GLy(TF)
and for a finite place w of F we write 7, = ?|Ga1(pw /Fy)- We let Sp be the set of finite
places where D ramifies, Sr the set of (finite) places where 7 is ramified and S, the
set of (finite) places above p. Finally, we fix a place v € S,. Let w = w; denote the
mod p cyclotomic character.

For any compact open subgroup U’ = [, Uw C (D ®p AF"")* we consider the
following admissible smooth representation 7 of GLg(F,) over F with central character
(wdet (7))L

m = lim Hom gy ) (. Hy (Xvow, <0 F,TF)) (63)
Uy
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where the inductive limit runs over the compact open subgroups U, of (D ®p F,)* =
GLy(F,). In the definite case, we replace Homg, /) (T, Hy(Xv xr F,F)) by the
Hecke eigenspace S(U,F)[m] C S(U,F) = {f : D*\(D ®p A¥)*/U — F} associated
to 7 (see [BHH™, §8.1]) and define analogously

m = lim S(U*U,, F)[m]. (64)

We also need the “multiplicity 1”7 variants of the representations w. For that, we
need to assume that p > 5, that F|GF(%) is absolutely irreducible, that the image
of 7(Gry1)) in PGL2(F) is not isomorphic to As, that 7, for w € 5, is generic in
the sense of [BP12, Def. 11.7] (which implies S, C S7) and that 7, is non-scalar if
w € Sp. Under these assumptions, a so-called “local factor” is defined in [BD14] §3.3]
(in the indefinite case and when 7, is reducible for all w € S,) and in [EGS15| §6.5]

(without these two conditions):
T HomUu<Mv, Homg,, 71 (F, ligHélt(XV Xp F, F))) [m’] (indefinite case) (65)
v

o HomUU(Mv, lim S(V, F) [m]) [m'] (definite case) (66)

where the inductive limits run over the compact open subgroups V of (D ®@p A%)*,
and where we refer to loc. cit. for the definitions of the compact open subgroup
U’ C (D ®p A%")*, of the (finite-dimensional) irreducible smooth representation
M" of U? over F and of the maximal ideal m’ in a certain Hecke algebra.

Conjecture 3.1.2. Let 7 be as in @, , @ or (@) and assume w # 0. Then

7 is in the category C, B in (@ is a bijection and we have an isomorphism of étale
(¢, OF)-modules Da(m) = DY (7,(1))®" for some integer v > 1 which is equal to 1
when m is as in @ or .

In the sequel, we prove Conjecture for 7 as in or when 7, is semi-
simple and satisfies a strong genericity hypothesis (as defined below). We actually

prove a purely local result for certain smooth representations 7, that will ultimately
include the representations in and .

Let first p : Gal(K/K) — GLy(F) be a continuous representation satisfying the
genericity assumption of [BP12) Def. 11.7]. Let m be a smooth representation of
GL2(K) over F satisfying the following two conditions:

(i) there is an isomorphism of diagrams (7t — 751) = D(p)®" for some r € Z>1,
where D(p) is a diagram associated to p as in [BP12] or [BHH™) §3.2.1] with
the constants v, for o € W(p) as in Remark below;
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(ii) for any character x : I — F* appearing in 7[my,| there is an equality of multi-
plicities [w[m} ] : x] = [7[m,] : x].

We moreover assume that p is of the following form up to twist:

L JwrT D1 if p is reducible
Pl = d F=1o. j F=L o 1yt f (67)
=0 (rj+1)p’ j=0 (ri+1L)p P .
Way © wyy if p is irreducible
where the integers r; satisfy the following (strong) genericity condition:
max{12,2f — 1} < r; < p—max{15,2f + 2} if j > 0 or p is reducible (68)

max{13,2f}< ro < p—max{14,2f + 1} if p is irreducible.

The following is the main result of §3

Theorem 3.1.3 (See . Assume that p and 7 are as above with moreover (7 —
7512 D(p), i.e. r = 1. Then 7 is in the category C, B in @ is a bijection and we
have an isomorphism of étale (¢, Of)-modules Da(w) = D%(p" (1)), where p¥(1) is
the Cartier dual of p.

It implies the following special cases of Conjecture 3.1.2]

Corollary 3.1.4. Let  be as in (@ or and assume moreover that 7, satisfies
, (@), and that the framed deformation ring Rz, of 7, over W(F) is formally
smooth if w € (Sp U S7) \ Sp. Then Conjecture is true for m.

Proof. By [DL21, Thm. 5.36] (and the references therein) 7 satisfies condition (i)
above with p = 7/ and r = 1. By [BHH"23, Thm. 8.3.14], [BHH"23, Thm. 1.5]
and [BHH"23, Rem. 8.4.5] 7 satisfies condition (ii). Hence we can apply Theorem

BI13 O
Remark 3.1.5.

(i) Under the assumptions of Theorem [3.1.3] we already know that 7 is in C (see
[BHH™, Thm. 3.3.2.1]) and that /8 is a bijection (see [BHH™, Rem. 3.3.5.4(ii)]
noting that we do not need here the assumption (iii) in [BHH™, §3.3.5]). Hence
we only need to prove D(m) = D9 (pY(1)). In that direction, we already know
the étale (¢, Z))-module F(T') ®4 Da(r). Indeed, it follows from [BHHT,
Cor. 3.3.2.4], [BHH™, Thm. 3.1.3.7], Remark — and some unravelling of
the definition of the functor Vgr, of [BHHT, §2.1.1] using Lemma and
Lemma — that Dy(7) is free of rank 2/ and F((T)) ®4 Da(7) is isomor-

phic to the (¢, Z))-module of the tensor induction indy"(p" (1)) (compare with

Corollary [2.8.3)).
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(ii) Under similar hypothesis but assuming that p is reducible non-split with only
one Serre weight, Conjecture is proven in [Wana] (using the results of
[Wanbl).

The rest of this paper is devoted to the proof of the isomorphism D4(7w) =
D% (p"(1)) in Theorem and to the necessary material that needs to be introduced
for that.

We fix p and 7 as in Theorem |3.1.3] Twisting both p and 7 using Lemma
and Lemma [3.1.1} we can and do assume from now on p = (indw};) ® unr(A) or

Y 0 , -1
= (churg( g unr(/\1)> with = Zj:lp](rj +1).

3.2 Duality for étale (¢, O )-modules over A

If D is an étale (¢, Of)-module over A we equip Hom (D, A) with the structure of
an étale (¢, O%)-module over A.

Fix D an étale (¢, Of)-module over A.

We first equip D with a left inverse v» : D — D of ¢, as follows. Fix a set of
representatives {n} of No/N§ including 1. Note that as D is étale, every element x of
D can be uniquely written as x = 3y, /nz dnp(x,), where 0, denotes the image of the

clement [n] € F[Ny] in A. Let ¢ : D — D be defined by ¢(z) = x;. The following
easy lemma is left to the reader.

Lemma 3.2.1. The map ¥ : D — D is a left inverse of ¢ that is independent of any
choices. We have v = Yy, /v Snp(¥(6,1x)) for any x € D. Moreover, the actions of
Y and O commute.

To define ¢ on Homy4 (D, A) recall that we have

B:D = A®,D
v 6, @, (6, 10), (69)

where the sum runs over representatives {n} of No/N{. Now if M, N are A-modules
with M projective, we have for any A-algebra B a canonical isomorphism B ®4
Homy (M, N) = Homp(B ®4 M, B ®4 N), hence the A-linear dual of gives rise
to

A ®,Homy (D, A) = Homyu(D, A),

in other words we get a ¢-linear endomorphism of Hom, (D, A) that we also call ¢
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(an étale Frobenius). Explicitly, this endomorphism is given by the formula

Homy (D, A) — Homa(D, A)
hip(h) = (x> dup(h((5, 7)) (70)

No/NP
By construction, it is independent of the choice of representatives.

Using Lemma we can rewrite formula as follows:

o(h) Z(Sn@(xn) = Z(Sn@(h@n))' (71)

We also define the action of a € O by the formula a(h) = aohoa™'.

Lemma 3.2.2. With the definitions above, Homa(D, A) is an étale (¢, Ok )-module.
Moreover, the natural pairing D x Hom4 (D, A) — A is equivariant for the actions of
v and Of.

Concretely, the (¢, O )-module structure on Homy (D, A) is uniquely character-
ized by the relations, for x € D, y € Homu(D, A), a € Of:

(p(@),0(y) = o({z, ), (a(z),aly)) = al(z,y)), (72)
where (-, -) is the natural pairing D x Homy (D, A) — A.

Fix now a smooth representation 7 of GLy(K) in the category C and endow the
finite free A-module D 4(m) with its filtration coming from the my,-adic filtration on
7, cf. §3.1] If D is an étale (p,O))-module (endowed with its natural topology
of finite free A-module), recall that Hom§™ (D, TF) is the vector space of continuous
F-linear morphisms D — F, or equivalently (F being endowed with the discrete
topology) the F-linear locally constant morphisms D — F. We give F the filtration
such that FyF = 0 if and only if d < 0.

We write now Y; for Y;, (as in [BHH™, §3.1.1], note that there will be no confu-
sion with the variables Y; € A, in which are not used here) and y (0rif-1) for

Ygo .- Y;fll € A (as in [BHHT) §3.2.2]). We also sometimes use the shorthand Y for
Yi=T115,Y;
= 7j=0 *7-*

Proposition 3.2.3. There is an isomorphism of  F[Ny]-modules between

Homg™ (D4 (7), F) and the set of sequences (zy)r>o such that xj, € 7 and

(i) Yar = x4 for allk > 1;

1) there exists d € such that x;, € Tm or a > where mlm’ ] &
(i) th sts d € Z such th [ for all k > 0 (where wm)] = 0
for j <0).
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A continuous F-linear map h : Da(w) — F corresponds to a sequence (xy)r>o as above
if and only if

WY "y) = (21, y)
for ally € 7, k > 0 and where we denote again by y the image of y in Da(w).
Moreover, h is filtered of degree d if and only if xy € W[m{f”ﬂ] for all k > 0.

Proof. Let S denote the multiplicative subset of F[Ny] generated by Yy - --Y;_1. Then
from the definitions we have

(m)s = hgﬂ 7/ and F_ 4 (7")s = h3 m{f+d+lﬂ-va

k>0 =0
Yo Yi_q Yo Y5 1
SO
(m)s/F g 1(m)s = h3 Wv/m{f+d+lﬂv,
k>0
YO“'Yf_l

(Explicitly, the k-th map 7 — (7V)g is given by multiplication by (Yy---Y;_;)7%.)
Therefore, we have

Hom{™ (D 4(w), F) = Hom§{™ ((7¥) g, F) = U Homp((7¥)s/F_g-1(7")s,F)

d>0
= |J Homg((7")s/F_a1(n")s,F) = |J lim Homg(r"/mf "'z F)
d>0 d>0 k>0
Yo Y1
=J lim #[m)"),
d>0 k%o '
Yo Yf_1
The final claims follow by unravelling these identifications. OJ

We now make explicit the actions of A and O} on Hom{™ (D4(n),F), where
the definitions of these actions in the following lemma are a posteriori motivated by

Lemma [3.3.5] (namely, the map s, in becomes A and Ox-linear).

Lemma 3.2.4. Suppose that h : Da(m) — F is continuous of degree d, i.e. sending

F_q_1Da(m) to 0. Let h correspond to the sequence (xy)k>o0 as in Proposition[3.2.5,

kftd+l
$0 Y1 =z and x), € 7r[m[1fJr .

(i) Ifa € A, then ah = hoa corresponds to the sequence (yy)rs0, where
ye = Y Ean, (73)

for £ > 0.
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(ii) Ifa € OF, then a(h) = Ny, r, (@)~ (hodiag(a™,1)) corresponds to the sequence
(2k)k>0, where

L alVL
a—BEYk) Le= ‘]\[Fq/ﬁ"pw)i1 (XE) (a 1)$Ce (74)

2k = Nﬂrq/ur,,(ﬁ)fl(a 1)

for € > 0.

Remark 3.2.5. To explain the notation in equations , we note that for
r € w[mg ] (e > 0) we can extend the action of F[Ny] on = to an action of the ring
F[No] + F-¢A such that F_ A kills x (because F_.F[No] = F[No] N F_.A kills z,
by assumption). For we note that Y %a € A = F[Ny]g + F_4_1A (where S is

generated by Y), so Y5 %a € F[No] + F_¢p_q 1A for £ >, 0 and z, € W[mgﬁtdﬂ].

Similarly for we note that a%) € F[No] + F_yf—g-1A for £ >} 0 (and (“ 1)

normalizes I ).

Proof. For (i) we first note that h(F_4_1A-7) C h(F_4-1Da(7)) = 0, so h o d'|,v
only depends on ¢’ modulo F_;_1A. Writing Y Eae Y+ F_ 4 1A as above with
b € F[Ny] and ¢ > 0, we compute for k& > 0,

hoaoY 2w =hoY toblw = (xy,b(—)) = (bxy, —) = Y Eax,, ) (75)
as functions 7V — F, as desired (keeping in mind Remark [3.2.5)).

For (ii), first note that a(h) oY % = Ny /p (@) (hoa ' (Y %) odiag(a!,1)). By
Q/ p

(75) (applied with k = 0), hoa "(Y 5)|,v = (Y4 a= ' (Y ®)xy, —) for £ > 0 and the
result follows. ]

3.3 The continuous morphism py: A —F

For D an étale (¢, OF)-module over A we relate Hom (D, A) to Homg*™ (D, F) using
a certain continuous morphism p: A — F.

.....

a fixed Z,-basis of Ok. Recall that A is endowed with a map ¢ : A — A defined in
and which is a left inverse of p : A — A.

Proposition 3.3.1. Up to scalar in F* there exists a unique u € Hom{™ (A, F) such

that o1 € F*u, and we have pop = (—1)/"p.

It will be convenient for the proof to avoid using the variables Y;. To obtain A
from F[Ny] it suffices to invert elements Z; (0 < j < f—1) such that gr(Z;) = gr(Y;)
in the graded ring and then complete. We will let Z; be the unique linear combination
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of the T such that gr(Z;) = gr(Y;). (Note that the Z; are not canonical but depend
on the choice of Ty, ..., Ty_1.) There exists an element of GL;(IF) that relates the
Z; and the T;. Hence we get the same description of A as in [BHH™, Rk. 3.1.1.3(iii)]
with Z; instead of Y}, and also the valuation of an element of A is still given by the
minimal total degree as a series in Z. We note that ¢(7;) = T} and ¢(Z;) = Z7_,
(because p(Z;) is a homogeneous polynomial of degree p in the T} and hence in the

Zj, and since p(Y;) =Y} ,).

Before starting the proof of Proposition we note that p o = cp (with
c € F*) is equivalent to the two conditions

(uotp) (76)
Vnée N\ NI,VxeA. (77)

1
p(Onp())

This follows immediately from the definition of ¢ : D — D in §3.2

Proof (Uniqueness). Suppose that pot) = cu for some ¢ € F*. For the representatives
{n} of No/N§ we take n = (1 2 ifaf) (0<i; <p-1),s06, =I(1+7T;)%. By
induction and (| . . we have for any 0 <7 < p — 1 that

w(Thp(x)) = (=) p(p())

_ (78)
= (1)l (),
Take now x € Fy_;A. Then by iterating we have
) = cu(TP=p(z)) = - = " p(T=¢"(x)) = 0

for n >> 0, since T2 =Lp"(x) — 0 in A as n — oo if z € Fy_, A and p is continuous.
Hence
W(Fy 1 A) = 0. (79)

We claim that p(Z%) for i € Z/ is an explicit multiple of x(Z 1), only depending
on ¢. To prove the claim, we may suppose that 7| < —f by and we will argue
by descending induction on [|i||. Write i = r +ps with 0 <r < p—1and s € 7t
Hence pu(ZY) = p(Z°ZP%) and that can be expressed in terms of various ju(T7-Z%)

with 7/ > 0 and ||7’|| = ||z||. Fix now one such term and write r’ = r” + pr’”’ with
0 <7 <p-—1and 0 < r”. Then we can express u(I~2") = p(IT~1T"—2"?)
in terms of various p(I™Z") with ||t]| = ||s|| + ||="||. By we are reduced to

+u(ZP) = £c 'u(ZY), where t' is a cyclic permutation of ¢ and hence ||| = ||| =

sl + =1 = (2l = =21 /p-

From [|r"|| < (p—1)f and ||i|]] < —f it follows that ||7|| < ||#/|] and moreover that
equality can only hold if r” = p — 1 and ||z]| = —f, in which case r =1/ = p — 1 and
" =0 (as ||| = ||7”]] + pllr™]] < (p —1)f). Thus ||i|| < ||¢|| and we are done by
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induction, except possibly when ||i|| = —f and i = —1 (mod p). Applying the same
argument to u(Z%), we are done in the exceptional case except if = —1 (mod p),
which implies s = t = —1 (mod p) and hence i = p— 1+ ps = —1 (mod p?). By

iterating we are left with the case ¢ = —1, which completes the proof of the claim.

Finally we show that ¢ is uniquely determined (assuming p # 0). Consider i = —1
above. Then

W(ZY) = p(Z2227) = (T2 78) = e (2,

where ¢ is the coefficient of 72=% in ZP~!. Here, the second equality follows from the

analysis in the preceding paragraph (the case ||i|| = —f) that all other intervening
terms T™Z P with /> 0 and ||| = ||p — 1]| lie in the kernel of p (by (79)). The third
equality follows from ([78|) with ¢ = p — 1. Hence ¢ = ¢’ is uniquely determined. [

Proof (Ezistence). We define
plo) = s (@ [T+ 1)) (80)
J
for ¥ € A, where £_,(y) is the coefficient of Z “Lin y for y € A (expanded in terms of
the Z* as in [BHHY, Rk. 3.1.1.3(iii)]. Then p € Hom§™ (A, F), as u(FpA) = {0}.

By f it suffices to show that for 1 < i < p we have

(IO + T (@) =0 ifi#p (81)

J

and

e ([T + 1) o) = (1) ey (2). (82)

j
(This time we take representatives n = (1 ijj"“f) with 1 <1i; <p.)
Recalling that we can write

Z; =Y ayT; for some (a;;) € GL(F), (83)

we deduce and reduce to showing that the coefficient of Zp=Lin =L equals
(=1)/~*. From (83)), by considering the action of ¢ and letting a; < 440, we obtain
that . .

Z; =Y al’'T; with (a?) € GL;(F).

As af "= a;, the a; are in the image of IF, in F and in fact they form an IF,-basis of
F,. (If not, then >7; \;a; = 0 for some \; € ), that are not all zero. This implies that

S ha” =0 forall 0 < j < f—1, contradicting that (a?j) e GLs(F).)

Let us now work with formal variables z = (7;)o<i<f_1 and b; (0 <i < f — 1),
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Lemma 3.3.2. The coefficient of x2=1(= ja:?*l) in T1;(3 bfja:i)p_l equals

[T by =)0 T (X ebs).

ce(F)—{o})/Fy 1 ceF)—{o} *

(Note that the first product does not depend on the choice of representatives, and
for the equality note that [[,cpx # = —1.)

This lemma implies what we want: as the a; form an F,-basis of F,, the lemma
(applied with z; = T}, b; = a;) shows that the coefficient of T2~ in Z2=1 equals
—(=D)®' =D/ — (1) L ag [ @ = —1.

To prove Lemma [3.3.2, we use the following.

Sublemma 3.3.3. Suppose h € Flx,...,x5_1]. Then the coefficient of 22=L in h is
invariant under any linear change of variables over I, i.e. is equal to the coefficient
of Y=L in h if x and y are related by an element v of GLy(F,).

(This is presumably well known. For the proof we may assume that A is a mono-
mial and that v is an elementary transformation, in which case it follows from the
facts that IF’ is of order p — 1 and that (pil) =0forp<r<2p-—2)

Let C denote the coefficient of 22=1(= jxg_l) in TT;(> V)P~ Then C €
F[bo, . ..,bs_1] is a homogeneous polynomial of degree p/ — 1, which is clearly divis-
ible by b2=L. For any linear change of variables z; = ¥, Aijy; with A;; € Fp, Sub-
lemma [3.3.3) then implies that [1;(¥; biA;)P~" divides C. In particular, (3; ¢;b;)P ™
divides C for each ¢ € (F/ — {0})/F). But the product of such polynomials is al-
ready of degree p/ — 1 and they are pairwise relatively prime, hence we are done by

remarking that the coefficient of T[; 5 ®~Y is the same on both sides. O

Remark 3.3.4. Fix p # 0 as in Proposition [3.3.1 By uniqueness we must have
poa t € Fu for any a € OF. But it is easy to compute the scalar: by applying the
explicit formula to the element [];(1 4 T;)?"'Z~* we obtain

poa ' = Npp,(@p YaceOf.

Suppose 1 € Homg™™ (A, F) is nonzero such that po = (—1)7~'y and D is an
étale (p, Ok )-module over A. Then composition with p induces an A-linear map

tt : Homu (D, A) — Homg™ (D, ). (84)

Recall from Lemma that Homy (D, A) is naturally an étale (¢, Ok )-module. The
following lemma will allow us to calculate this structure on the level of Hom§™ (D, F).

Lemma 3.3.5.
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(i) The map p in is injective.
(i) We have ua(p(h)) = (—1) " pa(h) 0 0.
(iii) We have pii(a(h)) = Nr, /5, (@) p(h) o a™" for a € Of.

Proof. Part (iii) follows immediately from Remark |3.3.4]

For (i) we can reduce to D = A by using that D is finite projective. Observe then
that the kernel of yu, is an Oj-stable ideal of A by (iii); but by [BHH™, Cor. 3.1.1.7]
it is zero, as it cannot be all of A. (Alternatively part (i) also follows from the explicit
formula for p above.)

Part (ii) follows from the explicit formula for ¢ on Homa(D, A) as well as
the two conditions at the beginning of the proof of Proposition [3.3.1] [

We make part (ii) more explicit. Suppose that h € Hom§™ (D 4(7), F) corresponds
to a sequence (xy)g>o as in Proposition m Then (—1)/~'h o4 corresponds to a
sequence (z},)x>0 determined by the relation

T = (=177 ), (85)
since 1) o Y PE—_yko W on Dy(m).

Lemma 3.3.6. Suppose that D is a finite projective A-module. Then the image of
s : Homy (D, A) — Hom{™ (D, F) consists precisely of all continuous F-linear maps
h:D — F such that for all M € Z and all © € D the set X}, = {i € Z : h(Zix) #
0,2l = M} is finite.

Equivalently, the image of ., : Homy(D, A) — Hom§™ (D, ) consists precisely
of all continuous F-linear maps h : D — F such that for all M € Z and all x € D
the set Xpy = {i € Z/ - h(Yix) #0,|i|| = M} is finite.

Proof. For the first part it is easy to reduce to the case where D = A, using the
compatibility of p, with direct sums D = Dy & Dy. If h = p,(a) for some a € A and
x € A, then we write azx [[;(1+7;)~" = Y, \;Z* for A; € F. Then h(Z*x) = A_;_; (by
the explicit formula for p, in , so h(Z'x) # 0 can only happen for finitely many
i of any fixed degree ||i]| = M. Conversely, if h : A — F is continuous such that for
all M € Z the set {i : h(Z%) # 0,]|i|| = M} is finite, then by continuity of » and the
finiteness assumption it follows that a = (T];(1+1})) >, M(Z9)Z+ L € A, and by the
explicit formula for u, we have p,(a) = h. B

To justify the second part, recall that Y;, Z; € F[Ny] with gr(Y;) = gr(Z;), so
Z;j =Y; > 52 Faj, where Y; I j is a homogeneous polynomial in Yy, ..., Y;_; of degree
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d+ 1 and Fy; = 1. Define the subring

> F
Ay E { > Y—z : Fy a homog. poly. in Yy, ..., Yy of degree d(f + 1)}
d=0 L

of A with maximal ideal my defined by the condition Fy = 0. The above observation
then implies that Z; € Y;(1 4+ my) for any j, hence

ZEeYil+my) VieZl. (86)

Also note that

Ay = { 3 MYE: N\ € IF} (87)
keZT; kj>—||k| Vi

and that the condition k; > —||k|| for all j implies k; < f||k|| for all j (and ||k|| > 0),

so that there are only finitely many terms of any fixed degree.

Fix now o € D and suppose that the set Xy = {i € Zf : h(Y'r) # 0, i = N}
is finite for any N € Z. By continuity of h we know that h(Y*r) = 0 for all ||i|| > e
(some e € Z). Fix any M € Z and suppose that h(Z%) # 0 and ||i|| = M. By
equations (86)-(87) we get that h(Y ) #£ 0 for some k € Zf such that k; > —||k|
for all j. In particular, ||i]| < ||Z]| + ||k|| < e, so

Xy U (Xupm — k),

k>l Vi
0<||kl|<e—M

a finite union of finite sets. The converse direction follows by reversing the roles of
Y; and Z;. O

3.4 Some combinatorial lemmas and computations

We give several technical but important lemmas (some generalizing results in
[BHHT, §3.2]) involving the combined action of Y (for some k € Z’;O) and (g (1)) in
a representation 7 as at the end of §3.1]

IN

X
We recall some notation and results from [BHHT]. Let H = (Foq IEE)X>
q
GLy(F,). As in [BP12] we write (sq, S1,...,5f-1) ®n for the Serre weight
Sym*F? @ (Sym* F?)" ® - @g (Sym*—F)™ " @g o det,
where the s; are integers between 0 and p—1, 7 is a character F,¢ — F* and GLy(F,)

acts on (Sym*F2)™ via ¢, : F, — F. We fix 7 as at the end of We identify
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W (p) with the subsets of {0,...,f — 1} as in [Brelll §2] and let J, be the subset
associated to o. More precisely, W (p) is exactly the set of Serre weights of the form

(Ao(ro)s s Ap-a(ry—1)) © deteWM(roy—1)

where A € ID(xo,...,x5-1) (resp. A € RD(zo,...,xy_1)) if p is irreducible (resp. p
is reducible), see [BP12], §11] or [Brelll §2]. If o € W (p) corresponds to A, then we
have \;(z;) € {p—2—=x;,p—3—=x;} if and only if j € J, when j > 0 or p is reducible,
Mo(zo) € {p —2 —x0,p — 1 — x0} if and only if 0 € J, when p is irreducible.

Let 0 € W(p). Let 6(0) = up(0) if 7 is irreducible and §(0) = peq(0) if 7 is
reducible the Serre weights defined in [Brelll §5]. Then 6(c) € W(p) and we have
the following explicit description of Js (see [Brelll, §5]):

JE Jso),J < f—1(resp. f—1€ Js0) <= j+ 1€ J, (resp. 0 ¢ J,) if 6 = iy
JE€EJso) = jt+1€e s if 6 = 0req-

We fix a nonzero vector v, € o0, and let x, : H — F* be the H-eigencharacter of v,.
Let x5 : H — F* denote the conjugate of x, by (? (1)) As in [BP12], §2] we identify

the irreducible constituents of Ind?LQ(OK )(X‘;) with the subsets of {0,..., f — 1} (for
example () corresponds to the socle o of Ind?LQ(OK )(Xi)). We know that d(¢) occurs

in Ind?LQ(OK)(Xi) and we denote by J™**(o) C {0,..., f — 1} the associated subset.
Precisely, using [BP12, Lemma 2.7] one checks that

JmaX(U) = (Jg U J(;(U)) \ (JU N J(;(U)).

By [BHH™) Lemma 3.2.3.2], we have |J™*(g)| = |J™*(d(0))|. As a consequence, the
quantity

m = | J"(g)| € {0,..., f — 1}
depends only on the orbit of 0. By the proof of [BP12, Lemma 19.5], the vec-

tor (0 l)vo generates a GLy(Of)-subrepresentation of 7 isomorphic to the unique

p 0
quotient of Ind?LQ(OK )(Xj) with irreducible socle parametrized by J™**(o), which in

particular yields an embedding of d(¢) in socqr, o) ().

Write
o= (80,---,5;-1) @1, 6(c)=(sp,...,8; 1)@

def

Define ¢ € Z7 by ¢; o si if j € J"¥(0), and ¢; = p — 1 otherwise.

The following lemma explicitly determines s;_; and ¢;_; in terms of s;. We remark
that if f = 1 and p is irreducible, some formulas need to be modified, e.g. Lemma
3.4.1{(i). But the main result (Theorem is known in this case, so it is harmless
to exclude it.

Lemma 3.4.1.
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(i) Assume that p is irreducible and f > 2. Then

[ so I s | [ <
o p—2—riq | f-1eJ™™(0) | p—2—1Ts
ro — 1 p—3—rq | f—1¢ J"(0) p—1
p—2—rg Tt f—1¢ Jm(0) p—1
p—1—mrg Tf_1+1 f—lEJmaX(U) Tf_1+1
while if 1 < 57 < f—1 we have
Losi sy, g=1]s1,, j>1] |1 |
T ro — 1 Tj-1 j—1¢gJ"(0) |p—1
T+ 1 70 ri—1+ 1 j —1e€ JmaX(U) S;’—l
p—2-r;|| p=1—ro |[p=2—1j 1 |j—1€J"™(0) | sj,
p—3—rj|| p—2—1r9 |p—3—rj1 | j—1¢&J"0) | p—1

(ii) Assume that p is (split) reducible. Then for any 0 < j < f — 1 we have

Lo | s | ¢
rj rj-1 Jj—1¢ J"(o) p—1
Tj"‘l T’j_l‘l—l j—lEJmaX(O') Tj_1+1
p—2-—rj||lp—2—rj1|j—1€J"™(0) |p—2—7;4

p—3—rj||p—3—rj-1|j—1¢ J"0) p—1

Proof. This is an easy exercise using the relation between J, and Js). Note also
that j & J, if and only if s;11 € {rj41,p — 2 —rj1}. O

Remark 3.4.2. Strictly speaking, we should state Lemma in terms of \, X,
which are the elements in ZD(x,...,z5—1) or RD(zo,...,xs-1) (depending on
whether 7 is irreducible or reducible) corresponding to o, §(o) respectively. Lemma
determines \;_;(x;1) in terms of \;(x;), not s%_; in terms of s; (because am-

biguities arise when rq = % in the first table, and when r; = %3 in the second and

third tables.) The same comment applies to Lemma m

Lemma 3.4.3. The vector Kg(p 1)(1)0) spans 0(o)No as an F-vector space. Hence
there is a unique scalar pu, € F* such that

V5(o) = Mo - Xg(p 1)(1)0) (88)

Proof. This is [BHH™, Prop. 3.2.3.1(i)]. O
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Y ", € o that is sent by Y to v,. The following result is a generalization of [BHHY,
Lemma 3.2.3.5].

Lemma 3.4.4. Assume m > 0. Let k,i € Zéo such that |ji|| < f—1 and
Xﬁ(p 1>(Z1‘vg) £ 0.

(i) We have
IE < pllall + llell-

(i) If &l = pliell = (f = 1) + llc|l, then
po - YE(P ) (Y H0,) = Y tvg) € 6(0)

for some £ > 0 with ||£|| < f — 1. More precisely, {; = i;.1p + ¢; — k; for all j.

Proof. Before starting the proof, we first remark that Lemma 3.2.3.3 and Lemma
3.2.3.4 of BHHT| remain true if we replace the assumption [|i|| < m—1by ||i]| < f—1
in the statements. Indeed, for Lemma 3.2.3.3, this new assumption [|i|| < f—1 implies
i; < f—1,and so
2 +1<2f—1<s

for all j (s; is denoted by t; in loc. cit.) by the genericity assumption. Hence,
[BHH™23| Prop. 6.2.2] still applies and the rest of the proof of Lemma 3.2.3.3 works
without change. The proof of Lemma 3.2.3.4 of [BHH™] also works through, because
one checks that besides the citation to Lemma 3.2.3.3 the condition ||i|| < m —1is
only used to deduce ||i]| < f — 1.

Now we prove the lemma, following the proof of [BHH™, Lemma 3.2.3.5]. We first
prove by induction on ||z]| < f — 1 the following fact: if

&l > pllill — (f = 1) +|lc| £ B

and Xk(p 1)(Z_%g) # 0, then Xﬁ(p 1)(X‘£vg) = Xkl(p 1)(1)0) for some k' € 7,
such that &} = k; —i;,1p for all j. This is trivial if i = 0, so we can assume i # 0.
Moreover, as in loc. cit., by induction we are reduced to the case k; < p for all j. We
make this assumption and derive below a contradiction (so this case cannot happen).

Define a set J as in loc. cit., i.e.
J={j € J*(0),ij = 0}. (89)
As in loc. cit. we have

B < (p = 1)(F = 171) + D205 4 205) + 17 (7" (0) + 1)] 2 4

jeJ
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and to get a contradiction it is enough to show A < B, which is equivalent to
mp + |J\ (S (o) + D] < (p=2)|lil| + (p = D[J|+ C + D, (90)
where

CEm—(f-1), D=2 i;+ > &

j¢d jeJmax(o)\J

We have the following two cases.

o If [J™(0)\ J| > 0, then as in loc. cit. m < ||z]| + |J|, hence is implied by
mp + |J\ (S (o) + | < (p = 2)|ill + (p = 2)(m — [lal}) + [J| + C + D,
or equivalently
m+(f—1)+|J\ (J"(o) +1)| < |J]| + D.

This is slightly stronger than (140) of [BHH™|, but one checks that the argument
in loc. cit. still allows to conclude.

o If J™(g) = J, then as in loc. cit. we have |J \ (J™*(o) +1)| < f —m and
|J| = m, and is implied by

mp+(f =m) <(p=2)il +(p-1)m+C+D

or equivalently
2f =1 < (p—2)||i|| + m + D.

As ||i]] > 0 and D > 0, the last inequality holds by our genericity condition (i.e.
p>4f).

This proves the desired fact. The rest of the proof is the same as the proof of [BHH™,
Lemma 3.2.3.5] and we omit the details. (Several times f —m = (f —1) — (m — 1)
has to be added or subtracted from expressions in the last three paragraphs of the
proof in loc. cit. to account for the weaker lower bound in Lemma [3.4.4{(ii).) O

Remark 3.4.5. Taking i = 0 in Lemma|3.4.4, we get the following. If XE(p 1 ) (vy) #
0 for some k € Zéo and if

& = llell = (F = 1),
then pi, -Xﬁ(p 1)(1}0) = Y Y5,y € 6(0) for some ||| < f — 1. More precisely,
l=c—k

We will need the following analogue of Lemma (3.4.4]
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Lemma 3.4.6. Assume m > 0. Leti € ZJ;O such that ||i|| < f —1. Let k € ZJ;O and
assume that there exists 0 < jo < f — 1 such that

(a) kjo < p(ijo-f-l - 1) (hence ij0+1 > 1);

(b) Nl > pllll + llell = cso-
Then YE(? ) (Y "*v,) = 0.

Proof. Assume for a contradiction that XE(” 1>(X_%U) # 0. As in the proof of
[BHH™| Lemma 3.2.3.5], by induction we are reduced to the case k; < p for all j; we
make this assumption from now on. Note [[c[| = ;¢ jmax(y) 8 + 2 g max(o) (P — 1).

Let J be the set defined by (89). Then by (a) we have jo ¢ J. As explained in
the proof of Lemma [3.4.4] [BHH', Lemma 3.2.3.4] still applies, and we get (see the
fourth paragraph of the proof of Lemma 3.2.3.5 of loc. cit.)

Yok < (f=1=1IN—1)+D_(s5+2i5) + [T\ (J™(0) +1)

o jel

= A

On the other hand, letting v &< 1 if ijo+1 > 1 and 7y <0 if ijo+1 = 1 we see that
kj, < (p— 1)y (using (a) when v = 0), which together with condition (b) implies

Soki>plill—-p-r+ X si+ Y -1 -¢, =B
J#do jeJmax(o) jgJmax(o)
To get a contradiction it is enough to show A < B.
A computation shows that A < B is equivalent to

mp+|J\ (J" (o) + D < (p =2l + 0 - D[+ (p-1)(A -7 +C+ D
=@-=2)(dl +J+1=n+J[+1 =7+ C+D,

(91)

where
def def .
C=m-—cj,, DE2> i+ > s

J
2 jeJmax(a)\J

If j € J"*(0)\ J, then ;.1 > 0, so we obtain

S (o) \ | < > ije1+ 1= ( > ij+1) +ijor1 + (1 = 15041)
Jmax(a)\(JU{jo}) Jmax(a)\(JU{jo})
< Izl + (T = o).
As | (o) \ J| =m —|J| and iy41 > v + 1, this means

m < ldl| + I+ (1= djo1a) < 2l + |J] = -
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Thus, to show it is enough to show
mp+ I\ (J5(0) + )| < (p— 2)(m+1) + |J|+1 =7+ C+ D
or equivalently
2m+ [J\ (™™ (o) + )| < |J|+(p—1—7+C)+ D.

If | J™**(g)\ J| > 0, then it is true by [BHH™, Eq. (140)] (and using p—2+m—c;, > 0
asm > 1). If J™*(g) = J, then again as in loc. cit., we have |J\ (J™*(o)+1)| < f—m
and |J| = m, and is implied by

mp+ f—m< (p=2)[if +(p—1(m+1—=7)+(m—cj)+ D,
equivalently,

fF<p=2)l +@-DA=7)+(m—cp) + D
=@-=2)(lill =) +FE-1-c¢y)+(m—7)+D.

This is true by our genericity condition: indeed, as [|i]| > v+ 1, m > 1, ¢;, < p—1,
and D > 0, the above inequality is implied by f <p—-2<p—1—1. O

Now, fix o € W (p) and define o; € W (p) inductively by o9 = o and 0; = §(0;_1)
for « > 1. Let d > 1 be the smallest integer such that o4 = 0y3. For convenience,
if i > 0 we set 0; & oy, where ¢ € {0,...,d — 1} is the unique integer such that
i =1 (mod d). Write

o = (S((]i), . ,5531) ® ;.
(0)

To make the notation consistent, we also write s; = s,

For convenience, we introduce the following notation. For ¢ > 1, define ¢ € Z’;O
by B

o a8 i€ I (o), (92)
w p—1 otherwise
(in particular 0 < ¢ < p —1). Define a shift function ¢ : 7' — 77 by setting
0(i); Lijea, i=(i;) € Z7.
Note that § does not change || - || and that Xp‘s@(p 1) = (p 1)Xi. We inductively
define ap € Z’;O for n > 0 as follows: ag <0 and for n > 1,
ag = pdag_y) + . (93)

For example, af ; = cf ; = 55-1) if j € J"(0) and af ; = ¢f ; = p—11if j & J™(0).
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The following result determines ag in terms of the s; (where d' < df). For
0<j<f—1,recall that h; = r; + 1 and define

plil def hj+phjq+--+ pfflfjhjt1 (94)
(thus Al = h).
Lemma 3.4.7.

(i) Assume that p is irreducible and f > 2. Then

So To ro—1|p—2—1rg | p—1—1g
aU

d’,0 _ _h_ _ _ __h
7 1+1+q 1 1 Trg

while if 1 < 7 < f —1 we have

55 T ri+1 p—2—r; p—3—r;
aa/’- i hpl—3 i hpf—3
| -1 e el e e L e —1

(ii) Assume that p is (split) reducible. Then for any 0 < j < f —1:

S T ri+1 p—2—r; p—3—r;
aa/’_ ; hpf—3 i hpf—3i
el T LA = I s = —1

Proof. (i) Note that we always have 2|d (as d { f but d|(2f)) and so (2f)|d’. Thus

it suffices to prove the formulas for 1(1_2]’; s+; we choose to work with 2f because d|(2f)

by [Brell, Lem. 5.2]. Using Lemma [3.4.1) we can inductively determine c;, ; for

: 2f—1
1 < n < 2f, and then compute ag;; using the formula a3, ; = Zkio pkcgf_k7j+k,

where ¢f, ; is understood to be ¢ ; (04 5y i 7 = [

We do this in the case 7 = 0 and sy = 7, and leave the other cases to the reader.
In this case, we obtain using Lemma that

C‘]j-7f_1 :p_2_71f71, DR C?—l,l :p_Z_Tl, C;’O :p_ 1_7/.07
Gapa=rra+1, ., S =r1+1, 5o =0,
and so
agro = ro+p(riA+1) 4+ pl e 1)

+pf(p—1—ro) +p M (p—2—r)+ - +p¥ (p—2—rp1)

= (h=1)+p/ - 1)

_ h

= (1=p¥)(-1+ ),

proving the result.

(ii) In this case it suffices to prove the formulas for f_’;jf The computation is

similar to (i) and is easier, and we leave it to the reader. O
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For ¢ > 0 let
vi = vgi(e) € 0'(0)0\ {0}

and p; < ,u(;z(c,) € F*, as defined in Lemma m Then by we have

Vi = i1 'Xi(p 1)(%‘71) Vi>1. (95)
Let

A, & (_1)d(f71)< 11 I p-1- Sgi'ﬂ))!)*lym (96)

0<i' <d—1 jeJmax (o)

where v, € F* is defined as before [BHH™, Prop 3.2.4.2], i.e. the eigenvalue of the
operator S¢ defined in [Brelll, §4] acting on o/t. Note that v, depends only on the
orbit of o, and hence the same is true for A,.

Lemma 3.4.8. We have

d—1
[ ri=25"
=0

Proof. This follows from [BHH™, Lemma 3.2.2.5] and the definition of v,. O

Remark 3.4.9. When 7 moreover comes from cohomology, i.e. is as in or ,
it is conjectured in [Brelll §6] and proved in [DL21, Thm. 5.36] that
r— e . @(lJer:lr') _ d
o if p is irreducible, then v, = (—1)2f i=0 " (—det(p)(p))2;
|Jo

Jo|
o if p is reducible, then v, = (— ) P OTJ)\l lf)\ |f, where J, C {0,1,...,f —
1} is the set corresponding to o and J, denotes its complement.

Here, h is the number attached to o in [Brelll Lemma 6.2] (it is not the integer h of
§3.1). By the proof of [Brelll Lemma 6.2], we deduce

- { (=101 (~det(p)(p)? if p irveducible,

97
(—1)*=1 /\ljalf/\lja if p reducible. (97)

The following result follows by induction from (95), as well as Lemma [3.4.8|
n—1 - n
Lemma 3.4.10. For alln > 0, we have ( I1 ,u,-) -Za—"<p 1) (vo) = vy. In particular,
i=0
o nd
for all m > 0, X“ﬂ(” 1) (Vy) = N,

Proposition 3.4.11. Let k € ZJ;O and n
Zﬁ<p 1)n(U0) # 0, then k = a; — L for some (

IFAEN = gl = (f = 1) and

>0
> 0 satisfying ||| < f—1 and

(Huz) YE(P ) () = Yo, € o
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Proof. If n = 0, we necessarily have k = ag = ¢ = 0 and there is nothing to prove.
Assume n > 1 and that the statement holds for n — 1.

Let k € ZL, with [|k|| > ||ag|| — (f — 1). Write k = pd(k') + k", with &' > 0 and
0 < K’ < p—1. Recalling that [[6(:)|| = || - ||, the assumption implies the following
inequalities

PN+ (p = Df 2 Bl > lla7ll = f = pllag ] = f,

from which we deduce ||£'|| > [|a_,|| — f, equivalently

& = llag ol = (f = 1)

We clearly have
YE(? ) o) = V¥ (7 ) (0 (7)™ (o), (98)

’ n—1
so in particular Y® (p 1) (vo) # 0. As ||K'|| > ||a5_,|| — (f — 1), by the inductive
hypothesis there exists ¢/ > 0 with ||¢'|| < f — 1 such that

n—1

(o) =Y v,y €0py. (99)

K =ay ,—( and (ﬁu@-)-y‘“’(”l)
1=0

We first assume m > 0 and claim that ¢ = 0. Indeed, the relation |k| >
lag|| — (f — 1) together with gives

IE" = pllEll = (f = 1) + [l

Lemma (3.4.4(ii) applied with o = 0,,_; (and genericity) shows that k7 > ¢’ ,p for all
J. However, by definition 0 < k7 < p — 1, so we must have ¢/, , = 0 for all j. This
proves the claim.

By the claim and by equations f we have k' = aZ_, and

(rll_!) Mz’) 'Kkl(p 1)%1(7)0) = Up_1, SO KE/(p 1)(Un_1) £ 0.

By the previous paragraph we have moreover that ||k"|| > ||| — (f — 1). Remark

3.4.5 applied with ¢ = o,,_1 gives p,,_1 -XE/(” 1)(vn_1) =Y *u, € g, for some £ >0
satisfying ||£]] < f—1and £ = - K’ As k' = a%_, we deduce { = aj — k and the
result follows.

Now we assume m = 0, equivalently o = d(0). It is easy to see that this case
only happens when p is (split) reducible and either J, = () or J, = {0,...,f — 1}.
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In this case we have aj = p" —1 for any n > 0, and Lemma @ implies that

Zﬂ(p l)n(vo) # 0. Using and the fact Y;uy = 0 for all j, an induction shows
that if k; > p" for some 0 < j < f — 1, then

X&(p ) )”(vo) — ykp"K (p 1)”(Z5*"(E’)UO) =0,

where k' € Z’;O is defined as: k} = 1 and kj, = 0 for j* # j. We deduce that

X&(p 1>n(v0) # 0 if and only if k& < a7, which implies the first assertion. The
second assertion can be proved as above, noting that Remark remains true
when m = 0. 0

Corollary 3.4.12. Let k € Zéo and n > 0.

() 17 1k} > llag]l. then YE(” ;)" (vo) = 0.
(i) If [l = llagl| and i YE(? )" (v0) # 0, then k = a,

Proof. Tt is a direct consequence of Proposition [3.4.11] O

3.5 The degree function on an admissible smooth represen-
tation of GLy(K)

We define and study a “degree function” on representations 7 as at the end of

Let p and 7 be as in loc. cit. We define gr(m) <= @50 7[m}]/7[m} . For v € m,

we define
deg(v) = min{n > —1: v € r[m}]} € Z>_;.

We let gr(v) be the image of v in W[m(ljfg(”)ﬂ]/ﬂ[m(}fg(v)] if v # 0 and gr(v) = 0 if

v=0.
Fix 0 € W(p) and let v, € o™ \ {0}. Define af € ZJ;O as in

Proposition 3.5.1. For alln > 0 we have
deg (1) () = llag]l

Proof. Put u, = (p 1 )n(vg) for simplicity. First, by the proof of [BHH'23| Cor. 5.3.5],
we know that as a gr(F[/;/Z])-module gr(7) is annihilated by the ideal J defined
def

by J = (y;2, 2j95;0 < j < f — 1), so that gr(r) becomes a graded module over R =
gr(F[1,/Z1])/J which is commutative, isomorphic to F[y;, z;]/(y;2;:0 < j < f — 1),
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with y;, z; of degree —1. On the other hand, as v, € o™0 = ¢, it is direct to check
that u, is fixed by (p(})K (1)) for all n > 0, hence

Z )\_pj(p[l,\] ?)un = ( Z )\_pj)un = 0.

AEF, AeF,

Namely, u, is annihilated by >,cp, AP ( p[1>\] ?) € F[11/Z1] (a lifting of z;), hence
z; gr(uy,) = 0 and consequently we observe that any element in (R - gr(u,)) is annihi-
lated by z;.

Next we note the following fact: if v € 7 with deg(v) > 0 and if gr(v) is annihilated
by all z;, then there exists some ¢ € {0,..., f — 1} such that y; gr(v) # 0. (If not,
then R_, the degree —1 part of R, annihilates gr(v). Suppose v € w[m};™] \ w[m7 ]
for some n > 1. Since R_; = my,/m?, we deduce myv C w[m} '], ie. v € w[m} ],
contradiction.) As a consequence, Y;v # 0 and

deg(Yiv) = deg(v) — 1

moreover we have gr(Y;v) = y; gr(v) € (R -gr(v)). Applying this fact to u, (and to
Y;u,, etc.) and using the observation of the last paragraph, we find that there exists
ay € Z’;O such that Y% v, is of degree 0, i.e. Y% v, € 7t \ {0} and

/0’||

deg(un) = [|ay

On the one hand, we have ||a,7|| < [|ag|| by Corollary [3.4.12(i) (as Y%, #0). On

the other hand, we have deg((p 1)n(va)) > |lag|| by Lemma [3.4.10, so the result
follows. 0

If V' is any admissible smooth representation of GLy(K) over F, we define deg(v)
for v € V' as above. On the other hand, by restricting V' to Ny, we can also define

deg'(v) = min{n > —1:v € V[m}']}.
This is well-defined as V' is smooth. It is clear that deg(v) > deg’(v).

We note the following consequence of the proof of Proposition m (it will not
be used in this paper).

Corollary 3.5.2. Let V' be in the category C of and assume that gr(V') is an-
nihilated by the ideal J defined in the proof of Proposition (3.5.1. If v € V is an
element fized by <p(%K (1)), then there exists k € Z’;O with |k| = deg(v) such that

0 # Y™ € VI, Moreover, we have deg(v) = deg/(v).
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3.6 A crucial finiteness result

We prove an important finiteness result (Proposition [3.6.1)) which will be crucially
used in to construct elements of Homy4(D4(7), A).

Fix 0 € W(p) and define o; € W(p), v; € 0; and d € Z>; as in (before
Lemma [3.4.8]). We have elements ¢7,a? € Z’;O defined for n > 1 (resp. n > 0) in (92)

nr-n

(resp. (93])). By induction we have

n—1

a, = Pidi(CfL—i)

s
Il
o

and as ¢ is periodic with period d, we deduce

agy = p"af, e + 4y, (100)

where we recall that d' = df (so 67 is the identity).

We consider the following elements for i € Z/:
ef \nyral  —i nd
Toi EAY () (),

where ), is defined in and n > 0 is chosen large enough so that a7, —i > 0. By
Lemma the definition is independent of the choice of n.

The following finiteness result is the main result of this section.

Proposition 3.6.1. For any M € Z the set {i € Z/ : x,; # 0, ||i|]| = M} is finite.

For Lemmas [3.6.2 and [3.6.3| below, we assume m = |J™**(g)| > 0.

Lemma 3.6.2. Let k € Zéo and n > 1. Assume that for some 0 < jo < f —1,

g
n,J07

(a) kjo < ag,jo —p—C

(b) [I&l[ > flag[l =<7

n,j0°
Then Zﬁ(p 1>n(v0) = 0.

Proof. Write k = pd(k') + k" with k', k" > 0 and £” < p — 1. Condition (b) implies

pE N+ (p = 1) f = lE] > pllag [ + > e ;

J#Jo

and consequently
plIE|| +pf > pllag_ ||
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Thus, we have ||E'|| > ||ag_,|| — f-

Assume Z%p 1 )n(vo) = 0 for a contradiction. Then by the proof of Proposition

/ n—1
3.4.11| we also have Y¥ (p 1) (vo) # 0. Moreover, by Proposition [3.4.11] there
exists 7 > 0 with ||Z]] < f — 1 such that ¥’ = aJ_, — i and

(nHZ'“") 'Xkl(p 1)n_1(1}0) =Y W, €0y
=0

Thus, condition (a) translates to

p . I o o
p(a’n—l,jo-i-l - ZJ'O'H) + kjo < U jo — P~ Cnjo

from which we deduce £} < p(ij,41 — 1) using (93), and we get a contradiction
by Lemma [3.4.6{ applied to k”. Indeed, ZE”(p 1)([%”_1) # 0 and the equality

/I _ o
E_anfl

— 1 together with condition (b) imply
I1E"N| > pllall + lle7 ]l = <7,
which verifies the corresponding condition (b) of Lemma (with o = 0,1). O
Recall that d’ = df, that 67 is the identity, and that ¢, 1s periodic with period d.

Lemma 3.6.3. Let k € Zéo andn' >n > 0. Assume that for some 0 < jo < f —1,

(a) kj, < Ao = A jo — pnd (p+ cgyjo) and

(b) Ikl > lagall = lagll = iy, + F( = 1).
n'd
Then Z&(p 1) (vg) = 0.

Proof. Applying Lemma with n = (n/ — n)d’, we see that if k' € Zéo such that

Ky < aly_myar jo —P—Cqj, (vecall that ¢ ; is periodic) and if |E']| > [|af, )z [l — 7,
’ I __ dl
then Y* (p 1>(n " (vo) = 0.

Write k = p" &' + k" with &', k" > 0 and k" < p"* — 1. Note that a4 — agy =
p”d/afn,_n)d, by (100). Firstly, by condition (a) we have

nd’ nd o nd’ o
P kG, < Kjo <P al_pyar gy — P (0 F €3 ,)
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and so ki, < af,_ i —p— ¢, Secondly, as f(p"* —1) —[|£"]| > 0, condition (b)
implies that

nd o

pnd ||E,” > pnd ||azfn’—n)d’” — P Cajy

so that
1] > [lay—pyall = € jo-

’ n'—n)d’
We then conclude that Y* (p 1 )( ) (vo) = 0 as explained above, hence
n'd’ 1 nd _ 1 (n'—n)d’
Xk(pl) (UO):ZE (pl) y* (p1> (vo) = 0. L
Proof of Proposition|3.6.1. If m = 0, then the end of the proof of Proposition |3.4.11

implies z,; = 0 if 7; < 0 for some 0 < j < f —1, from which the result easily follows.

Assume m > 0 from now on, so that Lemma [3.6.3] applies. Fix any M € Z. We
will show that the set {i € Z/ : x,; # 0,]|i]| = M} is finite. Choose n large enough
such that forall 0 <7 < f —1:

laga || +p"“cq; — F"" —1) > M; (101)

this is always possible because the left-hand side tends to infinity when n — oo (recall
that 7 ; > f, by genericity).

Now pick any i € Z/ such that ||i]| = M. Choose n’ > n large enough such that

a%, ,—1i n'd’
al,y > i, hence x,,; € F*Y »d ’(p 1) (vo). By (101)) and as ||i]| = M, we get for
all 0<j<f—1:

lagyg | = ll2ll > llaga |l = (lagg | +p" ez, = f("" = 1)).

There are two cases:

o Ifujo > agy +p (p+cg,,) for some jo, then z,; = 0 by Lemmam (applied

def .
to E = aZ/d/ —Z)

o Otherwise, we must have i; < ag, ; + p (p+ cij) for all j, and such a set

(together with the restriction ||z]| = M) is automatically finite. Note that the
quantities ag, ; + p"* (p + 5 ;) depend only on our fixed M, as n does. O

3.7 An explicit basis of Homy(D(7), A)

We exhibit an A-basis of Hom(D4(7), A) and explicitly describe its image in the
vector space Homg™™ (D 4(7), F) via the embedding (34).
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Recall m and p are as in Theorem [3.1.3] with p as at the end of §3.1] in particular
7/t is multiplicity-free for the action of I. For any o € W(p) and our fixed choice of
v, € o0\ {0} we define:

o _ nd
Top EAY IR (P Y, (102)
for £ > 0 and any n >, 0. This is well-defined by Lemma [3.4.10
Recall from Proposition that

nd llag ,lI+1
(” 1) Ve € Tm ], S0 oy € w[mlflfﬂ],

hence by Proposition the sequence (%, k)k>0 defines an element xz, of
Hom™ (D (7),F) of degree 0.

Theorem 3.7.1. The elements {z, : 0 € W(p)} are contained in the image of the
mjection

ps : Homy (D g(r), A) < Homg™™ (D (7),F)
and form an A-basis of Homa(Da(m), A).

We first need a lemma. Note that 7!t is multiplicity-free for the action of I, so
there exist unique I-eigenvectors v’ € (71)V = gro(7") such that (v,,v%) = 8, (for

o, 0" € W(p)). We already know that D4(m) is free by Remark [2.6.2] The following
result only applies to our current 7 but is more precise.

Lemma 3.7.2. Suppose that w is as above. Then gr(Da(m)) is a free gr(A)-module
with basis (v})sew(s)- In particular, Da(m) is a filtered free A-module of rank 2.

Proof. Recall from [BHH™| §3.1] that gr(D(m)) is obtained from gr(z7") by localizing
at [1;y;. By localizing the surjection in [BHH™, Thm. 3.3.2.1] at [, y; and using
[BHH™, Lemma 3.3.1.3(i)] we obtain a surjection @,cy (5 gr(A) — gr(Da(m)) of
gr(A)-modules, sending the standard basis element indexed by o on the left to v}.
But rkgy(4)(gr(Da(m))) = rka(Da(r)) = 27 by [BHH, Lemma 3.1.4.1] and [BHH"]
Cor. 3.3.2.4], hence the surjection @, ) gr(A) — gr(Da(m)) is an isomorphism.
By [Lv096, Thm. 1.4.2.4(5)] we can lift it to an isomorphism @,cy 5 A — Da(m)
of filtered A-modules. O

Proof of Theorem[3.7.1. Fix any o € W (p) and consider the continuous F-linear map
ho(= x4) : Da(m) — T of degree 0 corresponding to the sequence (4x)r>0. We endow
D 4(m) with its natural good filtration (coming from the my,-adic filtration on 7, cf.
[BHH™, §3.1.2]). Let again S denote the multiplicative subset of F[Ny] generated by
Yo+ Yy_q1. To descend h, to Homu(D4(7), A) we now check the second criterion in
Lemma [3.3.6 Thus fix any x € D4(7) and M € Z. By continuity there exists e € Z
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such that he(F.Da(m)) = 0. As (7¥)s is dense in Da(7) we can find £ € Z/ and
z* € 7" such that z — Yr* € F.,yDa(n). Then h,((x — Y*)Y%) = 0 for all i € Z/
such that ||i]| = M, so we may assume that = = Yo* € (7V)s.

As in we define z,; oot /\’;Z@i(p 1)nd(vg) for i € Z/, where n >>; 0. (In
particular, Ty (x,..x) = Tk for k> 0 and Zl'xg,z- = To—j for any j > 0.) Explicitly,
he oY % = (x4, —) onn’
for all k£ > 0, from which it follows from the properties of (z,;); that
heoY i = (2,5 —) onx’ (103)

for all i € Z/. This implies that
he(Yir) = ho(YHHa") = a* (25, —(i40))

which can be nonzero for only finitely many i by Proposition Thus h, indeed
descends to an element H, of Homa(D4(7), A).

For the final claim, first note that
gr (HOII]A(DA(TF), A)) = Homg, () (gr (Da(m )

by [LvO96, Lemma 1.6.9] and Lemma[3.7.2] By [LvO96| Cor. 1.4.2.5(2)] it then suffices
to show that the gr(H,) (o € W(p)) form a basis of Homg,4)(gr(Da(7)),gr(A4)). By
Lemma [3.7.2] the gr(A)-module gr(D4(m)) has basis v} (o € W(p)), so it will be
enough to establish (gr(H,), v}) = 05,y 2 for all o, o’ € W(p).

By the explicit formula from the proof of Lemma [3.3.6| we know that
Hy(x) = ([T +T3)) Y ho(Z'2)Z71 ¥ 2 € Da(r).
J i
Consider the equality o H, = h,. Note that H, is a filtered map of degree f, since
hs is of degree 0, Z* € F_;) A, and [[;(1 + 1)) € FyA. Similarly, p is a filtered map

of degree — f. Therefore
gr(u) o gr(Ho) = gr(he). (104)

Recall that gr(A) = Fly!, ... ,yﬁll]. Let g; : gr(A) — F be the map sending
Yjezs Ayl to A it is F-linear and of degree ||il|. By definition, gr(u) : gr; A — F
sends gr(IT;(1 4 T5) X jijs—s MiZ") to A_y. As gr(Y;) = gr(Z;), it follows that

gr(p) =1
On the other hand, relation (103]) implies that
gr(hy) oyt = (gr(z,;),—) on gr(n") (105)
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for all i € Z/. (They are graded maps of degree ||i||; we filter 7 as in §3.5])
Using equations (104)—(105])) we compute that

“togr(H,) =gr(p) ogr(Hy) oy

oyt = (gr(z,y;), —) on gr(r”).

gi-1ogr(H,) =

-
o
—

As &,y o gr(H,) is a map of degree ||z]|, if (,-1 0 gr(H,))(vk) # 0, then ||i|]] = 0. By
the definition of z,; and by Corollary [3.4.12) we know that x,; = 0 if [|i|| = 0 and
i # 0. Therefore,

gr(Hoy) = (gr(zag), )y = (gr(vs), —)y+ on gr(r"),
as desired. [

3.8 The (¢, Ox)-action on Homy(D4(m), A)

We determine the ¢- and Og-actions on the elements z, € Homu(Da(7), A) (0 €

W (p)), as defined in §3.7

We first determine the p-action on z,. Let v, € o™ \ {0} be as in which

defines x, = (T, x)k>0 via (102)). By Lemma there exists a constant u, € F*
such that

Uso) = o - YE(7 1 ) (v5), (106)
where of is defined in .

Proposition 3.8.1. For any o € W(p) we have
o(wo) = (=1)7 g 'Y Loy,

Proof. Equivalently, we need to check that

Totoyk = (=1 Y o (4) )i (107)
for any k£ > 0.
We h
¢ Have o _ o S(a?.,) = 4(0) ndénd o

pg1 = € +po(ang) = apg” +p 76" (c7) (108)

by (93)). By definition (102)) and using (106), we have

n aé(a)—k‘ nd
Too)h = gy e *(p 1) (vs(0))




where we applied (108). On the other hand, by Lemma [3.3.5(ii) and the action
of ¢ on x, can be computed on sequences as follows: for any k£ > 0,

(plzo))i = (=) YEE( ) (2g),

where /¢ is chosen arbitrarily so that p¢ > k. Thus we have (for ¢ large enough)

YA (p(x4)) = (‘”fAZiKpl_E(pl)(%’g) A1

AR S TR s (R RS
nd+1

= (—1f B () ),

where we used again (102) and (108)). As Ay = As) by the discussion after (96]),
relation ((107)) is verified. O

We now determine the O}-action on z,. By Lemma [3.3.5(iii) we can compute
this action on the image of x, in Hom{™" (D4 (7),F) (i.e. before descending).

For a € O and 0 <i < f — 1 we put

7

ot @Y

fa,z' a(Y,)

c1+ Fl_pA,

where we follow the convention in §3.2) of just writing an index i instead of an index
o; (in particular f,0 = foo, in (21))). Note that ¢(f,;) = fr; ;. We also let x, :
Fx — F* denote the eigencharacter of diag(—, 1) on o".

Proposition 3.8.2. For any o € W(p) and a € O we have

(s
a’(xo') = NIFq/]Fp (a') XU(a’) H fa,i , Lo
i=0
in Hom{™ (D 4(7),F), where d' = df .

Proof. First note that we may apply any element of F[Noy] + F_s—1A to (102) (with
F_;_1A killing both sides) by applying our convention in Remark to both

' o 41
kf+1 P nd ”and’”
Top € Tmy ] and ( 1) v, € T[my; ]-

a’, . /(1— d
To simplify the notation we set M = ]_[zf:_o1 fal S Let us now consider
Nr,/F,(@)Xo(@) " Ma(z,). Combining both parts of Lemma and the previous

paragraph, we obtain that its k-th component is given by the following formulas
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(where £ > 0 and n >, 0):

Recalling that a(Y;) = @'Y, ifui and aZy ad,;i the formula simplifies to

f—1

‘M”<H“” ) () (1)

=0
nd’ - a® —k nd’
_ I | _p* a n 1 —E(p

Now M?"" only matters modulo F_,; 1A, But as f,; € 1+ F_,_1)A we have

nd’

MP
summary, the k-th component of Ng,_/r, (@)x. (@) ' Ma(z,) is given by

el+ Ffpnd/(pfl)A, so for n sufficiently large we can omit this factor. In

-1
_p'a? nv 2~k (p nd’ f _pia®
(et (oo, (1] 7)o
=0

Finally notice that Zpiagd,yi = (1 +p? + - 4 pln=bd) Zpiag,,i = nzpiag,ﬂ-
(mod ¢ — 1), as f | d'. Since n (sufficiently large) was arbitrary above, we deduce
that > p'ay ; =0 (mod ¢ — 1), and the result follows. O

Let {z% : 0 € W(p)} denote the A-basis of D () that is dual to {z, : 0 € W(p)}.

By we deduce the - and O)-actions on the elements z% from Propositions
and 3.8.2

Corollary 3.8.3. Fiz o0 € W(p). We have

and for a € O,
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3.9 The main theorem on D 4()

We prove D4(m) = DY (5" (1)) which finishes the proof of Theorem [3.1.3]
Recall that p is as at the end of §3.1]

Theorem 3.9.1. There is an isomorphism of étale (¢, O))-modules
Da(m) = D3(p"(1)).

Proof. We write D, (p) = Aeg ® Aey with (eg, e;) as in Lemma[2.2.2] (for d = 2 and
noting e; instead of 1 ® e;) when p is absolutely irreducible and where

wqle0) = Ao (go(yi(%)) heo

pqler) = Aier

) - <90(f;jo)>weo
aley) = e;.

(109)

when 7 is (split) reducible. Let I = {0,1}/ and denote by i = (i;); an element of
I. By and since /17 (e;,) € Da,.,(p) (see (59)) we have DY (p) = @jcr AE;,

where
f-1

B = Q@ e (e).
=0
We will define an explicit A-linear isomorphism from D% (p"(1)) to D4(7) and check
that it is a morphism of (¢, O )-modules. Twisting p and 7 by the same unramified
character and using Lemma|2.9.6] and Lemma|3.1.1] we can assume det(p)(p) = 1,

f- T
i.e. det(p) = waZ 0 P e

DS(3"(1)) 2 D3(p @ det(p)~'w) = D§ (7 @ wy =077,

and using Lemma [2.9.6| and Lemma |3.1.1| again, it is equivalent to define an isomor-
phism 9 of (¢, Of)-modules

D3(p) — Da(r @w; =0 "") = Da(r) @4 Da(wi=0 "), (110)

We know by Theorem [3.7.1] that {z, : 0 € W(p)} form an A-basis of
Homa(Dy(7m), A). Let {$ : 0 € W(p)} denote the A-basis of D4(7) that is dual to
{z, : 0 € W(p)}, as in §3.8l For convenience, below we write z7% instead of z} ® 1
in (110)), where J = J,.
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Write 0 = (s0,...,87-1) ® n and 6(0) = (sg,---,87_1) @ 1. Below when we
write, for example, s; = r; + 1, we actually mean that \;(x;) = z; + 1, where A €
ID(xo,...,xp—1) or RD(xy,...,xs_1) is the element corresponding to o; see Remark
0.4. 2]

(i) Assume first p is absolutely irreducible. For J C {0,1,..., f — 1}, with corre-
sponding Serre weight o € W(p), define

. by—1
9 EiJ — O./JX—J *17?}7

where a; € F* are suitable constants, iy 1, (ie.iy;;, =1if j € Jand i;; = 0 if
j¢J), and

def

e by, = 0if either i = 0 and sy € {rg,79 — 1}, or i > 0 and s; € {r;,p —3 —r;};
o byo= —hl F1ifsg=p—1—ry;

o by =R+ 1ifi>0and s; =7 + 1;

o by = —hllifs;=p—2—r;

where hl! was defined in (94). Below we check that for well-chosen a7, ¥ commutes
with ¢, i.e. ﬁ(gp(ELJ)) = @(a Y22 1z%). Writing J' = Js(,), Corollary [3.8.3| implies

play) = (=)~ g Yeras, (111)

where ji; = ji,,, and ¢y is defined as in with respect to the pair (o, d(c)). Also,
using Lemma [2.2.2] it is easy to check that

E;, itig=0,
p(Eiy) = { ()" By, i = 1.
Thus, we are reduced to checking:
e if 770 =0 then ;
s = (—1) o,
e 1 e b a2

e ifiso =1 then

OéJ'[,LJ = (-1)fO[J/, (113>
po(by) +1—p+ecy =by+ (h,0,...,—ph).
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First assume 0 ¢ J, i.e. sg € {rg, o — 1}; note that this implies s; € {r;,p—2—r;}
by the property of W (p). We need to check

pbyi+1—p+cypi1=0byi

for any 0 < i < f — 1. It is a direct check using Lemma [3.4.1l We do it for ¢ = 0,1
and leave the other cases as an exercise. Recall that ¢y ;= s, if i —1 € J™(0,)
and ¢y ;1 = p — 1 otherwise.

o Ifi=0and sy =19, then b;y = 0 by definition and ¢y y_1 = 3}_1 =p—2—"7f
by Lemma so we obtain

PO+ (1=p)+(p—2—rp 1) = A,
which is equal to by y_1.

e If i =0 and sy = 79 — 1, then by = 0 by definition and cy 1 = p — 1 by
Lemma [3.4.1} so we obtain

p-0+(1-p)+(-1)=0,
which is equal to by ;1 (as sf ; =p—3—r;1).

e If i =1 and s; = 7, then b;; = 0 by definition and ¢y o = p — 1 by Lemma
3.4.1,, so we obtain
p-0+(1—=p+({-1)=0,

which is equal to by (as sy =19 — 1).

e Ifi=1and sy =p—2—r, then b;; = —pll by definition and cy g = s; =
p—1—1rp, so we obtain

p(=h") 4+ (1=p)+ (p =1 —rg) = =A% + 1,

which is equal to by .

Assume 0 € J, ie. s € {p —2 —ro,p — 1 — 1ro}; note that this implies s; €
{ri+1,p—3—r1}. We check (113]) for i = 0 and leave the other cases as an exercise.

e If s =p—2—rp, then b;y = —hl% by definition and cy,f—1 = p— 1 by Lemma
B.4.1] so we obtain

p(=h) + (1 —p)+ (p— 1) = —ph,

which equals to by 1 — ph (as by s = 0, since s}, =7_1).
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o If sy =p—1—7p, thenb;g = —hl%+1 by definition and Cyf-1 = 3}71 =71 q+1,
so we obtain

p(—=hY 1)+ (1 —p)+ (rp +1) = (rj_1 + 1) + 1 —ph,
which is equal to by ;1 — ph (as by = B~ 4+ 1).

Now we show that the constants a; can be compatibly chosen so that ¢ is -
equivariant. Using (112]) and (113) it suffices to check, for any J whose orbit has

length d, that
d—1

-1 ,
(=D TT pss ) = [T (=19
j=0 =0

As the left-hand side is equal to (—1)’% = (—1)3 by Lemma and (and
det(p)(p) = 1), it suffices to show that

Hogjgd—lﬂeéNﬂ}zg. (114)

By the proof of [Brelll, Lemma 5.2], letting J' = JU{f + 4,7 € J} (where J is
the complement of .J), then d is also the smallest positive integer such that J' =
J' — d as subsets of Z/2fZ, and in particular d divides 2f. Since |J'| = f and
J'N{0,1,...,f—1} = J, it is easy to see that

o<i<ef-1,0ed()) =
from which we deduce ([114)).
We now check that 9 is O{-equivariant. By Lemma we know that

tJ

f-1 .
a(E;,) =11 (pfflfi(fhgw)qu,i/(lfqz))E
1y a,
i=0
and by Corollary we have

-1, y
) = =15 iy a /i/(l—p ) y
a(xy) = Nr,/r, (@) X0 (@) 152 =0 P < I [ fa,i’ )3{],

=0

f=1 i,
where d’ = df and recall the twist D A(w%:i:“ "™ in (T10). Thus it suffices to show
that

¥

by—1 _ 1S iy =t af, i/(l—pd/)
a(Y?2 )N, /v, (@)xo (@) @iz P [T ful
i=0

F-1 o o

_ H fpf*th”’l/(l—qQ)f—pfﬂhq’“/(l—qQ)Ybrl

- a,i+1 a,i E S
=0

which is implied by the following claims (where we use that 2f | d'):
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<a) XU( ) - azl =0 ple’iJer;J pin,

hp! ™ [q1j(z‘—1)

| 5 —¢V9 1 <i< f-1,
o l—by =174

—q

To verify the first claim, note from [Brelll §2] that
%(Zf;olpi(wsm(q D1,(f- 1))

It then suffices to show that
-1

(Zp i — 1) (q—l)lj(f—l))EZpibM (mod g — 1).
i=0
First assume f — 1 ¢ J (so that 1;(f — 1) = 0), equivalently sy € {ro,p — 2 — ro}.
Then (so, ..., ss_1) consists of subsequences of the form p—2—r;,p—3—7rj41,...,p—
3—rj_1,rp+1forsome0<j<j <f—1(andr fori¢{j,...,5}). Since b;; =0
if s; = r;, we are reduced to prove that for 0 < j < j/ < f —1,

1
5((]3 2 — 2r]+2pp 3 —2r;) —I—p]) Zpbh (mod ¢ —1). (115)

j<i<y’ j<i<y’

It is direct to check that the left-hand side of (115]) is equal to
Plo—1-r)+ > pPlo-2-r)=pp-h)+ > plo—1-h)
j<i<j’ j<i<j’

On the other hand, by the definition of b,; the right-hand side of (L15]) is equal to

PRI 4 (W 41) = =gl —
= p(p—hy)+ Dj<i<y! p(p—1-hi),

hence (115]) is verified in this case (we actually have an equality). Now assume
f—1€J (sothat 1,(f — 1) = 1), equivalently sq € {ro — 1,p — 1 — ro}.

o If 5o = rg— 1, then (sp,...,sf_1) contains a subsequence of the form p — 2 —
rj,p—3—"j41,...,70— 1 for some 0 < j < f —1 (note that the case j = f —1
is allowable), and one computes

%(Pj(p —2-=2r;)+ 2j<i§f‘fl Pp—3—=2r)+(=1)+q- 1)
ﬁ(P - ‘1 —71j) + Xjcicga P (p—2—1) + (1)
= p/(=hV))  (mod q—1).
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o If sp = p— 1 — 19, then (sp,...,sr_1) contains a subsequence of the form
p—2—r;,p—3—"rjt1, -, p—1—ro,p—3—r1,...,p—3 —7ry_1,7y + 1 for
some 0 < 5/ < j < f—1, and one checks the following congruence relation mod
qg—1:

S22 Y P32 o124 D) = Y pbi

J<i<j"i#0 J<i<y’
where 37, ;. means 3 ;< ¢ 1 + 2 o<i<; and similarly for 37,
Together with (115)), claim (a) is verified in this case.
We check claim (b). Using Lemma and the definition of by one checks that

So o |To—1|p—2—1ryg|p—1—mg
aCf
d’,0 _ _h_ _hq
1_pw +‘1 blo 1+q 0 h 1+q

while if 1 <7 < f — 1 we have

S; i |+l | p=2—r|p—-3—-m
a/O' — —
d’ i hpf ° hpf °
7 T 1 -0y | 0] — l+q l1+q 0

Then (b) can easily be checked case by case.

(ii) Assume p is (split) reducible. For J C {0,1,..., f — 1}, with corresponding
Serre weight o € W(p), define
U EiJ — OéL]Yb—JiliL'?},

where oy € F* are suitable constants, i, 1 (ie.ij;=1if j¢ Jandi;; =0if
j€J), and

L4 bJ’Z’ :0 lfSZ =Ty

« byy=—hllifs;=p—2—r;

e by =hl +1ifs;=r;+1andi >0 (resp. byo = 1if i = 0);

e by, =0ifs; =p—3—r;and i > 0 (vesp. by = —hl if i = 0).
Write J' = Js(o). Then (111)) remains true, and it is easy to check that

{ (72 VB, i =0,

oF_1

ME;,

if ij0=1.

Thus, to check that ¥ is p-equivariant it is equivalent to check
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e if7;0 =0 then

ay-pg = <_1)f_1)\004J/, (116)
po(by) +1—p+cy = by + (h,0,...,—ph);
o if 7:]70 =1 then
ay- g = (_1)f_1)\16YJ/,
{mwﬁ+1—wﬂw:b% (117)

We leave it as an exercise to check the second equation of ((116)), resp. (117)), using
Lemma |3.4.1] Thus, to show that the constants a; can be compatibly chosen so that
9 is p-equivariant, it suffices to check, for any J whose orbit has length d,

d—1 d
J J
_1)d(f—l) | I ,U(;j _ )\lo |f)\0‘ ‘ :

where we have used det(p)(p) = 1 and the fact that
. d .
Ho<jsd-10ed(} =115 Ho<j<d-10¢6()} =7

We conclude by Lemma and (97).
We now check that 9 is O %-equivariant. Using (109)) we know that

_ [ ooy g,

1:1,7,;=0

and by Corollary [3.8.3| we have

Wﬁ:%mw%maZ“WOUﬁ“pﬁﬁ

Thus it suffices to show that

-1

f o d’
) N ag, /(1-p")
V) Ne @ ofa) a0 (T

i=0
=11 (fhpill Y- q)f hp! =t/ (1— q))YbJ 1

0<i<f—1
17,:=0
which is implied by the following claims (where we use that f | d'):
<a) Xola (7) = az’ 0 plb‘]’iJrZ{:_ol pim,
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hp! =
tl—by =4 L4

CEL D) - a1 )] it

1,G—1)—1,()] if1<i<f—1,

a’g’,i

1—p?

Both claims are checked as in the irreducible case (we omit the details).
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