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These lecture notes are about the so-called dimer model. This is a two-
dimensional statistical mechanics model that, as discovered by Kasteleyn
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and Temperley-Fisher in the ’60s [14, 15, 16, 10, 29], is “exactly solvable” in
the sense that in finite volume, its partion functions and correlations can be
written as determinants or Pfaffians. Recently, interest in the dimer model
has been revived by the discovery of its properties of conformal invariance
and its link to the massless Gaussian field (or Gaussian Free Field) on one
side, and because of its tight relation with other two-dimensional statistical
mechanics model like the Ising model and the 6-vertex model.

See also e.g. [16, 20, 3, 7] for other reviews on dimer models.

1. Perfect matchings on bipartite planar graphs

Let G = (V,E) be a planar, simple bipartite graph with edge set E
and vertex set V . “Bipartite” means that we can decompose the set of
vertices V as V = VW ∪ VB (W/B for white/black) with VW ∩ VB = ∅ and
such that each edge e ∈ E has one endpoint in VB and the other in VW .
“Simple” means that “self-loops” (edges having two coinciding endpoints)
and multiple edges between two vertices are not allowed1. “Self-loops” are
forbidden also by bipartiteness. The graph can be either finite or infinite.
The dual graph is denoted as usual G∗.

A perfect matching of G (also referred to as or close-packed dimer config-
uration or, for our purposes, simply dimer configuration) is a subset M ⊂ E
of edges such that every v ∈ V is contained in one and only one edge e ∈M .
Of course, the number of edges in M is exactly |V |/2. Edges in M are called
dimers.

Assumption 1.1. We always assume, to avoid trivialities, that:

(i) the set ΩG of perfect matchings of G is not empty. In particular,
|VW | = |VB| = |V |/2.

(ii) G is connected;
(iii) for every edge e, there is at least a perfect matching that contains e

and one that does not contain it.

Note that assumptions (ii) and (iii) are not really restrictive. First of all,
if the graph is disconnected, then the partition function of the dimer model
(defined in Section 2.1) factorizes as the product of partition functions on
each connected component of G. Secondly, if an edge is contained in all
matchings, we can as well remove its two endpoints, together with all edges
incident to it. Then, the perfect matchings of the new graph thus obtained
are in obvious bijection with those of G. In particular, note that (ii) implies
that we are assuming that there are no vertices of degree 1, otherwise the
unique incident edge would be always occupied by a dimer. Finally, if e is
contained in no perfect matching then we may as well remove it from the
edge set: the perfect matchings of the new graph coincide with those of the
original one.

Later we will also consider one case where G is not planar, namely the
case where it is a discrete torus, and also the case where G is planar but
not biopartite (e.g. the triangular lattice). We start with the dimer model
in the planar bipartite case which is the simplest.

1It is simple to adapt the theory when multiple edges are present. See footnote 2
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1.1. Height function. In the bipartite case, a perfect matchings can be
equivalently seen as a discrete interface and the correspondence is actually a
bijection (once a reference face and a reference perfect matching are fixed).
We remark right away that the interface-matching mapping is lost if G is
either non-planar or non-bipartite.

The height hM associated to a perfect matching M ∈ ΩG is an integer-
valued function (depending on the matching M) defined on G∗. The defi-
nition is as follows. First, fix a reference perfect matching M0 ∈ ΩG and a
reference face f0 ∈ G∗ (for instance, the outer face if the graph is finite).
Then, set hM (f0) = 0. Finally, for f, f ′ ∈ G∗ and Cf→f ′ a nearest-neighbor
path on G∗ starting at f and ending at f ′, define

hM (f ′)− hM (f) =
∑

e∈Cf→f ′
σe(1e∈M − 1e∈M0) (1.1)

where the sum runs over edges crossed by the path and σe is +1 if e is
crossed with the white vertex on the right and −1 otherwise.

It is a crucial fact that the definition (3.4) is independent of the choice
of Cf→f ′ . The proof is very simple and is based on the fact that, on planar
graphs, any two paths Cf→f ′ can be “continuously” deformed one into the
another. Along the transformation, the value of the r.h.s. of (3.4) does not
change. See Fig. 1. Note that the proof uses both planarity (to deform any
path Cf→f ′ “continuously” into any other one) and the bipartite structure
(to define the signs σe).

e1

e2
ek

ek+1

v

en

f1

f2

Figure 1. Label e1, . . . en, say anti-clockwise, the edges in-
cident to vertex v. If the path Cf→f ′ goes from f1 to f2

leaving v to its left, the contribution to h(f ′) − h(f) is∑n
k+1(1ei∈M − 1ei∈M0). If instead it leaves v to its right,

the contribution is
∑n

1 (1ei∈M0 − 1ei∈M ). The difference is
then

∑n
1 1ei∈M −

∑n
1 1ei∈M0 which is zero since both M and

M0 have exactly one dimer incident to v. The argument is
similar if v is a white vertex. Any two paths from f to f ′

can be turned one into the other via a finite chain of trans-
formations of this type at black or white vertices.

We will often omit the index M in the height function. Also, we do not
indicate exiplicitly the dependence on M0.

Remark 1.2. From the proof of path-independence of the right-hand side of
(3.4), we see that one can also replace 1e∈M0 by any function e 7→ c(e) ∈ R
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such that, for any vertex v, ∑
e∼v

c(e) = 1

where the sum runs over all edges incident to v. In other words,

hM (f ′)− hM (f) =
∑

e∈Cf→f ′
σe(1e∈M − c(e)) (1.2)

Of course, h is then not integer-valued any more, but this is not important.
Note also that the correspondence between M and height function is a

bijection (once M0 and the overall constant hM (f0) are fixed). Indeed, the
gradient hM (f)−hM (f ′) for neighboring faces f, f ′, determines whether the
edge separating f, f ′ is occupied or not.

When G is an infinite periodic lattice, e.g. Z2 or the honeycomb lattice
H (the infinite lattice where faces are regular hexagons and vertices have
degree 3, as in Figure 3), one usually takes as M0 (or the function c(·)) to
be periodic. For instance, on H one can choose c(e) = 1/3 for every e and
c(e) = 1/4 on the square lattice.

Remark 1.3. [Dimers and tilings] There is a correspondence between perfect
matchings of a planar graph and tilings of the plane. Let us see this in the
case of infinite periodic graphs like Z2 and H. The faces of G∗ are in one-to-
one correspondence with vertices of G and cover the plane. Given a matching
M , join any two faces of G∗ whose corresponding vertices of G are matched.
This defines a tiling of the plane, each tile being the union of two faces of
G∗. The correspondence is bijective. See Fig. 2 for the case of Z2 and Fig.
3 for the case of H.

Figure 2. A perfect matching of a finite domain of Z2 and
the corresponding tiling. Tiles are dominos (2×1 rectangles)
obtained as union of two square faces of (Z2)∗.

Remark 1.4 (Double dimer configurations and loops). Given two perfect
matchings M and M ′ of a graph G, their union (i.e. the set of edges of G
that are either in M or in M ′ or in both) is a collection of closed, simple,
non-intersecting loops (of even length) and of double edges.
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Figure 3. A perfect matching of a finite domain of H and
the corresponding rhombus tiling. Tiles are rhombi obtained
as union of two triangular faces of H∗.

Definition 1.5 (Rotations along loops). Let Γ be a simple closed cycle on
G, i.e. a sequence of distinct vertices v1, . . . , v2n with vi neighbor of vi+1

and v2n neighbor of v1 (note that a cycle is necessarily of even length on a
bipartite graph). Let e1, . . . , e2n be the edges along Γ, labeled consecutively,
say anticlockwise. If every second edge is occupied by a dimer in a configu-
ration M , we will say then that a rotation is possible along Γ: the rotation
consists in exchanging empty and occupied edges and the new set of occupied
edges thus obtained is still a perfect matching M ′.

In the particular case where Γ consists in the 2n edges along a face f , we
will call the rotation “an elementary rotation at f”.

Note that when an elementary rotation is performed at f 6= f0 (with
f0 the reference face) then the height function changes by ±1 at f and is
unchanged at all other faces. If instead f = f0, then the height changes
by the same value ±1 at all faces except f0, where it is fixed to zero by
definition.

2. Kasteleyn theory

In this section we will learn how to count the number of perfect matchings
of G or, more generally, how to compute the “generating function” from
which all correlations of the probability measures of the type (2.1) can be
deduced. From that, we will deduce a formula for correlation functions for
the uniform measure or, more generally, for a Boltzmann measure where
every dimer has a weight that depends on the edge it occupes.

2.1. Counting perfect matchings: The bipartite case. To each edge
e ∈ E we assign a weight te > 0 (we exclude zero weights, as that would
boil down to removing the corresponding edges). In Section 2.6, we will be
interested in the probability measure πG,t on ΩG, with

πG,t(M) ∝ wt(M) :=
∏
e∈M

te. (2.1)
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For the moment, we want to see how to compute its partition function (or
generating function)

Z = ZG,t =
∑

M∈ΩG

∏
e∈M

te. (2.2)

This result will be essential in Section 2.6 to obtain correlation functions of
the (random) dimer model with probability law πG,t. For instance, one can
obtain correlation functions by multiple derivatives of the logarithm of Z
with respect to the variables te.

The special feature of the dimer model on a planar bipartite graph, that
makes it “exactly solvable”, is that its partition function is simply given
by the determinant of a square |VB| × |VW | matrix, the so-called Kasteleyn
matrix. In the non-planar case the situation is more complicated, for in-
stance in the toroidal case we will see that we have to combine linearly four
determinants (Section 2.4). In the planar but non-bipartite case, there is
a similar structure where determinants are replaced by so-called Pfaffians
(Section 2.5).

The Kasteleyn matrix K is a complex-valued square matrix, with rows
and columns indexed by vertices in the black and white subgraphs VB/VW ,
respectively. The matrix element K(b,w) is zero if w, b are not neighbors.
If instead w, b are neighbors and are the endpoints of edge e,

K(b,w) = teθe (2.3)

with θe a complex number of modulus 1, satisfying the condition that for
any face f of G, calling e1, . . . e2n its edges in cyclic order (clockwise or
anti-clockwise), then

θe1θe3 . . . θe2n−1

θe2θe4 . . . θe2n
= (−1)n+1. (2.4)

Note that the choice of e1 and the choice between clockwise and anti-
clockwise order is irrelevant. Recall also that we are assuming that G has no
multiple edges, so that there is a unique edge e having b,w as endpoints2.

We will prove in Section 2.3 that such a choice of {θe}e (Kasteleyn weight-
ing) is always possible and in general not unique (for non-uniqueness, see
Section 2.2):

Theorem 2.1. For every planar bipartite graph G, there exists at least a
function θ : E 3 e 7→ {θe} ∈ C with |θe| = 1 such that (2.4) holds at each
face. Actually, it is possible to choose θe ∈ {−1,+1} for every e ∈ E.

Let us first look at some examples.

Example 2.2 (Kasteleyn weigthing, hexagonal lattice). Whenever each face
is surrounded by 2n edges with n an odd integer, then we can just choose
θe = +1 for every e. This is the case for instance of the hexagonal lattice,
where n = 3.

2 It is easy to adapt the theory when multiple edges are allowed. In fact, if there are n
edges e1, . . . , en between w and b, with weights te1 , . . . , ten , the partition function equals
that of a graph where there is a single edge ē, with weight te1 + · · ·+ ten .
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Example 2.3 (Kasteleyn weigthing, square lattice). Let G ≡ Z2. One
possible Kasteleyn weighting is to choose θe = 1 on horizontal edges and
θe = i on vertical edges. Another natural choice is the following (as in Fig.
4): if e has black/white endponts b,w, take θe = w−b with b,w interpreted
as elements of the complex plane C (e.g. if w is just below b, then θe = −i).
See Fig. 5 for yet another choice.

−i

i

1

−1

−1 1

1 −1

−1 1 −1

−i

i

i −i

−i i

Figure 4. A possible Kasteleyn weighting of Z2.
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Figure 5. Another Kasteleyn weighting of Z2.

The crucial point is the following:

Theorem 2.4. [14, 16] Let G be a finite, planar, bipartite, weighted graph
and K a Kasteleyn matrix associated to it. Then,

ZG,t = | det(K)|. (2.5)

In the non-bipartite case there is a similar statement, with a Pfaffian
instead of the determinant, and actually Kasteleyn solved the non-bipartite
case directly. This is discussed in Section 2.5.

One of the advantages of having a determinantal formula for the parti-
tion function is that, in interesting situations, the Kasteleyn matrix can be
explicitly diagonalized or reduced to a simple block-diagonal form via a nat-
ural change of basis, and one obtains explicit formulas, even as the graph
grows to infinity. Note that if we can diagonalize explicitly K, the partition
function is just the product of the absolute values of its eigenvalues.

Another (computational) advantage of Eq. (3.6) is that there are algo-
rithms that compute the determinant of a n×n matrix in polynomial time;
e.g. an algorithm based on Gauss elimination runs in time O(n3). This
is much faster than computing the partition function summing over all the
exponentially many (in the number of vertices) configurations. By the way,
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from formula (3.6) one might (wrongly!) guess that the number of config-
urations is of the order of the factorial of the number of black vertices (i.e.
the number of permutations defining the determinant). We will see that
the number actually grows only exponentially, because the matrix K is very
sparse and most permutations give zero.

The determinantal formula for the partition function also allows to have a
determinantal formula for all correlations function, as we will see in Section
2.6.

Remark 2.5. Whether the partition function is + det(K) or −det(K) de-
pends on the choice of how we label sites: changing the labelling corresponds
to permuting some rows or columns, so the determinant can change sign,
while clearly the partition function does not.

Proof of Theorem 2.4. Expand the determinant as sum over the set S|VB | of
permutations π of {1, . . . , |VB|}:

det(K) =
∑

π∈S|VB |
σπ

|VB |∏
i=1

K(bi, wπ(i)), (2.6)

with σπ = ±1 denoting the signature of π. Each term corresponds (bijec-
tively) to a matching M with the correct weight (in absolute value)

∏
e∈M te.

It remains to check that the complex number (of absolute value 1)

σπ
∏
i

θ(bi, wπ(i)) (2.7)

is the same for every π. To see that (2.7) is independent of π, observe that:

Lemma 2.6. Given M,M ′ ∈ ΩG one can connect M to M ′ via a finite
chain of elementary rotations (cf. Definition 1.5).

When an elementary rotation is performed at face f with boundary edges
e1, . . . , e2n, the signature of the permutation σ changes by (−1)n+1 (which is
the signature of the cyclic permutation {2, 3, . . . , n, 1}). On the other hand,
θe1θe3 . . . θe2n−1 changes to θe2θe4 . . . θe2n and their ratio is also (−1)n+1 by
(2.4). Altogether, (2.7) is unchanged by an elementary rotation and by
Lemma 2.6 it is constant on ΩG.

Proof of Lemma 2.6. Define the height function as in Section 1.1, taking
as reference face the external face f0 and choosing the function c(e) (as
in Remark 1.2) to be the probability of occupation of edge e under the
uniform measure, i.e. the number of perfect matchings in ΩG that contain
e divided by the total number of perfect matchings. Recall that, according
to Assumption 1.1, c(e) > 0 for every edge. Given a face f where hM (f) >
hM ′(f), follow a maximal path for M ′ starting at f , i.e. a nearest-neighbor
path on faces which crosses only edges which are unoccupied in M ′ and
that have the white vertex on the right. Along any such path, hM − hM ′ is
increasing and moreover hM ′ is strictly decreasing (because c(e) is strictly
positive). Therefore, the path cannot form a loop, so it has to stop after a
finite number of steps, at some face f ′. Note that f ′ cannot be the external
face f0, because hM and hM ′ coincide there, while hM (f ′) > hM ′(f

′). If
the path cannot be continued beyond f ′, it means that every second edge



LECTURE NOTES ON THE DIMER MODEL 9

surrounding this face (and more precisely, those that have the white vertex
on the right when crossed exiting f ′) is occupied in M ′. Therefore, an
elementary rotation is possible at f ′ for M ′. Performing the elementary
rotation at f ′, the height of M ′ increases there. Repeat the procedure until
there are no faces left with hM > hM ′ or hM < hM ′ .

Remark 2.7. We could have proved Theorem 2.4 without using explicity
the existence of the height function (as will be done for the analogous result
for non-bipartite graphs).

2.2. Gauge invariance. Given a Kasteleyn weighting, one can obtain oth-
ers via a so-called “gauge transformation”. I.e. condition (2.4) is unchanged
if we take a function α defined on the set of vertices and taking complex
values of modulus 1 and we replace, for each edge e,

θe 7→ θeαwαb,

if b, w are the endpoints of e. Note that this operation is equivalent to
multiplying rows and columns of K by modulus-one numbers, an operation
that does not change the absolute value of the determinant. Conversely, one
can see that any two Kasteleyn weightings can be obtained one from the
other via a gauge transformation, see [20, Sec. 3.2].

2.3. Existence of a Kasteleyn weighting. Theorem 2.4 is a consequence
of the following more general result, due to Kasteleyn [16].

Theorem 2.8. Let G be a finite planar graph (not necessarily bipartite).
The graph admits a clockwise-odd orientation, i.e. there exists a choice of
orientation of the edges such that for each internal face the following holds:
running clockwise around the face, the number of edges that are co-oriented
is odd. Moreover, for any simple cycle Γ of even length such that G\Γ admits
a perfect matching, the number of edges of Γ that are oriented clockwise is
odd.

Here, more explicitly, G \ Γ denotes the graph where the vertices in Γ
together with any edge incident to them are removed.

Proof of Theorem 2.8. Given G, let T be a spanning tree of the dual graph
G∗, rooted at the outer face. Orient the edges of G not crossing T in an
arbitrary way. See Fig. 6. Then, there is a unique way of orienting the
remaining edges so that globally the orientation is clockwise odd; to do so,
orient the remaining edges one by one proceeding from the leaves of the tree
towards the root. At each step there is a unique choice (the choice depends
on how the edges not crossing T were oriented initially).

Now let Γ be a simple cycle of even length. It encloses an even number Vint
of vertices (recall that the graph is planar and that G\Γ is assumed to admit
a perfect matching, so that inner vertices are matched among themselves)
and an (even or odd) number Eint of inner edges (we count also the edges
that join vertices in Vint to vertices in Γ). See Fig. 7. The cycle Γ consists
of an even number E∂Γ and even number V∂Γ of vertices and observe that
E∂Γ = V∂Γ. We let E = Eint + E∂Γ and similarly V = Vint + V∂Γ be the
total number of edges and vertices in the graph determined by Γ and its
interior. Call F the collection of faces inside Γ and F its cardinality. Also,
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T

Figure 6. A graph G and a spanning tree T of G∗, together
with an arbitrary orientation of the edges not crossing T .
The remaining edges can be uniquely oriented to respect the
definition of clockwise odd orientation

Γ

Figure 7. A graph G with a cycle Γ of even length (marked
in red) with E∂Γ = V∂Γ = 6. Check that G \ Γ does admit
a perfect matching! Inner vertices and edges are drawn in
green.

for every F ∈ F let n(f) be the number of clockwise oriented edges along
the boundary of f . By construction, n(f) is odd for every f . We have

0 mod 2 =
∑
f∈F

(n(f) + 1) = F +
∑
f∈F

n(f) = F + n(Γ) + Eint (2.8)

where n(Γ) is the number of clockwise oriented edges of Γ. In the third
equality, we used the fact that all inner edges are counted twice, once with
the clockwise orientation and once with the anti-clockwise orientation, so
each of them contributes +1 to the sum. From (2.8) we see (because Vint is
even)

0 mod 2 = n(Γ) + F + (E∂Γ + Eint) + (V∂Γ + Vint) (2.9)

= n(Γ) + F + E + V = n(Γ) + F − E + V. (2.10)

Euler’s formula gives F − E + V = 1, so that n(Γ) is odd as wished.
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Remark 2.9. Note that we did not really use that G \ Γ admits a perfect
matching, but just that the number Vint of inner vertices is even.

Proof of Theorem 2.4. Orient the edges of G as in Theorem 2.8. Given an
edge e, set θ(e) to be +1 if it is oriented from black to white, and −1 in
the opposite case. We want to verify that (2.4) is satisfied. Recall that G
is bipartite. If a face f is surrounded by 2n edges, then the l.h.s. of (2.4)
is the product of θ(ei)/θ(e

′
i) for i ranging from 1 to n, where ei, e

′
i are the

two boundary edges incident to the ith black vertex. Note that θ(ei)/θ(e
′
i)

is −1 if both edges have the same orientation, and +1 if they have opposite
orientation. Therefore, the product gives

(−1)#{i:ei and e′i are equally oriented} (2.11)

= (−1)n+#{i:ei and e′i are differently oriented} (2.12)

= (−1)n+1 (2.13)

because the chosen orientation is clockwise-odd.

Remark 2.10. Note that (2.4) holds also for the external face f0. Indeed,
the cycle Γ determined by the boundary edges has even length and the number
of inner vertices Vint enclosed by it is also even. By Theorem 2.8 and Remark
2.9, the number of boundary edges oriented clockwise (or anti-clockwise) is
odd and one proceeds like in (2.11).

2.4. Counting perfect matchings in the bipartite, non-planar case:
periodic boundary conditions. In the proof of Theorem 2.4 we have
used planarity of the graph when we claimed that given any two perfect
matchings M and M ′, they can be turned one into the other by a chain of
elementary rotations. For non-planar graphs, this is in general not true.

The matching M ′ can be obtained from M by a rotation around evey
loop (“rotation” here means, as in Definition 1.5, that if in M the edges
e1, e3, . . . , e2n−1 are occupied in the loop e1, . . . , e2n, after the rotation the
edges e2, e4, . . . , e2n are occupied instead). If the graph is planar, the ro-
tation around a loop can be decomposed, as we have seen, as a chain of
elementary rotations. On non-planar graphs this is not always possible.

In general, if the graph G is embedded on a surface of genus g, the par-
tition function of the dimer model can be expressed in terms of 4g deter-
minants [30]. In practice, this is not very useful if g grows with the size of
the graph. The interesting case we consider here is that of a toroidal two-
dimensional graph, that can be seen as embedded on the two-dimensional
torus, so that g = 1 and the partition function can be given as the combi-
nation of just 4 determinants [14]. The toroidal case is very useful because
in this case, due to translation invariance, it is easy to reduce the Kasteleyn
matrix to a simple block-diagonal form (with block sizes that are indepen-
dent of the size of the graph) and to compute the large-volume limit of the
partition function and of correlations. This will be done in Section 3.

More precisely, we start with an infinite, periodic, planar bipartite planar
graph G. This means that G can be drawn on the plane in such a way
that Z2 acts as a group of isomorphisms that preserves the color of vertices
(and the weights of edges). The graph is then a periodic repetition of a
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fundamental domain G1 (containing n white and n black vertices) in two
lattice directions ~e1, ~e2. The graph G1 is just G modulo translations.

See Fig. 8 for the square and hexagonal lattice examples; see Fig. 13 for
a graph where the fundamental domain is more complicated (it comprises 4
vertices of both colors). We let GL be the corresponding toroidal graph (of

~e1

~e2 ~e1
~e2

Figure 8. The graphs Z2 and H with the fundamental do-
main (encircled) and the vectors ~e1, ~e2.

period L) with periodic boundary conditions in both ~e1 and ~e2 directions.
See Fig. 9 for the hexagonal case with L = 4 and Fig. 10 for the square
case with L = 3.

~e1 ~e2

B

A

C

0 0

γ1γ2

Figure 9. Hexagonal graph. The graph GL with L = 4,
together with the oriented loops γ1, γ2 winding in the two
directions. We marked the black/white vertices with coordi-
nates 0 = (0, 0).

Remark 2.11 (Height function on the torus). Clearly, GL is not planar
any more. Note that the height function is not well-defined any more, or
rather, it is multi-valued: if we take definition (3.4) and choose f = f ′, the
height increase along a path Cf→f will be given by n1∆1 +n2∆2, with ∆1 =
∆1(M),∆2 = ∆2(M) two integers depending on the dimer configuration M
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~e2

~e1

γ2

γ1

Figure 10. Square graph. The graph GL with L = 3, to-
gether with the oriented loops γ1, γ2 winding in the two di-
rections.

and ni the winding number of Cf→f in the ~ei direction. The reason is that
we cannot always deform Cf→f “continuously” into the trivial path {f}.
If we take a uniform perfect matching of GL, then ∆1,∆2 will be random
integers.

The law of (∆1,∆2) has an interesting behavior as L→∞. In [2], for the
dimer model on the honeycomb lattice with uniform weights, it has been
proven that it converges to the law of two independent, discrete Gaussian
random variables, i.e. the probability that (∆1,∆2) = (n,m) ∈ Z2 converges
as L→∞ to

1

Z
e−c(n

2+m2),

for an explicit positive constant c. Note that the values ∆i are not rescaled
with L: their typical values are O(1) in the L→∞ limit. See also [8].

Exercise 2.12. Check in the hexagonal case that ∆1,∆2 do indeed depend
on the configuration, putting in Fig. 9 either all dimers horizontal or all
dimers oriented north-east.

Remark 2.13. Let C be a closed self-avoiding loop (concatenation of edges)
on GL, whose edges are alternately occupied/empty in some M . Assume that
C has zero winding number. A rotation around C does not change ∆1,∆2.

Let K be the Kasteleyn matrix of the graph GL, obtained simply by
periodizing that of the infinite lattice G3. We assume that the modulus-one

3 To be precise, it may happen that GL is not a simple graph, i.e. it has multiple
edges. For instance, this is the case for the honeycomb graph and for the square grid
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complex numbers θe in (2.3), defining the Kasteleyn matrix, take values in
{−1, 1} (recall from Theorem that this is always possible). The reason why
Theorem 2.4 has to be modified is that when we expand detK, not all terms
come with the same sign. In fact, as we see in a moment, the sign depends
on

(∆1,∆2) mod 2.

To give the generalization of Theorem 2.4 in the case of the torus, let
γ1, γ2 be two self-avoiding, oriented, simple loops on G∗L, which have winding
numbers (1, 0) and (0, 1) respectively (i.e. γ1 winds horizontally and γ2

winds vertically; see Fig. 9 and 10 in the honeycomb and square graph
cases). For technical convenience, we will require also that there exists a
dimer configuration M0 such that γ1, γ2 cross none of the edges in M0. For
instance, in the case of the honeycomb graph with γi chosen as in Fig. 9,
M0 is the collection of all horizontal edges; for the square grid and γi chosen
as in Fig. 10, M0 is the collection of vertical edges with black vertex on
top. We introduce four Kasteleyn matrices Kθτ , with θ, τ ∈ {0, 1}. To
obtain Kθτ from K, just multiply the matrix element K(b, w) by (−1)τ for
all edges (b, w) crossed by γ1 and by (−1)θ if for all edges (b, w) crossed
by γ2 (it may happen that an edge crosses both, then we multiply by both
factors). Note that K00 = K and it is referred to as the Kasteleyn matrix
with periodic-periodic boundary conditions. Similarly, K10 is said to have
antiperiodic-periodic boundary conditions, and so on. Then we have

Theorem 2.14. The partition function on the torus is

ZGL,t =
1

2

∑
θ,τ∈{0,1}

cθτ detKθτ (2.14)

where cθτ = ±1; three of the signs cθτ are equal and the fourth is opposite.

The actual values of cθτ depend on the graph G, on the choice of Kasteleyn
matrix, of the labeling of vertices and possibly on the parity of L.

Proof of Theorem 2.14. For the proof in the case of the lattice Z2, see [14].
The general case is treated in [30, 5] as a particular case of graphs embedded
on surfaces of genus g. Here we give the proof for the hexagonal lattice.
In this case (and given certain specific choices of Kasteleyn matrix and of
labeling of vertices), we will see that

{c00, c10, c01, c11} = {−1, 1, 1, 1} (2.15)

for L even and

{c00, c10, c01, c11} = {1, 1, 1,−1} (2.16)

for L odd.
When we expand the determinant of K00, non-zero terms of the expan-

sion are in bijection with perfect matchings of GL, and their absolute value
equals the weight of the corresponding dimer configuration. Recall that we
chose a Kasteleyn matrix with non-zero elements taking values ±1. For the

if L = 1. However, this does not happen if L is large enough and since anyway we are
interested mostly in the limit L → ∞, we assume that L is large enough so that GL is
simple.
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hexagonal lattice the complex numbers θe in the Kasteleyn matrix can be
taken to be all equal +1, and we assume that this choice has been made.
Therefore, each term in the expansion of the determinant is real, but the
signs are not all equal, because of the signature of the permutation. In fact,
let M0 be the reference configuration where all dimers are horizontal, so that
none of them crosses the paths γ1, γ2.

Assume to fix ideas that the term in the expansion of the determinant
corresponding to M0 is positive (as noted before, this can be guaranteed
by a suitable labellig of vertices). As we noted above, given any other
configuration M , the union of M and M0 consists in a collection of double
edges and of closed, simple, non-intersecting loops of even length. Since GL
is bipartite there is a natural way to orient the loops: loops are oriented in
such a way that the edges occupied by dimers of M are oriented from black
to white. Call n(M) ∈ Z2 the total winding number of the loops. I.e. n1(M)
is the sum over the loops of the horizontal winding number of the loop, and
n2(M) is the sum of the vertical winding numbers. Say that a configuration
M is of the class (0, 0) if n1, n2 are both even, of the class classes (0, 1) if n1

is even and n2 is odd, and similarly for classes (1, 0) and (1, 1).

Exercise 2.15. Define the multi-valued height function on the torus with M0

as reference configuration. Prove that the “height changes” (∆1(M),∆2(M))
introduced in Remark 2.11 equal (−n2(M),−n1(M)), where ni(M) is the
sum over loops Γ of M ∪M0 of the (positive or negative) winding number
of Γ in direction i.

To turn M into M0, we have to perform a rotation around each one of
the loops. We claim:

Claim 2.16. In the expansion of det(K00), configurations M in the class
(ε1, ε2) come with a sign σε1ε2 with respect to M0, where three of the σε1ε2 are
equal and the fourth is opposite. More explicitly, for the hexagonal graph,
one finds

{σ00, σ10, σ01, σ11} = {1,−1,−1,−1} (2.17)

if L is even and

{σ00, σ10, σ01, σ11} = {1, 1, 1,−1} (2.18)

if L is odd.

Let us accept this fact for a moment and let us conclude the proof of
Theorem 2.14. When we look at the expansion of det(Kθτ ), we have to
keep into account the fact that the signs of the matrix elements of Kθτ

are not all equal to those of K00. Note however that the configuration M0

appears with the same sign (plus) for every θ, τ , because (by assumption)
none of its dimers crosses the paths γ1, γ2 where the Kasteleyn matrix has
a sign depending on θ, τ . Also, the relative sign of the term M will be as
in the expansion of det(K00), times (−1)θn1(M)(−1)τn2(M). In other words,
in the expansion of det(Kθτ ), terms in the class (ε1, ε2) come with sign
σε1ε2(−1)θε1+τε2 with respect to M0. If we choose cθτ in (2.14) so that

1

2

∑
θ,τ∈{0,1}

cθτσε1ε2(−1)θε1+τε2 = +1 (2.19)
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for every choice of ε1, ε2 then we are done, since each term in the r.h.s. of
(2.14) appears with the same sign as M0. Note that Eq. (2.19) can be
written as

A · c = σ, (2.20)

where c = (c00, c10, c01, c11), σ = (σ00, σ10, σ01, σ11) while A is the 4 × 4
matrix

A =
1

2


+1 +1 +1 +1
+1 −1 +1 −1
+1 +1 −1 −1
+1 −1 −1 +1,

 , A−1 = A. (2.21)

Then, c = A · σ, i.e.

cθτ =
1

2

∑
ε1,ε2=0,1

(−1)θε1+τε2σε1ε2 .

It is immediately checked from the form of A that cθτ ∈ {−1,+1} and that
one of the values is opposite to the three others. More explicitly, given
the values of σε1ε2 provided by Claim 2.16, it is immediate to check that
(2.15)-(2.16) hold.

Proof of Claim 2.16. We already know, from the proof of Theorem 2.4, that
if the winding numbers (m1(Γ),m2(Γ)) of a loop Γ are zero, then two con-
figurations M,M ′ related by a rotation along Γ appear with the same sign
in the expansion of det(K00); therefore, from now on we consider only loops
with non-trivial winding. If there are no such loops then M is in the class
(0, 0) and it comes with the same sign as M0. Since the loops do not inter-
sect, we have (m1(Γ),m2(Γ)) = (m1(Γ′),m2(Γ′)) for every pair of non-trivial
loops Γ,Γ′.

In conclusion, we can assume that there are R > 0 non-trivial loops, all
with the same winding number (m1,m2) 6= (0, 0). Finally, since loops have
no self-intersections, then [9, Prop. 1.5] (m1,m2) ∈ W, where

W := {(0,±1)} ∪ {(±1, 0)} ∪ {(p, q) ∈ (Z \ {0})2 : gcd(p, q) = 1}. (2.22)

In particular, at least one among m1,m2 is odd. Then, we see that R must
be even if M is in the class (0, 0) and odd in all other cases:

R mod 2 = 1− (1− ε1)(1− ε2). (2.23)

We have (see Fig. 11):

Claim 2.17. A rotation around a loop of winding (m1,m2) corresponds to
a cyclic permutation of length L(m1 +m2), whose signature is

(−1)L(m1+m2)+1.

The effect of performing the rotation at all R loops is then

σε1ε2 = (−1)[(m1+m2)L+1]R = (−1)(ε1+ε2)L+R

= (−1)(ε1+ε2)L+1−(1−ε1)(1−ε2) (2.24)
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where we used that (ε1, ε2) := (m1R,m2R) mod 2 and (2.23). It is immedi-
ately checked that this expression gives (2.17)-(2.18).

(0, 0) (Lm1, Lm2)~e1 ~e2

Figure 11. A loop of M∪M0 on the toroidal graph GL, L =
2, drawn in the infinite graph G, joins white vertex (0, 0)
with white vertex (Lm1, Lm2). Blue edges belong to M , red
edges to M0. Here, the winding is (m1,m2) = (−1, 1). The
length of the loop (i.e. the number of its edges) is fixed to
be |m1|L+ |m2|L, because all dimers in M0 are horizontal so
that each red-blue step corresponds to a translation by +~e2

or −~e1.

Exercise 2.18. Let GL be the toroidal square graph as in Fig. 10 and choose
the Kasteleyn weighting as in Fig. 5. Compute cθτ and σε1ε2.

2.5. Counting perfect matchings: The planar, non-bipartite case.
For completeness, in this section we give Kasteleyn’s theorem for the parti-
tion function of the dimer model on a planar, non-bipartite graph. However,
in the rest of the notes we will restrict to the bipartite case.

Let G be a planar graph, not necessarily bipartite, and we let te > 0 be
the weight associated to edge e. We want to compute

ZG,t :=
∑

M∈ΩG

∏
e∈M

te. (2.25)

Kasteleyn’s theory provides a formula similar to (3.6). However, we have
to find a proper generalization of the Kasteleyn matrix. Recall that in the
bipartite case, K was a square matrix with lines indexed by black sites and
column by white sites. For non-planar graphs, the Kasteleyn matrix K is
rather a square matrix of size |V |, the cardinality of the vertex set of G,
and not |V |/2 as in the bipartite case. More precisely, we first orient edges
according to the clockwise-odd orientation provided by Theorem 2.8. Then,
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given two vertices v, v′ of G, we let

K(v, v′) =

 0 if v 6∼ v′
te if v ∼ v′ and the edge v, v′ is oriented from v to v′

−te if v ∼ v′ and the edge v, v′ is oriented from v′ to v
.(2.26)

Note that K is an antisymmetric matrix.
Given an anti-symmetric square matrix M of size 2n, its Pfaffian Pf(M)

is defined as [16]

Pf(M) =
1

2nn!

∑
π∈S2n

σπMπ(1)π(2) . . .Mπ(2n−1)π(2n). (2.27)

Note that the definition resembles a lot that of the determinant. In fact, the
following relation holds [16]:

detM = (Pf(M))2. (2.28)

Note also that if we change the order of (π(2i− 1), π(2i)) into (π(2i), π(2i−
1)). the product of matrix elements of M changes sign (because M is an-
tisymmetric) but the signature of the permutation also changes sign. Also,
if we exchange the positions of (π(2i− 1), π(2i)) and (π(2j − 1), π(2j)) the
product of matrix elements is unchanged, and so is also the signature. Al-
together, one can rewrite the Pfaffian as

Pf(M) =
∑

π∈M [2n]

σπMπ(1)π(2) . . .Mπ(2n−1)π(2n) (2.29)

where now the sum is over un-ordered matchings of 1, . . . , 2n. Kasteleyn’s
theorem for the partition function of the dimer model is then the following
[14, 16]:

Theorem 2.19. Let G be planar. Then,

ZG,t = |Pf(K)|. (2.30)

As the reader can imagine, when G is non-bipartite and is embedded on
the torus instead of the plane, Eq. (2.30) is replaced by a formula similar
to (2.14), with a sum over 4 Pfaffians. See [14, 16].

Note that, if we are able to diagonalize K, then we can obtain ZG,t via
(2.28) as the square root of the product of its eigenvalues. As an application,
Kasteleyn [14] computed (via explicit diagonalization of the matrix K) the
asymptotics of the number ZΛL,1 of perfect matchings of a 2L× 2L square
grid ΛL of Z2: the result is that

lim
L→∞

1

L2
logZΛL,1 =

4κ

π
, (2.31)

where κ ≈ 0.9159... is the so-called Catalan’s constant

κ =

∞∑
n=0

(−1)n

(2n+ 1)2
.

The subscript 1 in the partition function means that we are giving weight 1
to all edges, so that we are just counting the number of configurations. One
can also give different weights th, tv to horizontal and vertical edges, and the
“free energy” in the r.h.s. of (2.31) as a function of th, tv. We will work out
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similar computations later, working on the torus rather than on the planar
graph ΛL.

Proof of Theorem 2.19. The proof is very similar to that of Theorem 2.4.
Using the expression (2.29) for the Pfaffian, we see that each term corre-
sponds bijectively to one perfect matching of G, and that the absolute value
of the term is the weight of the configuration. To see that all terms come
with the same sign, let M,M ′ be two configurations and remember that the
loops formed by M ∪M ′ have even length. Assume that M ∪M ′ contains a
single loop Γ, the argument in the general case being a simple generalization.
We want to show that when we perform a rotation around any such loop,
the relative sign between M and M ′ is unchanged and then one concludes
immediately.

Call v1, . . . , v2n the vertices along the loop Γ, taken in clockwise order,
and ei the edge from vi to vi+1, with e2n the edge from v2n to v1 (by conven-
tion we will let v2n+1 := v1). Say that in configuration M , v2i is matched
with v2i−1 so that in M ′ it is matched with v2i+1. Assume without loss of
generality that the vertices of G have been labeled so that v1, . . . , v2n are
the first 2n of them. Then, we can choose the permutation representing the
term M in the expansion of the Pfaffian to be a permutation of the type
{1, 2, . . . , 2n, π(2n + 1), . . . , π(|VG|)} (with |VG| the number of vertices of
G) and the permutation representing the term M ′ to be the permutation
{2, 3, . . . , 2n, 1, π(2n+1), . . . , π(|VG|)}. The two permutations have opposite
signature, since they differ by a cyclic permutation of even length 2n (recall
that the signature of a cyclic permutation of length k is (−1)k+1). Let us
see how the sign of the product of matrix elements of K changes. For M ,
the sign of the product of Kasteleyn matrix elements along Γ equals

(−1)#{1≤i≤n: the edge e2i−1 is oriented from v2i to v2i−1},

as is clear from definition (2.26). Similarly, for M ′ the sign is

(−1)#{1≤i≤n: the edge e2i is oriented from v2i+1 to v2i}.

The product of the two signs is (−1) to the power of the number of edges
e1, . . . , e2n of Γ that are oriented anti-clockwise. Given that the loop is of
even length, this equals also

(−1)#{1≤i≤2n:ei is oriented clockwise}.

Recall now that we have chosen a clockwise-odd orientation, so that this sign
is just −1. Combining with the −1 coming from the ratio of the signatures
of the two permutations, we see that M and M ′ come with the same sign.

2.6. Random perfect matchings: correlation functions. From now
on, we restrict ourselves to the bipartite dimer model.

Denote by 1e the indicator function that there is a dimer at e, i.e. that
e ∈M .

We are interested in computing correlation functions of the type

πG,t

[
n∏
i=1

1ei

]
:=

∑
M wt(M)

∏n
i=1 1ei∑

M wt(M)
. (2.32)

Let ei = (wi, bi). Then,
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Theorem 2.20. [17] Let the graph G be planar and bipartite.

πG,t

[
n∏
i=1

1ei

]
=

[
n∏
i=1

K(bi, wi)

]
det
({
K−1(wi, bj)i,j≤n

})
. (2.33)

The formula should be read as follows. One has to compute the inverse
K−1 of the |VW | × |VB| matrix K and then compute the determinant of the
n×n sub-matrix obtained from K−1 by keeping only lines corresponding to
w1, . . . , wn and columns corresponding to b1, . . . , bn.

Proof. Note that the l.h.s. of (2.32) can be obtained as 1/ZG,t times the
derivative w.r.t. log te1 , . . . , log ten of ZG,t. Instead of taking derivatives of
the partition function, i.e. of the determinant of the Kasteleyn matrix, we
will proceed differently.

We know that ZG,t = α detK for some |α| = 1. In the expansion of
detK, the terms we want are those proportional to

∏n
i=1 tei . Expand the

determinant w.r.t. row b1:

detK = (−1)b1+1 (K(b1, 1) detK[{b1}; {1}]−K(b1, 2) detK[{b1}; {2}] + . . . )(2.34)

where, given sets of integers A,B, we denote by K[A;B] the matrix obtained
by removing the rows with index in A and the columbs with index in B.
With some abuse of notation, we identified b1 with its label in {1, . . . , |VB|}.
The only term that contains K(b1, w1) is

(−1)b1+w1K(b1, w1) detK[{b1}; {w1}]. (2.35)

Now expand detK[{b1}; {w1}] w.r.t. row b2 and so on. Altogether, the term
we are interested in (the one proportional to

∏n
1 tei) is

n∏
1

K(bi, wi)× (−1)
∑n

1 (bi+wi) detK[{b1, . . . , bn}; {w1, . . . , wn}]. (2.36)

The matrix appearing in the last expression is of dimension (|VW | − n) ×
(|VB| − n).

Now we use the following fact from linear algebra, whose proof is based
on the Shur complement formula:

detM [A;B] = (−1)
∑
i(ai+bi) detM−1[Bc;Ac]× detM (2.37)

(this generalizes the well-known A−1
ij detA = (−1)i+j detA[{j}; {i}]). Ap-

plying (2.37) and finally dividing by the partition function, we get the claim.

When the graph is embedded on the two-dimensional torus, with periodic
boundary condition and period L as in Section 2.4, a similar formula holds
(with analogous proof):

Theorem 2.21. Assume that detKθτ 6= 0 for every θ, τ ∈ {0, 1}. Then,

πGL,t

 n∏
j=1

1ej


=

1
2

∑
θ,τ=± cθτ [detKθτ ]

∏n
j=1Kθτ (ej) det{K−1

θτ (wj , bk)j,k≤n}
ZGL,t

(2.38)
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where cθτ = ±1 is the same sign that appears in (2.14).

In fact, it may happen that one of the determinants detKθ0τ0 vanishes for
some L or choice of weights t (this will play a role in Section 3.2). In this
case, the corresponding inverse matrix K−1

θ0τ0
is not well-defined. We will see

how to deal with such situation.

3. Infinite-volume limit: free energy and Gibbs measures

3.1. Free energy. Suppose that our graph G is periodic in space. I.e. it
is an infinite, planar, bipartite periodic graph as in Section 2.4. We assume
that edge weights are unchanged under translations by n~e1 + m~e2, with
n,m ∈ Z and we periodize the graph, with period L, in both directions.
See Fig. 12 for an example on the square grid, where the fundamental
domain G1 contains four vertices, and not just two as was the case in Fig.
8. The model then depends on a finite, L-independent number k of weights
t ≡ {t1, . . . , tk}, e.g. k = 2 in the example of Fig. 12.

~e2

~e1

a

1

a

1

1

1 1

a

1

a

Figure 12. The graph Z2 with a fundamental domain con-
taining 4 sites. We give a label “a” or “1” to a sub-lattice of
faces. The weight of an edge equals, by definition, the label
of the unique labelled face it belongs to. Weights are then
invariant under translations by n~e1 +m~e2.

With the usual nomenclature of statistical mechanics (up maybe to a
global sign) the free energy of the dimer model is defined as

F (t) = lim
L→∞

1

L2
logZGL,t. (3.1)

We will show that not only the limit exists, but that we can actually compute
it. For the moment, let us make a couple of comments. First of all, from
the free energy we can exctract interesting information. For instance, when
edge weights are identically 1, it gives simply the exponential asymptotics
of the number of configurations. Also, it is clear that

∂log ti

1

L2
logZGL,t, (3.2)
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i ≤ k, gives the average number of dimers on edges “of type i” (i.e. edges
of weight ti). Since the logarithm of the partition function is convex in
the variables log ti, its limit is also convex. Standard results on convex
functions guarantee that the l.h.s. of (3.2) converges to ∂log tiF (t), under
the assumption that the free energy is differentiable at t. On the other
hand, convex functions are almost everywhere differentiable. Actually, in
the examples we work out in detail below, we will be able to see explicitly
whether F is differentiable or not.

Remark 3.1. Usual statistical mecahnics models on periodic lattices, like
the Ising model on Zd, have the property that the infinite-volume free energy
is independent of the way the domain ΛL tends to the whole lattice Zd, pro-
vided some reasonable assumptions are satisfied, notably that the cardinality
of the boundary of ΛL is negligible with respect to the cardinality of the full
ΛL as L → ∞. This property completely fails for the dimer model. I.e. it

is possible (and quite easy) to find two sequences of domains Λ
(j)
L , j = 1, 2 of

the infinite graph G, with |∂Λ
(j)
L |/|Λ

(j)
L |

L→∞→ 0, such that the limit free en-
ergy is different for different j. This may look like a pathology of the model,
but in Section 4 we will see that it corresponds to a very intuitive phenom-
enon and height function interpretation of a dimer configuration provides a
simple explanation of it. Technically, the reason is that dimers interact via
a hard-core potential (i.e. conditionally on the event that a dimer occupies
edge e, then the probabity of occupation of any edge incident to e is zero),
while Ising spins do not (conditionally on the event a spin σi is +, neigh-
boring spins have a non-zero, L-independent probability of taking any value,
even at very low temperature).

In order to explain how a variational formula gives the dependence of the
free energy on the shape of the region ΛL, we need to compute it first in the
case of the toroidal graph GL.

3.2. Computing the free energy on the torus. In this section we focus
on the case of the dimer model on the toroidal graph GL, and in Section 4 we
explain how to use this result to compute (via a Large Deviation Principle)
the free energy in more general domains. For definiteness, we restrict here
to the hexagonal graph with minimal fundamental domain containing one
black and one white vertex. The reader who is interested in the case of
more general periodic graphs is referred to [22], where the general theory is
developed (see also Section 3.5 below).

In this section, GL denotes the graph periodized (with period L) in both
directions ~e1, ~e2, as in Figure 9. With abuse of notation, we still denote
VW , VB the set of white/black sites ofGL, without keeping the L dependence.
Black/white sites are therefore indexed by coordinates x = (x1, x2) ∈ ΛL,
where

ΛL := {x : −L/2 ≤ xi ≤ L/2− 1, i = 1, 2} (3.3)

(we assume for simplicity that L is even). We adopt the convention that a
black vertex has the same coordinates as the white vertex just to its left.

We assign weights A,B,C to edges that are horizontal, north-west ori-
ented and north-east oriented, respectively. Of course we could set one of
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them, say A, to 1 without loss of generality. We will see later that the model
becomes trivial (in the limit L → ∞) unless A,B,C satisfy the triangular
inequality (i.e. none of the three values exceeds the sum of the two others).
According to the general procedure, we define the Kasteleyn matrix, with
rows/columns indexed by black/white vertices b/w of GL, as follows. If b, w
are not neighbors, then K(b, w) = 0. Otherwise,

K(b, w) = A 1x(b)=x(w) +B 1x(w)=x(b)+(0,1) + C 1x(w)=x(b)−(1,0). (3.4)

Here, x(v) denotes the coordinates x = (x1, x2) of a vertex v. We still call
ZGL,t and πGL,t the partition function and probability measure.

3.2.1. Diagonalization of the Kasteleyn matrix. In this section we diagonal-
ize the four matrices Kθτ that appear in formula (2.14). The point is that,
by translation invariance, eigenfunctions are provided simply by the Fourier
basis (complex exponentials).

For θ, τ ∈ {0, 1}, let

Dθτ =
{
k = (k1, k2), k1 = 2π

L (n1 + θ
2), k2 = 2π

L (n2 + τ
2 ),−L

2 ≤ ni < L
2

}
⊂ [−π, π]2 (3.5)

(recall we are assuming for simplicity that L is even) and

fk(x) =
1

L
e−ikx (3.6)

to be seen as a function on VW . The matrix Kθτ maps functions on VW into
functions on VB.

Going back to the definition of the matrix Kθτ , let us assume that the path
γ2 crosses the edges from black vertices of coordinate (−L/2, x2),−L/2 ≤
x2 ≤ L/2 − 1 to white vertices (L/2 − 1, x2), while γ1 crosses the edges
from black vertices (x1, L/2 − 1),−L/2 ≤ x1 ≤ L/2 − 1 to white vertices
(x1,−L/2). One has for a black site of coordinate x = (x1, x2)

[Kθτfk](x)

= Afk(x) +B(−1)τ1x2=L/2−1fk(x+ (0, 1)) +C(−1)θ1x1=−L/2fk(x− (1, 0))
(3.7)

where, by convention, x− (1, 0) ≡ (L/2− 1, x2) if x1 = −L/2 and similarly
x + (0, 1) ≡ (x1,−L/2) if x2 = L/2 − 1. Next, note that for k ∈ Dθτ , we
have

(−1)τe−ik(x1,−L/2) = e−ik(x1,L/2−1)e−ik2 , (3.8)

(−1)θe−ik(L/2−1,x2) = e−ik(−L/2,x2)eik1 . (3.9)

Therefore,

[Kθτfk](x) = µ(k)fk(x) :=
(
A+Be−ik2 + Ce+ik1

)
fk(x). (3.10)

In other words, fk is an eigenfunction of Kθτ with eigenvalue µ(k). The
collection fk(·), k ∈ Dθτ is an orthonormal basis of eigenfunctions, since
their number, L2, equals the dimension of the Kasteleyn matrix Kθτ .

We have then

detKθτ =
∏

k∈Dθτ
µ(k) =

∏
z,w∈C:zL=(−1)θ,wL=(−1)τ

(A+B/w + Cz) (3.11)
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where we used that k ∈ Dθτ if and only if (z, w) = (eik1 , eik2) satisfies
(zL, wL) = ((−1)θ, (−1)τ ).

Remark 3.2. Note that, for L ∈ 2N as we are assuming, detKθτ (that is
real, being the determinant of a real matrix) satisfies also

detKθτ ≥ 0, (θ, τ) 6= (0, 0) (3.12)

while

sign(detK00) =

{
−1 if A,B,C satisfy the triangular inequality
+1 if A,B,C do not satisfy the triangular inequality.

(3.13)

In fact, note that for (θ, τ) 6= (0, 0), if k ∈ Dθτ then also −k ∈ Dθτ and k 6=
−k (here, −k has to be considered modulo (2π, 2π)). Since µ(k) = µ(−k),
one easily gets that detKθτ ≥ 0.

As far as K00 is concerned, the situation is different. All values k ∈ D00

except for k = (0, 0), (0, π), (π, 0) and (π, π) come in distinct pairs {k,−k}
and give a positive contribution. On the other hand, one has

µ(0, 0) = A+B + C, µ(π, π) = A−B − C, (3.14)

µ(0, π) = A−B + C, µ(π, 0) = A+B − C, (3.15)

hence the claim.
With a similar reasoning one sees that, for L odd, all determinants are

positive except det(K11), whose sign is as in the r.h.s. of (3.13).

The reader can already guess the following:

Theorem 3.3.

F (A,B,C) := lim
L→∞

1

L2
logZGL,t =

1

(2π)2

∫
[−π,π]2

log|µ(k)|dk1dk2(3.16)

=
1

(2πi)2

∫
log|P (z, w)|dz

z

dw

w
:=

1

(2πi)2

∫
log|A+B/w + Cz|dz

z

dw

w
(3.17)

with the second integral performed over the torus T := {(z, w) ∈ C2 : |z| =
|w| = 1}.
Remark 3.4. For z ∈ C, let Log (z) denote the principal branch of the
logarithm on the complex plane, with cut on the negative real axis, so that
2 log |z| = Log (z) + Log (z̄). Then, the integral (3.16) can be written as

1

(2πi)2

∫
LogP (z, w)

dz

z

dw

w
(3.18)

Before deducing in detail Theorem 3.3 from (3.11), let us point out some
potential difficulties. First of all, if A,B,C satisfy the triangular inequality,
then the “characteristic polynomial” P (z, w) := A + B/w + Cz has two
(and only two) zeros on the torus T, and the second zero is the complex
conjugate of the first. In other words, µ(k) has two zeros, p+ := (p+

1 , p
+
2 )

and p− = −p+.

Exercise 3.5. Consider the triangle of sides A,B,C and let θA, θB, θC be
the corresponding angles. Then, prove by elementary geometry that the zeros
of µ are at

p± := ±(π − θB, π − θC). (3.19)
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For instance, if A = B = C then p± = ±(2π/3, 2π/3).

Then, it may happen that, for some choice of A,B,C, of L and of θ, τ , one
eigenvalue of Kθτ is extremely small or even exactly zero, so that its determi-
nant cannot behave like exp(L2F ). By the way, this is exactly what happens
for the dimer model on the periodized square lattice Z2, when edge weights
are uniform (te ≡ 1). In this case, the matrix K00 has one vanishing eigen-
value for every L, while the other matrices Kθτ do not. As another example,
take the dimer model on the honeycomb lattice with weights A = B = C.
Then, one easily sees that K00 has one vanishing eigenvalue whenever L is
multiple of 3.

Another delicate point is that, even if one can deduce from (3.11) the
exponential asymptotics of each det(Kθτ ), one needs care when the deter-
minants are combined as in (2.14): since the coefficients cθτ do not all have
the same sign, there might be dangerous cancellations and ZGL,t might have
a rate of exponential growth that is strictly smaller than that of any of the
det(Kθτ ).

As a last remark, when A,B,C do not satisfy the triangular inequality,
say A > B + C, then the problem looks much easier because the function
µ has no zeros. Unfortunately, this is the least interesting case. In fact, we
will see that in this situation the density of dimers of type A (horizontal
dimers) tends to 1 in the thermodynamic limit. In other words, the system
is in a so-called “frozen phase” with no fluctuations at all.

Proof of Theorem 3.3. We start from (2.14). Each detKθτ is a sum over
dimer configurations M of a weight that equals, in absolute value, the weight
of M . Therefore, |detKθτ | ≤ ZGL,t. Then, since |cθτ | = 1, we see that

max
θ,τ
|detKθτ | ≤ ZGL,t ≤ 2 max

θ,τ
| detKθτ |. (3.20)

Therefore, the free energy is the Laplace asymptotics of maxθ,τ |detKθτ |.
From (3.11) we see that

1

L2
log | detKθτ | =

1

L2

∑
k∈Dθτ

log |µ(k1, k2)|. (3.21)

If the function µ has no zeros on [−π, π]2, which happens if A,B,C do not
satisfy the triangular inquality (i.e. A > (B + C) or one of the other two
analogous possibilities) then it is clear that the r.h.s. of (3.21) converges to

1

(2π)2

∫
[−π,π]2

dk1dk2log|µ(k1, k2)| (3.22)

that is also the r.h.s. of (3.16).
Let us consider instead the more interesting case where A,B,C satisfy

the triangular inequality, so that the function P (z, w) has two conjugate
zeros. Note first of all that the integral in the r.h.s. of (3.16) is convergent,
since the logarithmic singularity is integrable. Second, for every (θ, τ) call
k±θ,τ , the value k ∈ Dθτ that is closest to p±; if there is more than one at

minimal distance (there are at most four), choose one arbitrarily.

Remark 3.6. Recall how the sets Dθτ were defined in (3.5), and the fact
that p− = −p+. The following statements are easily checked:
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(i) k−θ,τ = −k+
θ,τ mod (2π, 2π).

(ii) for every (θ, τ),

|k±θ,τ − p±| ≤
√

2π

L
;

(iii) There exists at most one choice of (θ, τ), call it (θ̄, τ̄), such that

|p± − k±
θ̄,τ̄
| ≤ π

2L
.

Write

|detKθτ | = |µ(k+
θ,τ )|2

∏
k∈Dθτ\{k±θ,τ}

|µ(k)| (3.23)

= |µ(k+
θ,τ )|2 × exp

L2 × 1

L2

∑
k 6=k±θ,τ

log |µ(k)|

 . (3.24)

By Riemann approximation, the sum in the exponent times 1/L2 can be
written as the integral in the r.h.s. of (3.16), plus an error term o(1) as
L→∞:

Lemma 3.7. For every choice of θ, τ one has

1

L2

∑
k 6=k±θ,τ

log |µ(k)| L→∞=
1

(2π)2

∫
[−π,π]2

log|µ(k)|dk1dk2 + o(1). (3.25)

See Appendix A for the proof (a little care is needed since the integrand
is singular at p±).

The term

|µ(k+
θ,τ )|2 (3.26)

is obviously upper bounded by a constant but is anyway potentially danger-
ous: if k±θ,τ are very close to p± (possibly coinciding with p±), it can be very

small. On the other hand, recall that we have to take first the maximum of
| detKθτ | over (θ, τ) and then the limit L→∞. I.e., essentially, we have to
take the maximum of (3.26) over θ, τ . Then, from Remark (3.6) we see that
the maximum over (θ, τ) of (3.26) is bounded below by const./L2, because
µ(·) vanishes linearly at p±. Altogether,

1

L2
log max

θ,τ
|detKθτ | = F (A,B,C) + o(1) (3.27)

and the theorem follows.

3.3. Infinite-volume correlation functions. As long as L is finite, cor-
relation functions on the torus are given by formula (2.38). We want to take
the limit L→∞ and get rid of the combination of determinants.

We assume right away thatA,B,C satisfy (strictly) the triangle condition,
so that all three dimer densities are non-trivial and the angles θA, θB, θC are
in (0, π). In the converse case, we know that dimers are asymptotically all
of one type, so that correlation functions are trivial (i.e. they vanish in the
L→∞ limit).
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We note first of all that, if w has coordinates x and b has coordinates y,
then

K−1
θτ (w, b) =

1

L2

∑
k∈Dθτ

eik(y−x)

µ(k)
. (3.28)

From now on, we assume that the integer n in (2.38) is fixed independent
of L. Likewise, calling xi, yi the coordinates of the white/black vertex of ei,
we assume that xi, yi are independent of L (in particular, none of the edges
ei crosses the paths γ1, γ2 of Figure 9). In view of (2.38), it is not surprising
if we state the following (see the end of this section for the proof):

Theorem 3.8. One has

lim
L→∞

πGL,t

 n∏
j=1

1ej

 =
n∏
j=1

K00(ej)× det{K−1(xj − yk)j,k≤n} (3.29)

where

K−1(x) :=
1

(2π)2

∫
[−π,π]2

e−ikx

µ(k)
=

1

(2πi)2

∫
z−x1w−x2

P (z, w)

dz

z

dw

w
. (3.30)

We call πG,t the infinite-volume measure.
While the statement looks almost obvious, there is a rather delicate point

related to the values of k close to k±θ,τ .

Proof of Theorem 3.8. Let us start from (2.38) and let us assume for the
moment being that all four matrices Kθτ are invertible. We recall also that
K−1
θτ (w, b) is given by (3.28).

Write M (θ,τ), M̃ (θ,τ) for the n× n matrices

M (θ,τ) = {K−1
θτ (wj , bk)}1≤j,k≤n (3.31)

and

M̃ (θ,τ) = {K̃−1
θτ (wj , bk)}1≤j,k≤n (3.32)

where K̃−1
θτ (w,b) is defined as in (3.28), except that the sum is restricted to

k ∈ Dθτ \ {k±θ,τ}.
It is easy to prove (see Appendix A):

lim
L→∞

K̃−1
θτ (wj ,bk) = K−1(xj − yk), (3.33)

where the r.h.s. was defined in (3.30). One has then

M (θ,τ) = M̃ (θ,τ) +
∑
ω=±

1

L2µ(kωθ,τ )
u(θ,τ)
ω [v(θ,τ)

ω ]T (3.34)

where u
(θ,τ)
ω , v

(θ,τ)
ω are the n−dimensional column vectors whose jth compo-

nents are

[u(θ,τ)
ω ]j = e−ik

ω
θ,τxj (3.35)

[v(θ,τ)
ω ]j = eik

ω
θ,τyj (3.36)

while vT denotes the tranpose of v. In other words, we write M (θ,τ) as
M̃ (θ,τ) plus two rank-one perturbations. We recall the so-called “Matrix
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Determinant Lemma” that states that, if M is any n × n matrix and u, v
are two n−dimensional column vectors,

det(M + u vT) = detM + vT adj(M)u, (3.37)

with adj(M) the adjugate matrix of M , i.e. the n × n matrix whose (i, j)
element equals (−1)i+j times the (i, j)-minor of M .

Applying this identity twice, we see that (we write for simplicity uω, vω

instead of u
(θ,τ)
ω , v

(θ,τ)
ω )

det(Kθτ ) det(M (θ,τ)) = det(Kθτ ) det(M̃ (θ,τ))

+
det(Kθτ )

L2µ(k+
θ,τ )

vT
+ adj(M̃ (θ,τ))u+

+
det(Kθτ )

L2µ(k−θ,τ )
vT
− adj(M̂ (θ,τ))u−,

M̂ (θ,τ) = M̃ (θ,τ) +
1

L2µ(k+
θ,τ )

u+v
T
+ (3.38)

Let us first look at the first term in the r.h.s. of (3.38) (the one not involving
uω, vω) and let us disregard the other terms for the moment. Plugging the
first term into (2.38), we see that the multi-edge probability in the l.h.s. of
(3.29) equals

1
2

∑
θ,τ=± cθτ [detKθτ ]

∏n
j=1Kθτ (ej) det{M̃ (θ,τ)}

ZGL,t
. (3.39)

Note that Kθτ (ej) = K00(ej) for L large enough, because of how we chose
the paths γ1, γ2 just before (3.7): in fact, the edges ej , j ≤ n are fixed
independently of L, while the paths γ1, γ2 are moved to infinity as L→∞,
so that they do not cross ej , j ≤ n. Recall also that | det(Kθτ )|/ZGL,t is
bounded above by 1 (cf. (3.20)). Finally, recall (3.33). Altogether, this
implies that (3.39) tends as L→∞ to the r.h.s. of (3.29).

It remains to prove that the last two terms in the r.h.s. of (3.38) give a
negligible contribution to πGL,t[

∏n
j=1 1ej ], as L→∞. We look for instance

at the former term; the one containing M̂ can be treated the same way.
Note that

vT
+ adj(M̃ (θ,τ))u+

L→∞
= O(1),

because every element of the matrix M̃ (θ,τ) and of the vectors u
(θ,τ)
+ , v

(θ,τ)
+ is

uniformly bounded, and their dimension n does not grow with L. Therefore,
to conclude the proof of the theorem it is sufficient to show that

1

L2ZGL,t

∣∣∣∣∣det(Kθτ )

µ(k−θ,τ )

∣∣∣∣∣ L→∞= o(1). (3.40)

Since µ(·) vanishes linearly at p± and, one has from item (ii) in Remark 3.6

µ(k±θτ ) = O(1/L) for every (θ, τ). (3.41)
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On the other hand, call (θ̂, τ̂) the value of (θ, τ) such that |p± − k±θτ | is
maximal. From item (iii), we see that and

|µ(k±
θ̂τ̂

)| ≥ c

L
. (3.42)

We also need the following technical fact (see Appendix A for the proof):

Lemma 3.9. There exist two L-independent constants 0 < c− < c+ < ∞
such that, for every choices of (θ, τ) and (θ′, τ ′)

c−

∣∣∣∣ µ(k+
θτ )µ(k−θτ )

µ(k+
θ′τ ′)µ(k−θ′τ ′)

∣∣∣∣ ≤ ∣∣∣∣ det(Kθτ )

det(Kθ′τ ′)

∣∣∣∣ ≤ c+

∣∣∣∣ µ(k+
θτ )µ(k−θτ )

µ(k+
θ′τ ′)µ(k−θ′τ ′)

∣∣∣∣ . (3.43)

Then, in view of ZGL,t ≥ |det(Kθ̂τ̂ )| (cf. (3.20)), the l.h.s. of (3.40) is
upper bounded by

1

L2|µ(k−θτ )|

∣∣∣∣det(Kθτ )

det(Kθ̂τ̂ )

∣∣∣∣ ≤ c+

∣∣∣∣∣ µ(k+
θτ )

L2µ(k+

θ̂τ̂
)µ(k−

θ̂τ̂
)

∣∣∣∣∣ . (3.44)

Using (3.42) and (3.41), we see that the r.h.s. is o(1) as L→∞ and (3.40)
follows.

In the proof of the Theorem, we have assumed that none of the determi-
nants det(Kθτ ) is exactly zero, since we started from (2.38). However, this
restriction is easily removed. Recall from Remark 3.6 that at most one of the
four determinants is zero for a given value of L, and let (θ0, τ0) be its label.
Note first of all that, while (3.38) is ill-defined when µ(k±θ0,τ0) = 0 (indeed,

the l.h.s. is 0×∞), this expression has a well-defined limit if µ(k±θ0,τ0)→ 0.

In fact, it is immediate to see that this limit is just

(vT
−u+)(vT

+u−)

L4

∏
k∈Dθ0τ0\{k

±
θ0,τ0

}
µ(k). (3.45)

We claim in fact that, when det(Kθ0τ0) = 0, (2.38) still holds, with

det(Kθ0τ0) det{K−1
θ0τ0

(wj ,bk)j,k≤n}
replaced by (3.45). Given this, the proof of Theorem 3.8 works exactly the
same as in the case where all determinants are non-zero. The reason why
the claim is true is that the probability in the l.h.s. of (3.45) is continuous
w.r.t. the edge weights, at fixed L. If it so happens that det(Kθ0τ0) = 0
for a given L, one can slightly change the weights t (i.e., in the case of
the hexagonal graph we are looking at, the numbers A,B,C are replaced by
A+εA′, B+εB′, C+εC ′, with ε small enugh) in such a way that det(Kθ0τ0) 6=
0 while the other three determinants are still non-zero. Letting ε → 0, one
obtains the claim.

Remark 3.10. The proof of Theorem 3.8 we have given here differs from
that in [22]. In fact, to the best of our understanding, the delicate issue of
the values of k close to k±θ,τ was not really solved there. For instance, it

is stated in [22, Sec. 4.3] that, if k±θ,τ is (dangerously) at distance � L−2

from p± for a given L and (θ, τ), then by changing L by O(
√
L) this is no

more the case. This is false in general. For instance, for the dimer model
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on Z2 with constant edge weights, the characteristic polynomial µ(·) is (cf.
Example (3.22) below)

µ(k) = 1 + ieik1 − ei(k1+k2) − ieik2 . (3.46)

It is immediately verified that p+ = (0, 0), p− = (π, π) so that for (θ, τ) =
(0, 0), k±0,0 is at distance zero from p±, for every value of L.

As another example, for the dimer model on the honeycomb graph with
A = B = C = 1, one sees (Exercise!) that detK00 = 0 whenever L is a
multiple of 3.

3.3.1. Asymptotic dimer densities. We give here a first application of The-
orem 3.8, by computing the asymptotic (for L→∞) densities of dimers of
the three types, i.e. the L→∞ limit of the probability that an edge of type
A,B, or C is occupied by a dimer.

To this purpose, take n = 1 in Theorem 3.8 and let eA, eB, eC be three
edges of type A,B,C respectively. We have

ρA := πG,t(eA ∈M) =
A

(2πi)2

∫
1

(A+B/w + Cz)

dz

z

dw

w
(3.47)

ρB := πG,t(eB ∈M) =
B

(2πi)2

∫
1

(A+B/w + Cz)

dz

z

dw

w2
(3.48)

ρC := πG,t(eC ∈M) =
C

(2πi)2

∫
1

(A+B/w + Cz)
dz
dw

w
. (3.49)

The easiest, and least interesting case, is once more that where the triangular
inequality is not satisfied for A,B,C. Say for instance that A > B + C.
Then, the contour of integration |z| = 1 contains only the pole z = 0.
Applying the residue theorem,

ρA =
A

2πi

∫
1

(A+B/w)

dw

w
. (3.50)

The integration over w is done similarly and the final result is that

ρA = 1.

In other words, the asymptotic density of horizontal dimers is 1 and the
system is said to be in a “frozen phase”

Exercise 3.11. Check that the two other integrals give zero.

The asymptotic dimer densities are more interesting when the triangle
condition is satisfied:

Exercise 3.12. Check (again by an application of the residue theorem) the
following: if A,B,C satisfy the triangle condition, then

ρA = θA/π, ρB = θB/π, ρC = θC/π

where, given a triangle of side lengths A,B,C, we denote θA, θB, θC the
angles opposite to sides of lenght A,B,C respectively.

Hints (for ρA; the other computations are analogous):

• the poles in z are z = 0 and z = z0(w) = −(A+B/w)/C;
• check that if both are inside the contour |z| = 1, then the integral in
z gives zero (deform the contour to a circle of radius R and send R
to ∞);
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• what remains is then

1

2πi

∫
|w|=1:|z0(w)|>1

1

w +B/A
dw; (3.51)

• with w = eiθ, note that the domain of integration becomes the portion
of contour from w0 := ei(π−θC) to w0;
• do the integral and use simple trigonometry to obtain the result (π−
θB − θC)/π = θA/π.

Exercise 3.13. Compute the asymptotic dimer densities ρA, ρB, ρC by tak-
ing the derivatives of F (A,B,C) with respect to logA, logB, logC respec-
tively, and check that one obtains the same result as above. This is a bit
tricky because of the absolute value in (3.16), or because of the branch cut
in (3.18).

3.4. Large distance behavior of K−1. From the definition, we see that
K−1(x) is the Fourier coefficient of frequencies x ∈ Z2 of the function 1/µ(·),
that is a periodic function on the torus [−π, π]2. If 1/µ were C∞, it would
be a standard fact to see that K−1(x) decays faster than any power of |x|,
for |x| → ∞.

Exercise 3.14. Prove this, using integration by parts.

Instead, we know that 1/µ has two simple poles at p+ and p− = −p+. As
a consequence, K−1(·) decays much more slowly at large distance. Let us
see precisely how.

Remark first of all that

µ(k) = α±(k1 − p±1 ) + β±(k2 − p±2 ) +O(|k − p±|2) (3.52)

α± := iCeip
±
1 , β± := −iBe−ip±2 (3.53)

around k = p±. Note that

α+ = −α−, β+ = −β−, (3.54)

so that we may write

αω = ωα1 + iα2, βω = ωβ1 + iβ2, ω = ±, (3.55)

with αj , βj real. If one argues that the leading contribution to K−1(x) is
given by the integral around the poles and replaces µ by its linear approxi-
mation around them, i.e. replaces the integral in (3.30) with

1

(2π)2

∑
ε=±

∫
R2

e−ikx
1

αε(k1 − pε1) + βε(k2 − pε2)
, (3.56)

then (ignoring the fact that the integral is not absolutely convergent) the
integral in (3.56) can be computed via the residue theorem and the result
correctly gives the leading term in Eq. (3.57) below.

It is actually not hard to justify these approximations:

Proposition 3.15. One has

K−1(x) =
1

π
<
[
e−ip

+x

φ(x)

]
+O(|x|−2) (3.57)
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as |x| → ∞, where

φ(x) := −β+x1 + α+x2. (3.58)

Remark 3.16. Note that, using (3.19), one has

α+

β+
=
C

B
eiθA .

Under our assumption that the triangular inequality holds (strictly) for A,B,C,
the angle θA is in (0, π), and therefore the ratio α+/β+ is not real. In other
words, α+, β+ are not colinear and the map R2 3 z 7→ φ(z) ∈ C spans the
whole complex plane. For the same reason, whenever |x| tends to infinity,
we can bound

c1|x| ≤ |φ(x)| ≤ c2|x| (3.59)

for some finite and non-zero constants c1, c2. This would not be the case if
α+, β+ were colinear. Indeed, if α+ = γβ+ with γ ∈ R, then φ(bγx1c, x1) =
O(1) even for large x1.

Remark 3.17 (Dimer-dimer correlations). Let e1, e2 be two (L-independent)
edges of GL, with coordinates xi, yi for their white/black endpoints. From
Theorem 3.8 we see that

lim
L→∞

πGL,t[ei ∈M ] = K00(ei)K
−1(xi − yi), i = 1, 2 (3.60)

and

lim
L→∞

{
πGL,t[e1 ∈M, e2 ∈M ]− πGL,t(e1 ∈M)πGL,t(e2 ∈M)

}
(3.61)

= −K00(e1)K00(e2)K−1(x1 − y2)K−1(x2 − y1). (3.62)

From (3.59) we see that the dimer-dimer correlation (that we denote also
πGL,t(e1 ∈M ; e2 ∈M)) decays in absolute value like the inverse of the square
of the distance beween the two edges, with certain oscillatory pre-factors (due
to the complex exponential exp(−ip+x)) that will play an important role later
(see Section 5).

Proof of Proposition 3.15. For |x| → ∞, either x1 or x2 is large. Assume
the former is the case, and assume also that x1 is negative (the opposite
case can be treated analogously). We start from the integral (3.30). Let us
integrate on z first. The only pole is at z0(w) = −(A + B/w)/C (because
−x1 − 1 ≥ 0). One gets then

1

2πiC

∫
w:|z0(w)|<1

z0(w)−x1−1w−x2
dw

w
(3.63)

=
1

2πC

∫ π+θC

π−θC
dθe−iθx2

[
−A+Be−iθ

C

]−x1−1

(3.64)

=
1

πC
<
{∫ π

π−θC
dθe−iθx2

[
−A+Be−iθ

C

]−x1−1
}

(3.65)

where in the second expression we wrote w = eiθ and noticed that |w0(z)| < 1
is equivalent to θ ∈ (π − θC , π + θC). Set θ = π − θC + u and observe that
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[−(A+Be−i(u+π−θC))/C] equals exp(i(−θB+π)) for u = 0 and has absolute
value smaller than 1 for u ∈ (0, π]. Also,

−A+Be−i(u+π−θC)

C
= exp(i(−θB + π))e−iuβ

+/α++O(u2) (3.66)

and, by the previous remark, the second complex exponential has absolute
value smaller than 1. Equation (3.63) then reduces to

1

πC
<
{
e−i(π−θC)x2ei(θB−π)(x1+1)

∫ θC

0
du e−iux2+i(u+O(u2))β+/α+(x1+1)

}
.(3.67)

Since x1 is large and negative, the integral is dominated by the contribution
for u . 1/|x1|. We can therefore neglect the O(u2) error and extend the
domain of integration up to infinity, getting

1

πC
<
{
e−i(π−θC)x2ei(θB−π)(x1+1)

∫ +∞

0
du e−iux2+iuβ+/α+(x1+1)

}
(3.68)

=
1

πC
<
[
e−i(π−θC)x2ei(θB−π)(x1+1) α+

ix2α+ − iβ+x1

]
+O(|x|−2). (3.69)

Recalling the definitions of α+ and of p+, we see that the r.h.s. is the same
as that of (3.57).

Exercise 3.18. Prove that x = (n, n) with n ∈ Z \ {0}, then

K−1(x) = −sin(n(θB + θC))

πnA
. (3.70)

Hint: Say that n < 0. Start from the first line of (3.63) with x1 = x2 = n
and compute the integral in the complex plane, using that the primitive of

w−n−1z0(w)−n−1

is
C

An
w−nz0(w)−n.

Exercise 3.19 (Dimers and determinantal proint process). Deduce from
the previous exercise that the set of occupied horizontal dimers in a given
horizontal column is a determinantal point process with kernel given by the
so-called “sine kernel”

S(n) := −sin(n(θB + θC))

πn
, n 6= 0, S(0) = ρA.

I.e. let ēn be the horizontal edge with black and white endpoints both of
coordinate (n, n). Then

π(ēn1 , . . . , ēnk ∈M) = det[S(ni − nj)]i,j≤k. (3.71)

The kernel S(·) is called “sine kernel”; note that S(n) = S(−n), so that the
kernel is symmetric. Determinantal point processes (with symmetric kernel)
have a lot of interesting structure, see [28]. Let us give two properties here:

• Let NN the number of particles in [1, . . . , N ] (in our case, of hor-
izontal dimers on edges ēn, 1 ≤ n ≤ N). If the variance of NN
tends to infinity as N → ∞, then the rescaled number NN :=
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(NN − ENN )/
√

VarNN tends, as N → ∞, to a standard Gauss-
ian Normal random variable. See [28, Th. 8]. In the case for the
sine kernel it can be seen by hand [20, Sec. 6.3], and also follows
from Section 5 below, that the variance grows logarithmically with
N . Note that the particle occupation variables are not at all i.i.d.
(in which case the variance would grow like N instead); this makes
this CLT all the more non-trivial.
• Let λ1, . . . , λN the eigenvalues of the matrix SN = {S(i−j)}1≤i,j≤N .

The λi are real, since the matrix is symmetric. Also, they are non-
negative, since its minors (being probabilities of events) are all non-
negative. Finally, they do not exceed the value 1. This is proven
in the general setting e.g. in [1, Th. 22]; in our case it can also
be presumably proven by hand. In conclusion, λi ∈ [0, 1]. Then,

one can see that NN has the same law of the sum Y =
∑N

i=1Xi,
where the Xi are independent Bernoulli variables, with parameters
λi. (Check as an exercise that Y and NN have the same mean and
variance).

3.5. General bipartite, periodic toroidal graphs. We worked out in de-
tail the diagonalization of the Kasteleyn matrix, the computation of the free
energy and of infinite-volume correlations (and their long-distance asymp-
totics) in the case of the hexagonal lattice H with “minimal fundamental
domain” consisting of two vertices. Let us explain here how things work in
the more general case of bipartite, periodic planar graphs, where in general
the fundamental domain contains n white and n black vertices.

Look for instance at the square-octagon graph of Fig. 13. The minimal
fundamental domain, encircled, contains 4 white and 4 black vertices.

As usual, we periodize the graph with period L in both directions. Note
that the graph GL thus obtained contains nL2 vertices of each color. Call as
usual Kθτ , θ, τ ∈ {0, 1} the four nL2 × nL2-dimensional Kasteleyn matrices
on the torus, constructed as in Section 2.4. In the case of the hexagonal
graph, where n = 1, we have diagonalized K as K̂ = P−1KP where P is
the matrix whose columns are all the distinct Fourier eigenfunctions fk(·),
k ∈ Dθ,τ and consequently the lines of P−1 are given by f̄k(·). In other words,

in the Fourier basis the matrix K̂ is diagonal and the diagonal elements are
µ(k). Then, the determinant of Kθτ is just the product over k ∈ Dθ,τ of
µ(k). The situation is slightly more complicated for n > 1. I.e., for k ∈ Dθ,τ
and 1 ≤ a ≤ n we define

fa,k : (x ∈ ΛL, a
′ ∈ {1, . . . , n}) 7→ fa,k(x, a

′) :=
1

L
e−ikx1a′=a, (3.72)

to be seen as a function of white sites (indexed by coordinates x and a′).
Note that for every choice of θ, τ there are nL2 such functions, and they
are orthonormal. However, they are not necessarily eigenfunctions of Kθτ ,
but almost: the function [Kθτfk,a](·) is a linear combination of fk,a′(·) for
different a′, but for the same k. More precisely, label in some arbitrary way
as k1, . . . kL2 the elements of Dθ,τ and let P be the matrix whose first n
columns are the functions fk1,1(·), . . . , fk1,n(·) and so on until the last one
that is fkL2 ,n. Then:
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ê1

ê2

1 1

2

2

33

4

4

x = (x1, x2)

b′

Figure 13. The square-octagon graph with its fundamental
domain. All edge weights equal 1, for simplicity. The graph is
invariant under translations by nê1+mê2, n,m ∈ Z. A vertex
is identified by: (1) its color, (2) the coordinates (x1, x2) of
the fundamental domain it belongs to and (3) by the index
a ∈ {1, . . . , 4} specifying its position inside the fundamental
domain. For instance, the black vertex b has coordinates
(x1, x2 + 1) and a = 2.

Theorem 3.20. The matrix P−1KθτP is block-diagonal, with block of size
n. Each block corresponds to a value ki, i ≤ L2. The block corresponding to
the value k is a n× n matrix M(k) = {M(a, a′; k)}a,a′≤n where

M(a, a′; k) =
∑
e:a

e∼a′
Kee

−ikxe . (3.73)

In this formula, the sum runs over all edges joining the black vertex b of type
a in the fundamental domain of coordinates x = (0, 0) to a white vertex w
of type a′ (w can be either in the same fundamental domain or in another
one); Ke is the Kasteleyn matrix element of K0,0 corresponding to edge
(w, b); xe ∈ Z2 is the coordinate of the fundamental domain to which w
belongs.

Moreover,

det(Kθτ ) =
∏

k∈Dθτ
µ(k), µ(k) := detM(k). (3.74)

Proof. We will be sketchy, as the proof is similar to what we did for the
honeycomb lattice already. The matrix element of P−1KθτP on row labelled
k, a and column k′, a′ is

1

L2

∑
b

∑
w

Kθτ (b, w)eikx(b)−ik′x(w)1a(b)=a1a(w)=a′ (3.75)
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where the sum runs over black vertices b, whose coordinates are denoted
x(b) and whose type is denoted a(b) and white vertices w of coordinates
x(w) and type a(w). Given the black vertex b of coordinate x(b) and type
a, we have that∑

w

Kθτ (b, w)e−ik
′x(w)1a(w)=a′ = e−ik

′x ×M(a, a′; k′), (3.76)

with M(·) defined in (3.73). Here we have used translation invariance of the
graph and the fact that k ∈ Dθτ . At this point, the sum over b (constrained
to be of type a) can be performed in (3.75) and one gets the indicator
function that k = k′ times M(a, a′; k) as desired.

Example 3.21 (Hexagonal graph). Just to check things, let us look at the
usual hexagonal graph, see Fig. 9. Here, n = 1 so that M(k) is just a
number. There are three edges connecting the black vertex of coordinates 0
to a white vertex: the horizontal edge (and this contributes A to (3.73)),
the north-west oriented edge that connects to the white vertex of coordinates
(0, 1) and contributes Be−ik2, and the north-east oriented edge that connects
to the white vertex (−1, 0) and contributes Ceik1. Altogether M(k) equals
what we called µ(k) earlier and (3.74) reduces to the formula we already
knew.

Example 3.22. [Square graph] Another well-studied example is that of the
square lattice Z2 with minimal fundamental domain consisting of two ver-
tices. See Figure 14. Note that we may set t4 := 1 by multiplying all weights
by a common factor. Also, we will see in Section 4.1 that the case t1t3 = t2
is particularly natural. With the choice of Kasteleyn matrix elements as in
the figure, check as an exercise that

µ(k) = t1 + it2e
ik1 − t3ei(k1+k2) − it4eik2 . (3.77)

Example 3.23 (Square-octagon graph). Consider the graph of Fig. 13 and
assume for simplicity that all edge weights equal 1. A possible Kasteleyn
matrix for the infinite graph consists in taking all non-zero matrix elements
equal 1, except for horizontal edges with the black vertex on the left, for
which the matrix element is −1. Then, check that

M(k) =


−1 0 eik2 1
1 1 0 −e−ik1

e−ik2 1 1 0
0 eik1 1 1

 (3.78)

µ(k) = −5 + eik1 + e−ik1 + eik2 + e−ik2 (3.79)

Assuming that detKθτ 6= 0, so that in particular each M(k) is invertible,
the inverse matrix K−1

θτ is simply given by

K−1
θ,τ (w,b) =

1

L2

∑
k∈Dθτ

[M(k)]−1
a,a′e

−ik(x−x′). (3.80)

where w (resp. b) is a white (black) vertex of type a (a′) and coordinates x
(resp. x′).
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t1

it2

−t3

−it4

~e2

~e1

Figure 14. The square lattice with its fundamental domain
(encircled; the black and white vertex in the same funda-
mental domain have the same coordinates x = (x1, x2)), the
elementary vectors ~e1, ~e2 that serve for the definition of co-
ordinates of vertices. Next to the four edges incident to the
central black vertices are marked the values of the Kasteleyn
matrix elements K(b, w) (the Kasteleyn matrix is invariant
under translations by n~e1 +m~e2.

3.6. Phase structure: liquid, frozen and gaseous phases. Once we
get to (3.74), we would like to go back to Eqs. (2.14) and (2.38) and to
repeat the arguments of Section 3.2 to compute the infinite volume of the
free energy as

lim
L→∞

1

L2
logZGL,t =

1

(2π)2

∫
[−π,π]2

log |µ(k)|. (3.81)

Also, one would like to prove that the analog of Theorem 3.8 holds. Namely,
if the edge ei has white vertex of coordinates xi, ai and black vertex of
coordinates yi, a

′
i then the l.h.s. of (3.29) tends to

πG,t(e1, . . . , en ∈M) :=
n∏
j=1

K00(ej)× det{K−1
ai,a′j

(xi − yj)i,j≤k} (3.82)

where

Ka,a′(x− x′) := lim
L→∞

K−1
θ,τ (w, b) =

1

(2π)2

∫
[−π,π]2

[M(k)]−1
a,a′e

−ik(x−x′).(3.83)

As we saw in Sections 3.2 and 3.3 for the hexagonal graph, for the proof
of Theorems 3.3 and 3.8 and for the study of the long-distance behavior
of K−1 (Proposition 3.15), it is of primary importance to know what are
the zeros of µ(·) and the asymptotic behavior of µ close to them. For the
hexagonal graph with elementary fundamental domain it was immediate to
study the zeros of µ, as a function of the weights A,B,C. Accordingly, we
saw that the infinite-volume measure πG,t obtained as the L → ∞ limit of
the measure on the torus of period L can be of the following two types:
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• If A,B,C satisfy the triangle condition then µ has two simple zeros.
All three types of dimers have a non-zero asymptotic density, and
the inverse Kasteleyn matrix decays like the inverse of the distance.
Then, πG,t is called (with the nomenclature of [22]) a “liquid phase”.
• If one of the three weights is strictly larger than the sum of the

other two, then µ has no zeros and the dimers of the corresponding
type have asymptotic density 1. Therefore, in the L → ∞ limit
there are no fluctuations in πG,t and we have a so-called “frozen
phase”. In general, πG,t is called “frozen” in [22] if there exist faces
f, f ′ arbitrarily far away such that the difference h(f) − h(f ′) is
deterministic.
• we have not really proved this, but in the limit case where one of the

weights equals the sum of the other two, then the two zeros coincide
and at least one of the dimer densities is asymptotically zero (recall
the geometric interpretation ρA = θA/π etc, and note that when
the triangle degenerates to a segment, either one or two angles tend
to zero; the other two tend to any two angles summing to π). In
this case, fluctuations in πG,t are non-zero, if two limit densities are
both zero. However, πG,t is still frozen, in the sense defined in the
previous point. See Fig. 15.

f

f ′

Figure 15. Assume that B = C > 0, while A = 0. Then,
the densities of dimers of types of types B and C is 1/2 and
there are no dimers of type A, as in the picture. Then, it
is clear that the height difference between two faces in the
same vertical column (say, f and f ′) is deterministic (recall
the definition of height function, as in Section 1.1).
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In the general case of a graph G with elementary domain containing n > 1
black/white vertices, the study of the zeros of the so-called “characteristic
polynomial”

P (z, w) := µ(−i log z,−i logw)

on {(z, w) ∈ C2 : |z| = |w| = 1} requires deeper algebraic ideas that we
do not explain here, referring the interested reader to [22]. Let us mention
here only the following (see also the discussion in Remark 4.7 below). In the
general case, three situations can happen (excluding degenerate limit cases
like that where A = B + C in the hexagonal graph):

(1) µ has two simple zeros p+ = −p− and α±, β±, defined as in (3.52),
satisfy αω/βω 6∈ R. Then the inverse Kasteleyn matrix decays like
the inverse distance (liquid phase);

(2) µ has no zeros and the limit measure is frozen, in the sense above;
(3) µ has no zeros, the inverse Kasteleyn matrix decays exponentially

with distance but there are no arbitrarily far away faces f, f ′ such
that h(f)−h(f ′) is deterministic. In the third kind of situation, the
limit measure πG,t is called a gaseous phase in [22]. This situation
cannot happen on graphs with elementary fundamental domain (n =
1). Perhaps the simplest example where a gaseous phase occurs is
the square-octagon graph of Fig 13 with constant weights. Note by
the way that µ in (3.79) clearly has no zeros for |z| = |w| = 1.
Another well-known case is that of the square grid with weights that
are periodic only under even translations of the lattice, as in Fig.
12.

Given this input, it is not hard to check that the arguments of Sections
3.2 and 3.3 still work and one finds indeed (3.81) and (3.82).

Exercise 3.24. Compute the characteristic polynomial for the graph 12 and
verify that it has no zeros if a 6= 1.

4. Surface tension, large deviation principle and Limit shape

4.1. Height change and Legendre duality. Suppose we have an infinite,
periodic, planar weighted graph G (with weights t) and we consider its L-
periodization GL, as in Section 2.4. We know how to compute its partition
function ZGL,t, via Theorem 2.14, and its infinite-volume free energy and
infinite-volume correlations, as explained in Sections 3.2 and 3.3 in the case
of the hexagonal graph with minimal fundamental domain consisting of just
two vertices. Here, we will learn how to compute infinite-volume free energy
and correlations for the model “with imposed slope”.

Recall from Section 1.1 that on the toroidal (therefore not planar) graph
GL, the height function is not well-defined. However, given the oriented
self-avoiding paths γ1, γ2 of Section 2.4 (recall that γ1 has winding number
(1, 0) and γ2 has winding (0, 1)) and given a dimer configuration M ∈ ΩGL ,
let

∆j(M) =
∑
e∼γj

σe(1e∈M − 1e∈M0) =
∑
e∼γj

σe 1e∈M + LKj , j = 1, 2, (4.1)

where:
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• the sum runs over the edges crossed by γj ;
• σe,M0 are as in (3.4); we assume that the reference configuration
M0 has been chosen to have the same periodicity as the weights t;
• Kj = −(1/L)

∑
e∼γj σe1e∈M0 is an L-independent constant that de-

pends on the choice of M0.

We will refer to ∆j(M) as to the height change of M in direction j and to
∆j(M)/L as to the j-th component of the slope of M . Given ∆ ∈ Z2, we let
ΩGL(∆) be the subset of ΩGL consisting of configurations with height change
equal ∆ = (∆1,∆2). It is natural to introduce the probability measure

πL,∆(M) :=
wt(M)

ZL,∆
, M ∈ ΩGL(∆)

ZL,∆ :=
∑

M∈ΩGL (∆)

wt(M) (4.2)

where as usual wt(M) :=
∏
e∈M te. (We drop the explicit dependence of the

measure and of the partition function on the weights, to lighten notations).
Note that πL,∆ is just the restriction of πGL,t to ΩGL(∆).

We would like now to study the asymptotic (in L) properties of the mea-
sure πL,∆, especially in terms of free energy. This will be a crucial ingredient
for the variational problem that determines the “macroscopic shape”, as dis-
cussed in next section. In principle, Kasteleyn’s theory does not provide a
formula to compute the partition function ZL,∆ “with fixed height change”.
However, we can resort to a classical trick of statistical mechanics, known as
“equivalence of ensembles” or “Legendre duality”. In simple words, the idea
is to replace the “micro-canonical” measure with constraint on the height
change by a “gran-canonical” measure where the height change is not fixed,
but a Lagrange multiplier suitably modifies the edge weights, thereby im-
posing the desired (average) height change. The fluctuations of ∆/L in the
gran-canonical measure tend to zero as L→∞, so the micro-canonical and
gran-canonical measures are actually close in a sense. This is a bit like im-
posing a given average magnetization for the Ising model by introducing a
suitably chosen magnetic field instead of directly fixing the value of the sum
of the spin variables.

Let us see how this works in practice. First of all it is easy to see, using the
ideas of Section 1.1, that ∆1(M) is unchanged if the path γ1 is translated in
direction ~e2, and similarly ∆2(M) is unchanged if the path γ2 is translated

in direction ~e1. We let γ
(i)
1 , i = 1, . . . , L be the distinct translations of γ1

in direction ~e2, and similarly for γ
(i)
2 , i = 1, . . . , L. Next, given “magnetic

fields”4 B = (B1, B2) ∈ R2, we introduce modified edge weights simply by

multiplying an edge weight te by eBj(N
+
j −N

−
j ) where N+

j (resp. N−j ) is the

number of paths γ
(i)
j , i ≤ L that cross e leaving its white endpoint on the

right (resp. on the left). If the original edge weights were called t, the new

one will be denoted t(B).

4The name “magnetic fields” is used due the above analogy with the Ising model



LECTURE NOTES ON THE DIMER MODEL 41

Example 4.1. Suppose that the initial graph is the hexagonal lattice H
with weights identically equal to 1. After the magnetic transformations,
one obtains the usual A,B,C weighted hexagonal graph, with A = 1, B =
e−B1 , C = e−B2. Note that, by choosing a suitable (B1, B2) ∈ R2, we can
obtain any weights A,B,C (recall that we can set one weights, say A, to one
by multiplying all of them by a common prefactor).

Example 4.2. Suppose that the initial graph G is the square lattice Z2 with
weghts identically equal to 1. A look at Figure 10 shows that the magnetic
transformation turns the weights into those of Figure 14 with t1 = e−B1 , t2 =
e−B1−B2 , t3 = e−B2 and t4 = 1. Note that t1t3 = t2.

The partition function of the dimer model with magnetically modified
weights can be trivially written as

ZGL,t(B) =
∑
∆

∑
M∈ΩGL (∆)

wt(B)(M), (4.3)

where the sum runs over all values of ∆ such that ΩGL(∆) 6= ∅. Now, write

wt(B)(M) = wt(M)e
∑
e∈E 1e∈M

∑
j=1,2 Bj

∑L
i=1 χi,j(e) (4.4)

= wt(M)e
∑2
j=1 LBj(∆j(M)−LKj) (4.5)

where:

• in the exponent the first sum runs over all edges of GL,

• χi,j(e) equals +1 (resp. −1) if path γ
(i)
j crosses e leaving the white

endpoint to the right (resp. left) and 0 if it does not cross it;
• Kj is the same constant as in (4.1).

As a consequence, the partition function (4.3) is given by a linear com-
bination of the partition functions ZL,∆, each of them weighted with the
exponential of the height change multiplied by the magnetic field:

ZGL,t(B) = e−L
2B·K∑

∆

eLB·∆ZL,∆. (4.6)

The “magnetically modified” dimer model (on the torus) can be solved by
discrete Fourier analysis, as we did in Sections 3.2 and 3.3 and, more gener-
ally, 3.5. We call µ(B)(·) its characteristic polynomial and we assume that
its zeros are such that (3.81) holds (there is actually no loss of generality in
this; see Remark 4.7 below). We let

Ft(B) = lim
L→∞

1

L2
logZGL,t(B) =

1

(2π)2

∫
[−π,π]2

dk log |µ(B)(k)|.

On the other hand, setting

ρ = (ρ1, ρ2) := (∆1/L,∆2/L),

we see from (4.6) that this implies

σ∗t (B) := Ft(B) +K ·B = lim
L→∞

1

L2
log
∑
ρ

e
L2

[
B·ρ+ 1

L2 logZL,Lρ

]
(4.7)

(the “∗” in σ∗ is because we are actually rather interested in the Legendre
transform σ(·) of σ∗(·)). Intuitively, the r.h.s. should be dominated by the



42 FABIO LUCIO TONINELLI

value of ρ such that the quantity in square parenthesis is maximal. The sum
over ρ runs over the values such that Lρ is in Z2.

Recall that σ∗t (B) is a convex function of B (being the limit of convex

functions). Define its Legendre transform as

σt(ρ) := sup
B
{ρ ·B − σ∗t (B)}, ρ ∈ R2, (4.8)

that is a convex function of ρ and as usual we have, by duality,

σ∗t (B) = sup
ρ
{ρ ·B − σt(ρ)}. (4.9)

Usually the function σt(·) is referred to as “surface tension”. We let N be
the set where σt(·) is strictly convex.

Remark 4.3. In the hexagonal graph case with constant weights t ≡ 1, the
function σ∗(·) is strictly convex on the simply connected set

B = {B = (B1, B2) : (1, e−B1 , e−B2) satisfy the strict triangle condition}(4.10)

while it is not strictly convex outside. In fact,

∂BjF1(B) = −e−Bj∂
e−BjF1(B)

that, in view of Example 4.1, is minus the density of north-west (if j = 1)
or north-east oriented dimers. We know that if, say, 1 > e−B1 + e−B2 then
north-east and north-west oriented dimers have both density zero, i.e. the
gradient of F1(·) is constant, i.e. the function is not strictly convex. A

similar argument holds when either e−B1 or e−B2 exceeds the sum of the
oher two weights. Conversely, if (1, e−B1 , e−B2) satisfy strictly the triangle
condition, then the dimer densities (i.e. the angles of the triangle with those
side-lengths) are bijectively determined by B. Therefore, the gradient of
F1(·) cannot take the same value for two different values of B, and (4.10)
follows.

The surface tension σ(·) can be computed by evaluating explicitly the Le-
gendre transform and the result is that, if ρ = K + r, then [20]

σ(ρ) =

{
1
π [Λ(−πr1) + Λ(−πr2) + Λ(π(1 + r1 + r2))] ≤ 0, r ∈ T ∪ ∂T

+∞ otherwise
(4.11)

with

Λ(θ) =

∫ θ

0
ln(2 sin(t))dt

and T the triangle

T = {ρ ∈ R2 : −1 < ρ1 < 0,−1 < ρ2 < 0,−1 < ρ1 + ρ2 < 0}. (4.12)

One can check that this expression vanishes for r ∈ ∂T and is strictly nega-
tive, strictly convex and smooth for r ∈ T . In particular, N = T +K

Similarly, for the dimer model on Z2 with constant weights t ≡ 1, the
function σ∗t (·) is strictly convex on a simply connected set B and its Legendre

transform σt(·) is strictly convex, smooth and strictly negative is the open
square of vertices

(−1, 0), (0, 0), (0,−1), (−1,−1),

translated by K, and +∞ outside. Actually, for the surface tension one finds
an expression similar to (4.11).
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Exercise 4.4. Compute B for the dimer model on Z2 and constant weights.

Let us now go back to the problem of studying the constrained measure
πL,∆. We will deduce from (4.7) a Large Deviation Principle-type statement
that essentially says that the probability that the height change ∆ takes some
value ρL, for the original model with unmodified weights t, is at leading order

exp[−L2(Ft(0) + σt(ρ))]. (4.13)

Note that −σt(ρ) has the interpretation of an entropy per unit volume, being
approximately 1/L2 times the logarithm of the number of configurations
with height change close to ρL. Note also that Ft(0) is just the infinite-
volume free energy of the model with unmodfied weights t.

The following is a rigorous version of the above statement:

Theorem 4.5. For ρ ∈ R2 and ε > 0, let U(ρ, ε) be the ball of R2 of radius
ε centered at ρ.

Let also

PL,ρ,ε := πGL,t

(
∆(M)

L
∈ U(ρ, ε)

)
. (4.14)

Then, for ρ in the interior of N (the set where the surface tension is strictly
convex)

lim sup
L→∞

1

L2
logPL,ρ,ε ≤ −(Ft(0) + σt(ρ)) +O(ε) (4.15)

and

lim inf
L→∞

1

L2
logPL,ρ,ε ≥ −(Ft(0) + σt(ρ))−O(ε). (4.16)

Remark 4.6. From Theorem 4.5 is is clear that −σt(ρ) ≤ Ft(0) for every
ρ, and actually the maximum of −σt(·) equals Ft(0), as follows from (4.9).
The value ρ∗(0) of ρ that maximizes −(Ft(0) + σ(ρ)), i.e. that minimizes
σt(ρ), is therefore the typical value of ∆(M)/L under the measure πGL,t. It
is related to σ∗t (·) by

ρ∗(0) = ∇Bσ∗t (0), (4.17)

assuming that σ∗(·) is differentiable at 0. More generally, under πGL,t(B),

the typical value of ∆(M)/L is

ρ∗(B) := ∇Bσ∗(B). (4.18)

Proof. For simplicity of exposition, we will suppose that the surface tension
is not only strictly convex at ρ, but also differentiable (this is not really a
loss of generality, since a convex function is differentiable almost everywhere
and we can always slightly move the center of the ball U(ρ, ε)).

Let

ZL,ρ,ε :=
∑

∆/L∈U(ρ,ε)

ZL,∆. (4.19)

We have from (4.6), for any choice of B,

1

L2
logZL,ρ,ε ≤ B · (K − ρ) +

1

L2
logZGL,t(B) + |B|ε. (4.20)
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Choosing the value B∗(ρ) that realizes the supremum in (4.8)5, taking the
limsup w.r.t. L and recalling that 1

L2 logZGL,t converges to Ft(0) gives the
upper bound (4.15).

As for the lower bound, assume by contradiction that

ZL,ρ,ε ≤ e−L
2[σt(ρ)+Mε] (4.21)

for some large M . Given R > 0 define

σ
(R)
t (ρ) := sup

|B|≤R

{
ρ ·B − σ∗t (B)

}
(4.22)

to be compared with (4.8). Note that its Legendre transform σ
∗,(R)
t (B)

coincides with σ∗t (B) if |B| < R and is +∞ if |B| > R. The possible values

of ∆/L are in a compact, L-independent set C. Let ρi be a finite collection of
O(δ−2) points of C \U(ρ, ε) such that the union of U(ρi, δ) covers C \U(ρ, ε).
Using (4.21) we have

Zt(B∗(ρ))e
L2B∗(ρ)·K ≤

∑
∆/L∈U(ρ,ε)

ZL,∆e
LB∗(ρ)·∆+

∑
i

∑
∆/L∈U(ρi,δ)

ZL,∆e
LB∗(ρ)·∆

≤ eL2[B∗(ρ)·ρ+ε|B∗(ρ)|−σt(ρ)−Mε] + eL
2δ|B∗(ρ)|∑

i

eL
2[B∗(ρ)·ρi+ 1

L2 logZL,ρi,δ]

= eL
2[σ∗t (B∗(ρ))+ε(|B∗(ρ)|−M)] + eL

2δ|B∗(ρ)|∑
i

eL
2[B∗(ρ)·ρi+ 1

L2 logZL,ρi,δ].

(4.23)

FixR > 0 large enough (how large, not depending on ε or δ) so that σ
(R)
t (·)

defined in (4.22) coincides with σt(·) in an ε-independent neighborhood of
ρ. Given ρi, let Bi be a value of B that realizes the supremum in (4.22).
From (4.20) we see that

1

L2
logZL,ρi,δ ≤ −Bi · ρi + σ∗t (Bi) + o(1) +Rδ (4.24)

= −σ(R)
t (ρi) + o(1) +Rδ, (4.25)

where o(1) vanishes as L→∞.

Since σt(·) (and therefore σ
(R)
t (·)) is strictly convex around ρ, it follows

that

sup
ρ′ 6∈U(ρ,ε)

[B∗(ρ) · ρ′ − σ(R)
t (ρ′)] ≤ σ∗t (B∗(ρ))− c(ε) (4.26)

for some c(ε) > 0. In fact, if (4.26) fails then

B∗(ρ) · (ρ′ − ρ) = ∇σ(R)
t (ρ) · (ρ′ − ρ) = σ

(R)
t (ρ′)− σ(R)

t (ρ) (4.27)

for some ρ′ 6= ρ, which contradicts strict convexity. Putting together (4.23),
(4.24) and (4.26) we get

eL
2[σ∗t (B∗(ρ))+o(1)] = Zt(B∗(ρ))e

L2B∗(ρ)·K

≤ eL2[σ∗t (B)−ε(M−|B∗(ρ)|)] + eL
2[σ∗t (B∗(ρ))−c(ε)+δR+o(1)] × const× δ−2. (4.28)

5B∗(ρ) is easily seen to be finite because ρ is in the interior of the region where σt(·)
is finite. Actually, B∗(ρ) = ∇σt(ρ).
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This is a contradiction if M > |B∗(ρ)| and Rδ < c(ε).

Remark 4.7. In general, the set B where σ∗t is strictly convex is called,
in the language of algebraic geometry, the “amoeba” of the characteristic
polynomial P (z, w) = µ(−i log z,−i logw). For general bipartite, periodic
weighted graphs, in general B is not simply connected. The complemen-
tary of B contains both unbounded components Ui and bounded connected
components, or “holes”, Hi. σ

∗
t (·) is affine on each component of the com-

plementary of B. The slope ρi of σ∗t (·) in Hi is in the interior of N (the

set where the surface tension is strictly convex). On Ui, instead, the slope
is “extremal” (i.e. it belongs to the boundary ∂N). This has interesting
consequences, as discovered in [22]. Namely, each “hole” H1, . . . ,Hk of B
corresponds to a “gaseous phases” of the model. I.e., if B is in Hn, then
the limit measure πG,t(B) is gaseous (in the sense of having exponentially

decaying correlations, cf. Section 3.5) and it depends only on n (i.e. two
values of B in the same hole yield the same infinite-volume measure). The
typical slope under πG,t(B), for B ∈ Hi, equals ρi, the slope of the affine

function σ∗t (·) in Hi. Correspondingly, σt has a conical singularity at ρi,

where it is not C1. The case where B belongs to an unbounded component
Ui corresponds instead to the case where πG,t(B) is a “frozen phase” with
extremal slope in ∂N .

Finally, the generic point6 B ∈ B corresponds to a “liquid phase” πG,t(B),
whose characteristic polynomial has two simple zeros.

We refer to [22] for a more complete discussion.

4.2. Macroscopic shape. In many situations, a typical random dimer con-
figuration M of a finite, large graph G has the following two features:

• if the lattice spacing is rescaled by 1/L, with L the diameter of
L, so that the diameter of the graph becomes of order one, then the
height function hM (·), also rescaled by the L, tends to a deterministic
function φ̄(·) (“limit shape”, or “macroscopic profile”);
• the profile φ̄(·) is in general non linear and depends on the detail of

the boundary of G.

See for instance Figures 4 and 16 in [20], in the case of the dimer model on
the hexagonal graph.

The purpose of this section is two-fold:

• to explain how the limit shape is determined by a variational prin-
ciple, involving the “surface tension” σt(·) that we computed in the
previous section;
• to explain how the same variational principle also gives the asymp-

totics of the free energy per unit volume of the dimer model in the
large graph G.

Let us start by recalling (cf. also Remark 3.1) that for more conven-
tional statistical mechanics models without “hard constraints”, like the Ising

6For special choices of the weights, a hole Hi can shrink to a point. The corresponding
value B would not be a “generic point B”
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model, the free energy logZΛ in a large domain Λ is, at leading order, equal
to

|Λ|(F + o(1))

where |Λ| is the volume of Λ, F is a function that depends on temperature,
magnetic field, etc. but not on the shape of Λ, and o(1) vanishes as |Λ| → ∞
(under the assumption that the surface area of the boundary of Λ is negligible
w.r.t. to the volume). For the dimer model, this fails. I.e. the logarithm
of the partition function, divided by the volume, turns out to depend non-
trivially on the shape of the domain and actually on its fine details, even in
the limit of infinite volume. See Fig. 16.

Let us make some more precise assumptions on the domains we are in-
terested in. We start as usual from an infinite, weighted, periodic bipartite
graph G. Recall from 1.3 that a dimer configuration M on G is in bijection
with a tiling of the plane, where admissible tiles are unions of two adjacent
faces of the dual graph G∗. Recall also that the height function hM (·) is
defined on faces of G, i.e. on vertices of G∗. A tileable domain U of the
plane defines a finite graph G(U) (see e.g. Figure 3: G(U) is on the left
and U is the union of rhombi on the right). Fixing by convention the height
function to 0 at some vertex v0 ∈ G∗ on the boundary of U , the height
function on all other vertices of ∂U is the same for every tiling of U , i.e. for
every dimer configuration on G(U): the boundary height is independent of
the configuration inside the domain. We call h∂U the boundary height and
we extend it to every point on ∂U (not just the vertices of the dual graph)
by linear interpolation.

Let {UL}L≥1 be a sequence of finite and growing domains of the plane,
formed of faces of G∗, that admit a tiling. We will make the following
assumptions:

Assumption 4.8. The sequence {UL}L satisfies the following conditions:

(1) UL tends to the whole plane as L → ∞, i.e. G(UL) tends to the
whole graph G;

(2) UL is simply connected and the rescaled domain ÛL := (1/L)UL con-
verges in Hausdorff distance to a domain U of R2, whose boundary
is a simple, piecewise smooth curve;

(3) the rescaled height function u ∈ ∂ÛL 7→ ĥ(u) := (1/L)h(uL) con-
verges to a function φ∂U : ∂U 7→ R (such function is necessarily
continuous and actually Lipshitz).

Note that point (2) does not imply at all (3). Actually, one can easily

construct two sequences such that Û
(1)
L , Û

(2)
L tend to the same limit domain

U but the boundary heights converge to two different boundary heights. See
Figure 16.

Given the dimer model on the domain (or rather on the sequence of do-
mains) G(UL), the probability measure πG(UL),t on dimer configurations M

induces a probability measure on the height function hM . We denote ĥM
the rescaled height function that to a vertex u in the rescaled graph ÛL
associates the value (1/L)hM (uL).

Further, we denote ΦU,φ∂U the set of Lipshitz functions φ : U 7→ R that
coincide with φ∂U on ∂U (we will say that φ is compatible with the boundary
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Figure 16. The two domains are approximately hexagons
of side L, and once rescaled both tend to a unit hexagon.
However, in the first case the boundary height is identically
zero, while in the second it ranges from 0 to L and once
rescaled tends to a non-trivial function. A possible tiling
of the domains is drawn in order to visualize the boundary
height more easily. Actually, the domain on the left has only
one possible tiling, so that its free energy is zero, while the
one on the right has exponentially many (in L) tilings, so its
free energy is positive.

height). Given φ ∈ ΦU,φ∂U , we write ĥM
δ∼ φ to mean that

|ĥM (u)− φ(u)| ≤ δ ∀u ∈ ÛL.
In words, the rescaled height function ĥM is everywhere within distance δ
from the target profile φ. Finally, we let

Σ[φ] :=

∫
U
σt(∇φ)dx. (4.29)

The following theorem has been proven in [4] for the dimer model on the
square and hexagonal grids. The general case is treated in [23]:

Theorem 4.9. There exists a unique minimizer φ̄ of Σ[φ] on ΦU,φ∂U and

lim
L→∞

1

|UL|
logZG(UL),t = −Σ[φ̄] (4.30)

Moreover, given φ ∈ ΦU,φ∂U , we have

lim
δ→0

lim
L→∞

1

|UL|
log

 ∑
M :ĥM

δ∼φ

wt(M)

 = −Σ[φ]. (4.31)

For the statement about uniqueness of the minimizer, see also [6]. Note
that the theorem in particular implies that, for large L, the height profile
concentrates around the deterministic “macroscopic shape” φ̄. Determining
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the actual macroscopic shape given a domain U and a boundary height φ∂U
is in general not doable explicitly. For nice enough domains and boundary
heights, the macroscopic shape can be actually worked out and it turns out
to be parametrized by analytic functions [21]. In the regions where φ̄ is
smooth and not “frozen”7, it solves the non-linear, parabolic PDE

div(∇σt ◦ ∇φ̄) :=

2∑
i,j=1

σi,j(∇φ̄)∂2
xixj φ̄i(x) = 0 (4.32)

where σi,j(ρ) := ∂2
ρiρjσt(ρ) and where the boundary value of φ̄ is fixed by the

boundary height φ∂U . Note that (4.32) is just the Euler-Lagrange equation
associated to the variatonal problem of minimixing Σ[φ] over ΦU,φ∂U .

For the proof of Theorem 4.9 we refer to [4, 23] but, in view of Theorem
4.5, claims (4.30) and (4.31) should look very natural to the reader.

5. Height flucuations in “liquid” phases, and massless Gaussian
Field

One of the most interesting aspects of dimer models is the emergence,
in the infinite-volume limit, of the so-called massless Gaussian field, also
known as Gaussian Free Field (GFF). That is, the height function hM (·),
for a configuration sampled from the infinite-volume measure πG,t, tends on
large scales to a log-correlated Gaussian field, provided that πG,t is a liquid
phase (in the sense of Section 3.5, i.e. if its characteristic polynomial µ has
two simple zeros).

For definiteness, let us restrict once more to the case of the hexagonal
lattice with elementary fundamental domain and we assume that the weights
A,B,C satisfy the strict triangle condition, so that µ has simple zeros p+

and p− = −p+ as in (3.19). We denote for lightness of notation the infinite-
volume measure simply as Π. Given M sampled from Π, we denote hM (·)
the corresponding height function defined as in (1.2) on the faces of G, with
the convention that the height is zero at some reference face, say the origin.
Let us choose c(e) in (1.2) to be equal to Π(e ∈M). This way, the gradients
of hM (·) are by construction centered. A first natural question is, how does
the variance of the gradients behave at large distances. This is answered by
the following (the proof is quite instructive and it is given later):

Theorem 5.1. If A,B,C satisfy stricly the triangular inequality, then

VarΠ(hM (f)− hM (f ′))
|f−f ′|→∞

=
1

π2
log |φ(f)− φ(f ′)|+O(1). (5.1)

Note that the r.h.s. of (5.1) is also 1/(π2) log |f − f ′| + O(1). It is a
remarkable fact that the prefactor of the logarithm does not depend on
the weights A,B,C. Actually, one finds the same prefactor 1/π2 on any
bipartite periodic graph, provided the measure Π is a liquid phase! [22].

It is possible to prove also that the height gradient, suitably rescaled, tend
to a Gaussian variable:

7It may happen that at some points ∇φ̄ is an extremal slope, (i.e., for the model on
the hexagonal graph, it is on the boundary of the triagle N of allowed slopes). In this
case, the PDE (4.32) does not make sense literally, since σi,j are not defined there.
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Theorem 5.2. Under the same assumptions as in the previous Theorem,
one has the convergence in law

hM (f)− hM (f ′)√
VarΠ(h(f)− h(f ′))

⇒ N (0, 1), (5.2)

as |f − f ′| → ∞, where N (0, 1) is a standard Gaussian random variable.

The proof of Theorem 5.2 is quite similar (just a bit more technical) to
that of Theorem 5.1: one proves that all the moments of the random variable
in the l.h.s. of (5.2) tend to the moments of N (0, 1) (for Gaussian variables,
moments determine the law). The way one estimates the n-th moment is
very similar to the way one estimates the second moment in the proof of
Theorem 5.1 (we will not give details for moments of order ≥ 3; see for
instance [24, Th. 2.8] and see also the proof of Theorem 5.3 below).

We already see from Theorem 5.2 that on large scales height gradients
become Gaussian, but we do not yet see a Gaussian “field”. To see the
emergenge of the GFF we should look not just at the law of the gradient
hM (f)− hM (f ′) but at the joint law of n such gradients. Then, we have:

Theorem 5.3. Let A,B,C satisfy strictly the triangle inequality, let f1, . . . , f4

be four faces of the graph and let D(f1, . . . , f4) denote the minimal distance
between fi, fj , 1 ≤ i 6= j ≤ 4. Also, let

φ(f, f ′) := (φ(f)− φ(f ′))1f 6=f ′ + 1f=f ′ . (5.3)

Then,

CovΠ(hM (f2)− hM (f1), hM (f4)− hM (f3))

= G({f1, f2}, {f3, f4}) +O(1/D(f1, f2, f3, f4))

G({f1, f2}, {f3, f4}) :=
1

2π2
< log

(
φ(f4, f1)φ(f3, f2)

φ(f4, f2)φ(f3, f1)
.

)
(5.4)

Moreover, given n ∈ N and faces fi, f
′
i , i ≤ n we have

Π

[
n∏
i=1

(hM (fi)− hM (f ′i))

]
=

∑
σ∈M [n]

n/2∏
i=1

G({fσ(i), f
′
σ(i)}, {fσ(i+1), f

′
σ(i+1)})

+O(1/D(f1, . . . , f
′
n)) (5.5)

where the sum runs over the matchings σ of {1, . . . , n} and is to be inter-
preted as zero if n is odd. Finally, D(f1, . . . , f

′
n) is the minimal distance

among faces f1, f
′
1, . . . , fn, f

′
n.

The reason for distinguishing f equal or not equal f ′ in (??) is simply
that we want (5.3) to make sense also when some faces coincide.

Recall the so-called Wick theorem for Gaussian processes: if Xi, i ≤ n are
a jointly Gaussian family of centered random variables and Gi,j := E(XiXj),
then the following identities hold (and actually they characterize Gaussian
processes):

E(
∏
i≤2k

Xji) =
∑

σ∈M [k]

∏
i≤k

Gjσ(i),jσ(i+1)
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and is instead zero if the product contains an odd number of terms. There-
fore, Theorem 5.3 is saying that, at large distances, height gradients form
an approximately Gaussian process.

The following result is in the same spirit (and actually is an easy con-
sequence of the previous one) and is another way of seeing that the height
field tends to the GFF:

Theorem 5.4. Given a smooth function ψ : R2 7→ ψ(x) ∈ R of compact
support and average zero,

∫
R2 ψ(x)dx = 0, define8 for ε > 0

hε(ψ) := ε2
∑
f∈G∗

hM (f)ψ(εf). (5.6)

Then, for any finite family {ψi}i≤n of such functions one has the convergence
in law

{hε(ψi)}i≤n ⇒ {h(ψ)}i≤n (5.7)

as ε→ 0, where {h(ψi)}i≤n is the family of centered, jointly Gaussian vari-
ables of covariance

E(h(ψi)h(ψj)) =

∫
R2

dx

∫
R2

dx′ψi(x)ψj(x
′)G(x− x′), (5.8)

G(x) = − 1

2π2
log |φ(x)|. (5.9)

See later in this section for the proof (we will give details mostly for the
covariance and just a few hints for higher moments).

Roughly speaking, Theorem 5.4 says that the random variable hε(ψ) tends
to the integral ∫

R2

ψ(x)X(x)dx,

with X(·) the centered Gaussian random function on R2 with covariance
G(·). We say “roughly speaking” because X(·) is not really a function: since
G(0) = +∞, the random variable X(x) is almost surely infinite for every x.
Actually, one has to view X(·) not as a random function but as a random
distribution. In fact, once it is integrated against a smooth function such
as ψ, it gives a perfectly defined Gaussian variable h(ψ) with finite variance
(note that the r.h.s. of (5.7) is finite since ψi has finite support and the
logarithmic singularity is integrable in two dimensions).

It might not be obvious that G(·) is actually a covariance, i.e. that for
i = j the r.h.s. of (5.1) is actually non-negative. Recall that

φ(x) = −β+x1 + α+x2 = z1 + iz2, (5.10)

z1 = −<(β+)x1 + <(α+)x2, (5.11)

z2 = −=(β+)x1 + =(α+)x2 (5.12)

and recall that α+, β+ are not collinear (their ratio is not real), so that the
linear map x = Mz, with M the 2× 2 matrix defined by the above relation,

8In (5.5), ψ(εf) can be taken to be the value of ψ(ε·) at the center of the face f . This
is not very important.
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is a bijection of the plane. Rewrite the r.h.s. of (5.1) as∫
R2

dz

∫
R2

dz′ψ1(Mz)ψ2(Mz′)G0(z − z′), (5.13)

G0(z) = − 1

2π2
det(M)2 log |z|. (5.14)

Note that G0(·) is the Green’s function (i.e. the inverse) of −C∆, with ∆
the Laplacian on the plane and C a suitable positive constant. Since −∆ is
a positive operator (its spectrum is [0,∞)), its inverse (and therefore (5.1))
is also positive.

Therefore, formally, the centered Gaussian field X̂ with covariance G0(·)
is the Gaussian field with probability density proportional to

e
C
2

∫
dxX̂(x)[∆X̂](x)dX̂ = e−

C
2

∫
dx|∇X̂(x)|2dX̂. (5.15)

The field X̂ is called “massless” because there is no “mass-term−mX̂2(x),
m > 0, in the exponent. The measure (5.14) makes no mathematical sense

literally speaking, since the Lebesgue measure dX̂ is not well defined, X̂ is
not differentiable and it is not a function anyway. The rigorous version of
(5.14) is to view X̂ as a random Gaussian distribution, as mentioned above.
We refer to [26] for a a mathematician’s introduction to the GFF.

Proof of Theorem 5.1. Recall that

hM (f ′)− hM (f) =
∑

e∈Cf→f ′
σe(1e∈M − c(e)) (5.16)

where Cf→f ′ is any nearest-neighbor path from f to f ′. Therefore, one has

VarΠ(hM (f)− hM (f ′))

=
∑

e∈C(1)

f→f ′

∑
e′∈C(2)

f→f ′

σeσe′ [Π(e, e′ ∈M)−Π(e ∈M)Π(e′ ∈M)]. (5.17)

In principle, the two paths C
(1,2)
f→f ′ can be the same, but we will see that it

is convenient to choose them to be different. Next, we use (3.61) to express
the dimer-dimer correlation and we are left with

VarΠ(hM (f)− hM (f ′))

= −
∑

e∈C(1)

f→f ′

∑
e′∈C(2)

f→f ′

σeσe′K(e)K(e′)K−1(xe − ye′)K−1(xe′ − ye), (5.18)

where xe/ye are the coordinates of the white/black vertex of e. It is out of
question to perform the sum exactly, therefore the only hope is to be able
to use simply the asymptotic behavior of K−1 at large distances, provided
by Proposition 3.15. For this purpose, it is convenient to choose two paths

C
(1,2)
f→f ′ that stay far from each other (except of course at the endpoints f, f ′

where they necessarily meet). More precisely, we will require that:

• the lengths of C(1,2)
f→f ′ are O(|f − f ′|);

• for some c > 0, in a neighboorhood of size c|f − f ′| of f and of f ′

the two paths are straight and have distinct directions;
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• outside these two neighborhoods, the two paths are at distance at
least c′|f − f ′| for some c′ > 0.

See Fig. 17. Recall now the asymptotics of Proposition 3.15. First of all,

f

f ′C(1)f→f ′

C(2)f→f ′

c|f − f ′|

c|f − f ′|

Figure 17. A schematic view of the paths C(1,2)
f→f ′

the contribution from the O(|x|−2) term in (3.57) gives overall a quantity
O(1), uniformly in |f − f ′|, when summed over e, e′.

Exercise 5.5. Prove this.

Therefore, we are left with

VarΠ(hM (f)− hM (f ′))

= − 1

π2

∑
e∈C(1)

f→f ′

∑
e′∈C(2)

f→f ′

σeσe′K(e)K(e′)<
[
e−ip

+(xe−ye′ )

φ(xe − ye′)

]
<
[
e−ip

+(xe′−ye)

φ(xe′ − ye)

]
+O(1).

(5.19)

Note first of all that

xe = ye + ve, (5.20)

where ve = (0, 0) if the edge e is horizontal, ve = (−1, 0) if it is north-east
oriented and ve = (0, 1) if it is north-west oriented. Then,

− 1

π2
<
[
e−ip

+(xe−ye′ )

φ(xe − ye′)

]
<
[
e−ip

+(xe′−ye)

φ(xe′ − ye)

]

=
1

2π2
<
[
e−ip

+(ve+ve′ )

φ(xe − xe′)2

]
+

1

2π2
<
[
e−ip

+(xe+ye−xe′−ye′ )

|φ(xe − xe′)|2

]
+O(|xe − xe′ |−3)

(5.21)

where the error term comes from approximations of the type φ(xe − ye′) =
φ(xe − xe′) +O(1). Again, the error term can be neglected in the sum over
e, e′. Next, note the following crucial identity:

σeK(e)e−ip
+ve = i∆eφ, (5.22)

where ∆eφ is the change of φ (with φ as defined in (3.58)) when the edge e
is crossed. To check (5.21), it is enough to recall the definition of ve and of
α+, β+ (cf. (3.52)) as well as the relation

A+Be−ip
+
2 + Ceip

+
1 = 0
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that defines p+. Then, the first term in the r.h.s. of (5.20), once summed
over e, e′, gives

−
∑

e∈C(1)

f→f ′

∑
e′∈C(2)

f→f ′

1

2π2
<
[

∆eφ∆e′φ

φ(xe − xe′)2

]

= − 1

2π2
<
∫ φ(f ′)

φ(f)
dz

∫ φ(f̃ ′)

φ(f̃)
dz′

1

(z − z′)2
+O(1) (5.23)

where:

• the integral performed on the complex plane C;
• the integral over z runs over a contour from φ(f) to φ(f ′) (essentially

this is the path obtained from (a continuous version of) the path

C(1)
f→f ′ , deformed through the application of the map φ(·));

• the integral over z′ runs over a contour from φ(f̃) to φ(f̃ ′), with f̃ , f̃ ′

two points at distance O(1) from f, f ′;
• the two contours do not cross.

The reason why we take f 6= f̃ and f ′ 6= f̃ ′ is that otherwise the integral
would be divergent, while the sum in the l.h.s. is not (for x = 0, one can
replace (3.57) by K−1(0) = O(1)).

The integral 5.22 can be done exactly and the result is

1

2π2
< log

(
(φ(f̃ ′)− φ(f))(φ(f̃)− φ(f ′))

(φ(f̃ ′)− φ(f ′))(φ(f̃)− φ(f))

)
=

1

π2
log |φ(f)− φ(f ′)|+O(1)

=
1

π2
log |f − f ′|+O(1). (5.24)

Finally, it remains only to prove that

1

2π2

∑
e∈C(1)

f→f ′

∑
e′∈C(2)

f→f ′

<
[
e−ip

+(xe+ye−xe′−ye′ )

|φ(xe − xe′)|2

]
= O(1). (5.25)

Suppose (without loss of generality) that the paths C(1,2)
f→f ′ have been cho-

sen so that they are made of a finite number of portions, each of them being
a straight path of length O(|f − f ′|), in one of the three lattice directions
(as is the case in Fig. 17). When, say, e runs over one such straight portion,
the oscillating factor

e−ip
+(xe+ye)

equals

e−2i(np+·w+const.),

where n labels the edge e along the path and w = (1, 0) if the path is in
direction ê1, w = (0, 1) if it is in direction ê2 and w = (−1,−1) if it is
vertical upward. In all cases, note from (3.19) that p+ · w is not a multiple
of π (because A,B,C are assumed to satisfy strictly the triangle inequality),
so that there is a non-trivial oscillation and, as a consequence,

r(N) :=

N∑
n=1

e−2inp+·w (5.26)
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is bounded uniformly inN by some constantK. Since e−inp
+·w is the discrete

gradient of r(·), one can perform a discrete summation by parts and transfer
the discrete gradient (both for e and for e′) to the function 1/|φ(xe− xe′)|2.
Note that applying the discrete gradient twice to 1/|φ(xe − xe′)|2 gives a
quantity that decays like |xe − xe′ |−4 at large distances. Altogether, we
obtain that (5.24) is upper bounded by

const.×
∑

e∈C(1)

f→f ′

∑
e′∈C(2)

f→f ′

1

|xe − xe′ |4
= O(1) (5.27)

Exercise 5.6. Fill in the details.

Proof of Theorem 5.3. The proof of (5.3) is essentially identical to that of
(5.1), so we give no further details.

As for (5.4) with n > 2, let us sketch the main idea. The analog of (5.17)
is the following:

Π

[
n∏
i=1

(hM (fi)− hM (f ′i))

]
=

∑
e1∈Cf1→f ′1

· · ·
∑

en∈Cfn→f ′n

σe1 . . . σenK(e1) . . .K(en)

×
∑
ρ∈S̃n

(−1)ρ
n∏
j=1

K−1(xi − yρ(i)), (5.28)

where:

• xi/yi are, as usual, the coordinates of the white/black vertex of ei;
• the sum over ρ runs over all permutations of {1, . . . , n} without fixed

points9 (i.e. such that ρ(i) 6= i for every i);
• (−1)ρ is the signature of the permutation ρ.

For each occurrence of K−1 we use the decomposition

K−1(x) = A(x) + Ā(x) +R(x) (5.29)

provided by Proposition 3.15, with A(x) = e−ip
+x/(2πφ(x)) and R(x) the

error term O(|x|−2). When we expand the product
∏n
j=1K

−1(xi − yρ(i)),
we have three types of terms:

(1) those containing n terms of type A(·) or n terms of type Ā(·);
(2) those containing both terms of type A(·) and of type Ā(·) and no

error term R(·);
(3) those containing at least one error term of type R(·).

The latter two types, once summed over e1, . . . , en, contribute only to the
error term O(1/D(. . . )) in (5.4). The argument to see this is the same
as we gave for n = 2: the terms containing R(·) are small, while those

9 The condition that the permutation ρ has no fixed point comes from the fact that
the height gradients hM (fi)−hM (f ′i) in (5.4) are centered. For the same reason, in (5.17),
the term K−1(xe − ye)K−1(xe′ − ye′) does not appear.
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containing both A and Ā give a small contribution due to oscillations (recall
the argument we used to estimate (5.24)).

It remains to look at the dominant terms, i.e. those of type (1). In turn,
as far as the the permutation ρ is concerned, one should distinguish two
cases:

(1) the permutation ρ is composed only of cycles of length 2 (there are
no such permutations if n is odd);

(2) the permutation ρ contains at least a cycle of length ≥ 3.

Note that the permutations with no fixed points and only 2-cycles are in
bijection with matchings of {1, . . . , n} in (5.4). For instance, for n = 4,
the permutation π(1) = 4, π(2) = 3, π(3) = 2, π(4) = 1 corresponds to the
matching (1, 4), (2, 3). Also, the signature of such permutations is constant

and equals (−1)n/2. Then, is not hard to realize that the permutations of
type (1) produce (once one sums over the edges e1, . . . , en) the r.h.s. of

(5.4). The argument is essentially the same as for (5.22); the sign (−1)n/2

compensate with a (i2)n/2, with each i coming from a i∆e as in (5.21)
As for the permutations with at least a cycle of length ≥ 3, a different

argument is needed to see that their contribution is sub-dominant. The
crucial point is the following combinatorial identity ([12, Eq. D.29]): if S`
denotes the set of cyclic permutations of {1, . . . , `} and ` ≥ 3, then

∑
ρ∈S`

∏̀
i=1

1

φ(xi − xρ(i))
= 0. (5.30)

Proof of Theorem 5.4. Let us show first that the covariance of hε(ψ1), hε(ψ2)
is given as in (5.3) when ε→ 0. Let g1, g2 be two faces of the graph, outside
of the support of ψi(ε·), i = 1, 2, and at mutual distance of order 1/ε. We
start by writing

π[hε(ψ1)hε(ψ2)] = ε4
∑
f,f ′

ψ1(εf)ψ2(εf ′)π[(hM (f)− hM (g1))hM (f ′)]

+ ε4
∑
f,f ′

ψ1(εf)ψ2(εf ′)π[hM (g1)hM (f ′)]. (5.31)

Let us show first of all that the second line is o(1). In fact, since ψ1 is
smooth and its integral is zero, we have that

ε2
∑
f

ψ1(εf) = O(ε) (5.32)

and on the other hand π[hM (g1)hM (f ′)] = O(log ε−1) thanks to Theorem
5.1 and to Cauchy-Schwarz. Similarly, one can rewrite the covariance as

π[hε(ψ1)hε(ψ2)]

= ε4
∑
f,f ′

ψ1(εf)ψ2(εf ′)π[(hM (f)− hM (g1))(hM (f ′)− hM (g2))] + o(1).

(5.33)



56 FABIO LUCIO TONINELLI

At this point we can use Theorem 5.3, observing that D(f1, g1, f2, g2) ≥
c|f − f ′| for some c > 0. I.e.,

π[hε(ψ1)hε(ψ2)]

=
ε4

2π2

∑
f,f ′

ψ1(εf)ψ2(εf ′)< log

(
(φ(f ′)− φ(g1))(φ(g2)− φ(f))

(φ(f ′)− φ(f))(φ(g2)− φ(g1))

)

+O

‖ψ1‖∞‖ψ2‖∞ε4
∑

f∈S1,f ′∈S2

1

|f − f ′|+ 1

 , (5.34)

where Si is the support of the function ψi(ε·). Since Si has diameter O(ε−1),
one sees easily that the latter sum is O(ε). As for the former sum, using
(5.31) we are left with

π[hε(ψ1)hε(ψ2)] = − ε4

2π2

∑
f,f ′

ψ1(εf)ψ2(εf ′)< log(φ(f ′)− φ(f)) + o(1)

= − ε4

2π2

∑
f,f ′

ψ1(εf)ψ2(εf ′)< log(εφ(f ′)− εφ(f)) + o(1)

=
1

2π2

∫
R2

dx

∫
R2

dx′ψ1(x)ψ2(x′)G(x− x′) + o(1). (5.35)

For higher moments, the proof is similar except that one uses (5.4) instead
of (5.3).

Exercise 5.7. Fill details.

6. Related models: Ising, 6-vertex and spanning tree

In this section we show how two classical models of statistical mechanics,
namely the Ising model and the six-vertex model, can be rewritten in terms
of the dimer model. For the Ising model on a planar graph (for instance, the
square grid) one gets the dimer model on a suitable planar, weighted, “dec-
orated graph”. The partition function can then be computed by Kasteleyn
theory as explained in Section 2 and one recovers the celebrated Onsager
solution for the free energy of the Ising model.

As for the six-vertex model, instead, one ends up with a model of “inter-
acting dimers” that admits no simple solution any more. The mapping is
anyway rich in consequences, that we will only hint to.

6.1. Ising and dimers. Let Γ be a finite, planar graph. The Ising model
with zero magnetic field on Γ is defined by assigning to every vertex i of
Γ a spin variable σi ∈ {−1,+1} and associating to the configuration σ =
{σi}i∈V (Γ) the weight

πΓ(σ) =
e
∑

(i,j)∈E(Γ) Jij(σiσj−1)

ZIsingΓ

, (6.1)

where:

• E(Γ), V (Γ) denote the set of edges/vertices of Γ;



LECTURE NOTES ON THE DIMER MODEL 57

• Jij ≥ 0 is the positive “coupling” associated to edge (i, j) (the inverse
temperature β has been absorbed into Jij);

• the partition function ZIsingΓ is

ZIsingΓ =
∑

σ∈{−1,+1}V (Γ)

e
∑

(i,j)∈E(Γ) Jij(σiσj−1).

The constant −1 in the exponent has been added for convenience; it does
not modify the probability measure πΓ.

Here we present a trick due to M. E. Fisher [11] that allows to rewrite

ZIsingΓ as the partition function of a dimer model on a “decorated” graph
G, that contains more vertices and edges than Γ. The point is that if Γ is
planar then G is still planar, so that Kasteleyn theory can be applied.

The Ising-dimer mapping for the general planar case is explained in [11]
(see also Remark 6.3 below); no spatial periodicity of the graph is assumed
there. For simplicity of exposition, we will suppose here that Γ is a finite
portion of the hexagonal lattice, that we draw in a sort of distorted way
as in Fig. 18, for later convenience. We assign couplings J1, J2, J3 to the
three types of edges. Note that if, say, J3 → +∞, then the model becomes
equivalent to the Ising model on the square lattice with horizontal/vertical
couplings J1, J2. This is because only configurations where all spins on J3-
type edges have the same sign have non-zero weight in the limit J3 → +∞.
Note also that vertices in the interior of the graph have degree 3, while
vertices at the boundary have degree 1 or 2.

J3
J1

J2

Figure 18. The planar graph Γ

The “decorated lattice” G is obtained by splitting every vertex of Γ as
follows (see Fig. 19):

• vertices of degree 1 are left unchanged;
• vertices of degree 2 are split into a double vertex connected by a new

edge;
• vertices of degree 3 are replaced by 3 vertices connected by new edges

forming a triangle.

The newly added edges will be called “internal edges”, while the edges
already present in Γ are called “external edges” (the nomenclature is from
[11]). (See [11] for the prescription to follow when Γ contains vertices of
degree larger than 4). The resulting graph G = G(Γ), when Γ is as in Fig.
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Figure 19. The rules of transformation of the vertices of
degree 1, 2, 3. Internal edges are drawn as dashed lines, ex-
ternal edges as solid lines.

18, is given in Fig. 20.

Figure 20. The planar graph G obtained from Γ. Both
internal and external edges are drawn as solid lines here.

Given an external edge (i, j), let

vij := tanh(Jij).

Then, the following identity holds:

Theorem 6.1.

ZIsingΓ = 2|V (Γ)|

 ∏
(i,j)∈E(Γ)

vij(1 + vij)
−1

× ZDimerG , (6.2)

where ZDimerG is the partition function of the dimer model on G, with edge
weights 1 on internal edges and 1/vij on external edges.

Proof. We start with the so-called “high-temperature expansion” of the Ising
model. Namely, write

eJij(σiσj−1) = cosh(Jij)e
−Jij (1 + vijσiσj) (6.3)
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and apply such identity to all terms appearing in the Boltzmann weight
(6.1). Then,

ZIsingΓ =

 ∏
(i,j)∈E(Γ)

cosh(Jij)e
−Jij

∑
σ

∏
(i,j)∈E(Γ)

(1 + vijσiσj). (6.4)

Then, expand the last product, choosing for every (i, j) ∈ E(Γ) either 1 or
vijσiσj . For each term of the expansion, mark the edge (i, j) if vijσiσj has
been chosen. When we sum over σ, since∑

σi=±1

σri =

{
2 if r is even
0 if r is odd,

(6.5)

we see that the non-zero terms in the expansions are those such that for
every vertex i ∈ V (Γ), there is an even number of marked edges containing
it. Altogether, we see that

ZIsingΓ =

 ∏
(i,j)∈E(Γ)

cosh(Jij)e
−Jij

×ΥΓ

ΥΓ =
∑

P∈P(Γ)

∏
(i,j)∈P

vij (6.6)

where P(Γ) is the set of all polygon configurations made of edges of Γ, such
that at each vertex i an even number of sides meet.

At this point, the idea is to find a one-to-one mapping between polygons
P on Γ and dimer configurations on G. Namely, we put a dimer on an
external edge (i, j) of G iff the corresponding edge of Γ is not in P . Then,
there is a unique way of putting dimers on the internal edges of G such that
the resulting configuration is indeed a dimer covering of G. See Fig. 21.
Since the edge weights of the dimer model on G are 1 on the internal edges
and 1/vij on external edges, we see that the weight of a dimer configuration
M on G is∏

(i,j)∈M,(i,j) external

1

vij
=

1∏
(i,j) external vij

×
∏

(i,j)6∈M,(i,j) external

vij

=
1∏

(i,j)∈E(Γ) vij
×

∏
(i,j)∈E(Γ):(i,j)∈P

vij . (6.7)

Therefore,

ΥΓ = ZDimerG ×
∏

(i,j)∈E(Γ)

vij (6.8)

and the claim of the Theorem follows, observing that e−Jij sinh(Jij) =
vij/(1 + vij).

Given Theorem 6.1, the computation of the infinite-volume free energy
of the Ising model is done as in Sections 3.2 and 3.5, except that we have
Pfaffians instead of determinants since the graph is non-bipartite. We give
just the result and skip details. Note that, when the graph Γ of Fig. 18 tends
to the infinite hexagonal graph, the decorated graph G tends to an infinite,
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(a)

(b)

(c)

Figure 21. The local configurations of a polygon P (left)
and of the dimer configuration (right). In drawing (a), the
case of a degree-one edge, where there is no choice: it cannot
belong to any polygon and the incident edge must be covered
by a dimer. In drawing (b), the case of a degree-two vertex,
where 2 cases are possible. In drawing (c) the case of a
degree-three vertex: either it belongs to no polygon edge
(first case) or to two of them (one of the three possibilities is
given here)

periodic graph whose fundamental domain contains six vertices. See Fig.
22, where a Kasteleyn (clock-wise odd) orientation is given. The subsequent

Figure 22. A finite portion of the infinite graph G obtained
by decorating the infinite hexagonal graph, with its Kaste-
leyn orientation and its fundamental domain.



LECTURE NOTES ON THE DIMER MODEL 61

steps in the computation of the infinite-volume free energy are:

• periodizing the graph on a torus of size L × L to get a finite graph
GL;
• expressing the partition function as a sum of four Pfaffians;
• using discrete Fourier analysis as in Section 3.5 to reduce the four

Kasteleyn matrices to a block-diagonal form, with 6× 6 blocks;
• computing the determinant of each matrix, which turns out to be

the product over the Fourier mode k of µ(k), the determinant of the
6× 6 block;
• computing the four Pfaffians via the identity Pf(A)2 = detA;
• taking the L→∞ limit of (1/L2) logZDimerGL

, whereby the sum over

Fourier modes becomes an integral over k ∈ [−π, π]2.

The final result is that the infinite-volume free energy of the Ising model on
the hexagonal graph, with couplings J1, J2, J3, is

F (J1, J2, J3) = 2 log 2− log(1 + v1)(1 + v2)(1 + v3)

+
1

2(2π)2

∫
[−π,π]2

dk1dk2 logD(k1, k2, k3),

D(k1, k2, k3) = 1 + v2
1v

2
2 + v2

2v
2
3 + v2

3v
2
1 − 2(1− v2

1)v2v3 cos(k1)

− 2(1− v2
2)v1v3 cos(k2)− 2(1− v2

3)v2v1 cos(k3) (6.9)

where vi = tanh(Ji) and k3 is defined by k1 + k2 + k3 = 2π.
In particular, putting J3 = +∞ one recovers Onsager’s formula [25] for

the free energy of the Ising model on the square lattice and couplings J1, J2:

F (J1, J2) = log 2− (J1 + J2) (6.10)

+
1

2(2π)2

∫
[−π,π]2

dk1dk2 log [cosh(2J1) cosh(2J2) (6.11)

− sinh(2J1) cos(k1)− sinh(2J2) cos(k2)] . (6.12)

From this expression one can recover the relation between J1 and J2 that
determines the critical point, where F fails to be analytic.

Remark 6.2. The Ising-to-dimers mapping given above fails if there is a
magnetic field h, i.e. the Boltzmann weight (6.1) is modified by the expo-
nential of h times the sum of σi for i ∈ V (Γ).

Remark 6.3. Suppose that the planar graph Γ where the Ising model is
defined contains vertices of degree ≥ 4. Then, one first changes Γ to Γ̃,
where degrees are all ≤ 3. This is done by suitably “splitting vertices”, as in
Figure 23, and assinging a coupling J∗ to the auxiliary edges: in the limit
J∗ → +∞, the partition function tends to that of the Ising model on the
original graph.

At this point, one applies the above Ising-to-dimer mapping to the Ising
model on the graph Γ̃.

6.2. 6-vertex model and dimers. TO BE DONE

6.3. Temperley’s bijection and spanning trees. TO BE DONE
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e1

e2

en

e1

e2

en

e′1
e′2

e′n−3

v
v

v′1
v′n−3

Figure 23. A vertex v of degree n > 3 is split into n − 2
vertices, each of degree 3, and in the process n−3 “internal”
edges e′1, . . . , e

′
n−3 are added.

Appendix A. A few technical estimates

A.1. Proof of Lemma 3.7. Let Qk the square of side 2π/L centered at k
and with sides parallel to the horizontal/vertical axes of R2. Write∣∣∣∣∣∣∣

1

L2

∑
k 6=k±θ,τ

log |µ(k)| − 1

(2π)2

∑
k 6=k±θ,τ

∫
Qk

log|µ(q)|dq1dq2

∣∣∣∣∣∣∣
≤ c

L3

∑
k 6=k±θ,τ

max
q∈Qk

|∇q log |µ(q)||. (A.1)

Since k = k±θ,τ is excluded from the sum and µ(·) vanishes linearly at p±, we

can bound

max
q∈Qk

|∇q log |µ(q)|| ≤ c′

min(‖k − p+‖, ‖k − p−‖) . (A.2)

Note that this would be false for k = k±θ,τ , as the l.h.s. would be simply

+∞. It is standard to deduce that the r.h.s. of (A.1) is O(1/L), because∫
ε≤|x|≤1

1

|x|dx1dx2
ε→0
= O(1). (A.3)

Finally, one has ∫
Q
k±
θ,τ

log|µ(q)|dq1dq2
L→∞

= o(1) (A.4)

because log(·) is integrable. Altogether, we have proven that∣∣∣∣∣∣∣
1

L2

∑
k 6=k±θ,τ

log |µ(k)| − 1

(2π)2

∫
[−π,π]2

log|µ(q)|dq1dq2

∣∣∣∣∣∣∣ = o(1). (A.5)
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A.2. Proof of (3.33). This is very similar to the proof of Lemma 3.7. One
has∣∣∣∣∣∣∣

1

L2

∑
k 6=k±θ,τ

ei(y−x)k

µ(k)
− 1

(2π)2

∑
k 6=k±θ,τ

∫
Qk

ei(y−x)q

µ(q)
dq1dq2

∣∣∣∣∣∣∣
≤ c

L3

∑
k 6=k±θ,τ

max
q∈Qk

∣∣∣∇q {ei(y−x)q/µ(q)
}∣∣∣ . (A.6)

The r.h.s. is O(logL/L) because∫
ε≤|x|≤1

1

|x|2dx1dx2
ε→0
= O(| log ε|). (A.7)

Also, ∫
Q
k±
θ,τ

ei(y−x)q

µ(q)
dq1dq2

L→∞
= o(1) (A.8)

because 1/q is integrable close to zero, in two dimensions. The claim then
follows.

A.3. Proof of Lemma 3.9. It is sufficient to prove the claim when (θ, τ)−
(θ′, τ ′) equals either (1, 0) or (0, 1) and, for definiteness, assume we are in
the former case. Also, without loss of generality, assume that |k±θ,τ − p±| ≤
|k±θ′,τ ′ − p±|. As was noted in Remark 3.6,

|k±θ′,τ ′ − p±| ≥
π

2L
, (A.9)

while |k±θ,τ − p±| can be much smaller, possibly zero. Write the ratio of

determinants as

exp

 ∑
k∈Dθτ

(
logµ(k)− 1

2
logµ(k←)− 1

2
logµ(k→)

) , (A.10)

with k→ = k+ (π/L, 0) ∈ Dθ′,τ ′ and k← = k− (π/L, 0) ∈ Dθ′,τ ′ . Decompose
Dθ,τ as the disjoint union A∪B, with A containing the values of k at distance
at most, say, 10/L from p±, and B all the others. The cardinality of A is
uniformly bounded as a function of L.

Note that for all k ∈ A, |µ(k←)| and |µ(k→)| are upper and lower bounded
by positive constants times 1/L, because µ vanishes linearly at p± and the
values of k→, k← are at distance of order 1/L from p± (cf. (A.9)). The same
holds for |µ(k)|, k ∈ A, except possibly for k = k±θ,τ . One has then

c1 ≤
∣∣∣∣∣µ(k+

θ′,τ ′)µ(k−θ′,τ ′)

µ(k+
θ,τ )µ(k−θ,τ )

exp

{∑
k∈A

(
logµ(k)− 1

2
logµ(k←)− 1

2
logµ(k→)

)}∣∣∣∣∣ ≤ c2.

(A.11)
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It remains to prove that (A.10), with k restricted to B, is upper and lower
bounded (in absolute value) by L-independent positive constants. Write

logµ(k)− 1

2
logµ(k←)− 1

2
logµ(k→) (A.12)

= −π
2

L2
∂2
k1

logµ(k)− π3

6L3
∂3
k1

logµ(k)|k=k′ (A.13)

where k′ is a point in the segment joining k← and k→. Since µ(·) vanishes
linearly at p±,

|∂3
k1

logµ(k′)| = O((min(|k − p+|, |k − p−|)−3).

Here it is important that k ∈ B, since this means that ∂3
k1

logµ(k′), com-

puted in the unknown point k′, can be safely replacd by the derivative
computed at k. Therefore,

1

L3

∑
k∈B

∂3
k1

logµ(k′) = O(1). (A.14)

The sum of the term involving ∂2
k1

logµ(k) requires more care since at first
sight it diverges like logL. However, write

π2

L2
∂2
k1

logµ(k) =
1

4

∫
Qk

∂2
q1 logµ(q)dq1dq2 +O(L−3|∂3

k1
logµ(k)|), (A.15)

with Qk the square of side 2π/L centered at k. Therefore, the ratio (A.10),
with k restricted to B, times the exponential of

+
1

4

∫
[−π,π]2\(N+∪N−)

dk ∂2
k1

logµ(k), (A.16)

with N± the neighborhood of radius 10/L around p±, is upper and lower
bounded in absolute value by positive constants.

The integral (A.16) has a finite limit as L → ∞. Indeed, recalling from
(3.52) that µ(pω + k′) = αωk′1 + βωk′2 +O(|k′|2), the possibly singular part
of the integral is proportional to∫

dk

(αωk1 + βωk2)2
1{(10/L)≤|k|≤1}. (A.17)

We make the change of variables q1 = ω(α1k1 +β1k2), q2 = (α2k1 +β2k2),
where αj , βj were defined in (3.55). The Jacobian matrix Aω has non-zero
determinant (this is because, as observed in Remark 3.16, the ratio αω/βω

is not real). Then, the integral becomes

det(Aω)

∫
dq

(q1 + iq2)2
1{(10/L)≤|Aωq|≤1} (A.18)

= det(Aω)

∫
dq

(q1 + iq2)2
1{(10/L)≤|q|≤1} +O(1) = O(1). (A.19)

In the first equality we used the fact that the symmetric difference between
the balls of radius 10/L for q and for Aωq has area of order L−2, while the
integrand is O(L2) there; in the second step, we noted that the integral is
zero, using the symmetry (q1, q2)↔ (q2,−q1).
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