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#### Abstract

We explore some connections between vectors of integers and integer partitions seen as bi-infinite words. This methodology enables us to give a combinatorial interpretation of the Macdonald identities for affine root systems of the seven infinite families in terms of symplectic and special orthogonal Schur functions. From these results, we are able to derive $q$-Nekrasov-Okounkov formulas associated to each family. Nevertheless we only give results for types $\tilde{C}$ and $\tilde{C}^{\vee}$, and give a sketch of the proof for type $\tilde{C}$.
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## 1. Introduction and notations

Formulas involving hook length abound in combinatorics and representation theory. Between 2006 and 2008, using various methods coming from representation theory [19], gauge theory [12] and combinatorics [5], several authors proved the so-called Nekrasov-Okounkov formula which can be stated as follows:

$$
\begin{equation*}
\sum_{\lambda \in \mathcal{P}} T^{|\lambda|} \prod_{h \in \mathcal{H}(\lambda)}\left(1-\frac{z}{h^{2}}\right)=\prod_{k \geq 1}\left(1-T^{k}\right)^{z-1} \tag{1.1}
\end{equation*}
$$

Here $T$ is a formal variable, $z \in \mathbb{C}, \mathcal{P}$ is the set of integer partitions and $\mathcal{H}(\lambda)$ is the multiset of hook lengths of the partition $\lambda$.

This formula does not only cover the generating series for $\mathcal{P}$ obtained by setting $z=$ 0 in (1.1): it actually gives a connection between powers of the Dedekind $\eta$ function and integer partitions. Among generalizations of (1.1) that can be found in the literature, a $(q, t)$ extension was proved by Rains-Warnaar [14], by using refined skew Cauchy-type identities for Macdonald polynomials. This result was also obtained independently by Carlsson-RodriguezVillegas [1] by means of vertex operators and the plethystic exponential. As mentioned in [14], the special case $q=t$ is a reformulation of a result due to Dehaye-Han [2] and Iqbal-Nazir-Raza-Salem [7] which reads as follows:

$$
\begin{equation*}
\sum_{\lambda \in \mathcal{P}} T^{|\lambda|} \prod_{h \in \mathcal{H}(\lambda)} \frac{\left(1-u q^{h}\right)\left(1-u^{-1} q^{h}\right)}{\left(1-q^{h}\right)^{2}}=\prod_{k, r \geq 1} \frac{\left(1-u q^{r} T^{k}\right)^{r}\left(1-u^{-1} q^{r} T^{k}\right)^{r}}{\left(1-q^{r-1} T^{k}\right)^{r}\left(1-q^{r+1} T^{k}\right)^{r}} \tag{1.2}
\end{equation*}
$$

Here $T$ and $q$ are formal variables and $u \in \mathbb{C}$. Note that taking $u=q^{z}$ and letting $q \rightarrow 1$ in (1.2) yields (1.1), although it is not immediate for the product side.

Methods used by Han to prove (1.1) and Dehaye-Han for (1.2) both start from a specialization of the Macdonald formula for affine root systems specialized in type $\tilde{A}$. However, one needs an unspecialized Macdonald identity for type $\tilde{A}$ to get (1.2). This can be found for instance in [15], where Rosengren and Schlosser give a proof of Macdonald identities for the seven infinite affine root systems with elliptic determinantal evaluation (see also Stanton's reformulation in [16]). The next step in [2] to prove (1.2) uses new combinatorial notions

(a) $\lambda=(5,3,3,1,1) \in \mathcal{S C}$

(b) $\lambda=(6,4,4,1,1) \in \mathcal{D D}$

Figure 1. Self-conjugate and doubled distinct partitions filled with $\varepsilon$
such as exploded tableaux and a $V_{t}$-coding adapted from Garvan-Kim-Stanton [4]. These techniques are close to the methodology presented here. However their extensions to other types seem complicated.

A partition $\lambda$ of a positive integer $n$ is a nonincreasing sequence of positive integers $\lambda=$ $\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{\ell}\right)$ such that $|\lambda|:=\lambda_{1}+\cdots+\lambda_{\ell}=n$. The $\lambda_{i}$ 's are the parts of $\lambda$, the number $\ell$ of parts being the length of $\lambda$, denoted by $\ell(\lambda)$. Each partition can be represented by its Ferrers diagram, which consists in a finite collection of boxes arranged in left-justified rows, with the row lengths in non-increasing order. The Durfee square of $\lambda$ is the maximal square fitting in the Ferrers diagram. Its diagonal $\Delta$ will be called the main diagonal of $\lambda$. It is of size $d=d_{\lambda}:=\max \left(s \mid \lambda_{s} \geq s\right)$. Let us introduce a signed statistic $\varepsilon$ already appearing in [13]. For a box $s$ of $\lambda$ of coordinates $(i, j), \varepsilon_{s}$ is defined as -1 if $s$ is strictly below the main diagonal of the Ferrers diagram and as 1 otherwise, as depicted in Figure 1. The partition $\lambda^{\prime}=\left(\lambda_{1}^{\prime}, \lambda_{2}^{\prime}, \ldots, \lambda_{\lambda_{1}}^{\prime}\right)$ is the conjugate of $\lambda$, where $\lambda_{j}^{\prime}$ denotes the number of boxes in the column $j$.

Recall that the hook length of $s$, denoted by $h_{s}$, is the number of boxes $v$ such that either $s=v$, or $v$ lies strictly below (respectively to the right) of $s$ in the same column (respectively row). For any $t \in \mathbb{N}^{*}$, the multiset of all hook lengths that are congruent to $0(\bmod t)$ is denoted by $\mathcal{H}_{t}(\lambda)$. Note that $\mathcal{H}(\lambda)=\mathcal{H}_{1}(\lambda)$. A partition $\omega$ is a $t$-core if $\mathcal{H}_{t}(\omega)=\varnothing$. For any $\mathcal{A} \subset \mathcal{P}$, let $\mathcal{A}_{(t)}$ be the subset of elements of $\mathcal{A}$ that are $t$-cores. For example, the only 2-cores are the "staircase" partitions $(k, k-1, \ldots, 1)$ for any $k \in \mathbb{N}^{*}$.

An integer partition $\lambda$ is self-conjugate if its Ferrers diagram is symmetric along the main diagonal. Let $\mathcal{S C}$ be the set of self-conjugate partitions. The set of doubled distinct partitions, denoted by $\mathcal{D} \mathcal{D}$, is that of all partitions $\lambda$ with Durfee square of size $d_{\lambda}$ such that $\lambda_{i}=\lambda_{i}^{\prime}+1$ for all $i \in\{1, \ldots, d\}$. In Figure 1a for instance, $\lambda=(5,3,3,1,1) \in \mathcal{S C}$ has its main diagonal $\Delta$ shaded in green while the main diagonal of $\lambda=(6,4,4,1,1) \in \mathcal{D D}$ is shaded in green in Figure 1b. The strip shaded in yellow corresponds to the boxes added to a self-conjugate partition to obtain a $\mathcal{D} \mathcal{D}$ partition. These subsets of partitions arise when one expresses the Weyl denominator formula for types $B, C$ and $D[11$, p.79] and have been of particular interest within the work of Pétréolle [13] where two Nekrasov-Okounkov type formulas for $\mathcal{S C}$ and $\mathcal{D D}$ are derived. For instance, he proves the following $\mathcal{D D}$ Nekrasov-Okounkov type formula, coming from the basic specialization of the Macdonald identity specialized for type $\tilde{C}$, which stands that for a formal variable $T$ and any complex number $z$ :

$$
\begin{equation*}
\sum_{\lambda \in \mathcal{D D}}(-1)^{d_{\lambda}} T^{|\lambda|} \prod_{\substack{s \in \lambda \\ h_{s} \in \mathcal{H}(\lambda)}}\left(1-\frac{2 z+2}{h_{s} \varepsilon_{s}}\right)=\prod_{k \geq 1}\left(1-T^{k}\right)^{2 z^{2}+z} \tag{1.3}
\end{equation*}
$$

Let $a$ and $T$ be formal variables. Recall that the $T$-Pochhammer symbol is defined as

$$
(a ; T)_{0}=1, \quad(a ; T)_{\infty}=\prod_{j \geq 0}\left(1-a T^{j}\right), \quad \text { and } \quad\left(a_{1}, \ldots, a_{n}\right)_{\infty}=\left(a_{1} ; T\right)_{\infty} \ldots\left(a_{n} ; T\right)_{\infty}
$$

We denote by sp (respectively so) the classical symplectic (respectively odd orthogonal) Schur function (see for instance [3]). Let $t$ be a strictly positive integer, set $\mathbf{x}:=\left(x_{1}, \ldots, x_{t}\right)$ and let us introduce:

$$
K_{T}(t, \mathbf{x})=\prod_{1 \leq i<j \leq t}\left(T x_{i} x_{j}, T x_{i}^{-1} x_{j}^{-1}, T x_{i} x_{j}^{-1}, T x_{j} x_{i}^{-1} ; T\right)_{\infty}
$$

The goal of this extended abstract is to investigate combinatorially the connections between all the Macdonald identities and the Nekrasov-Okounkov formulas. According to Corollary 6.2 in [15] (see also $[10,16]$ ), the Macdonald identity for type $\tilde{C}_{t}$ is as follows:

$$
\begin{align*}
& \Delta_{C}(\mathbf{x})(T ; T)_{\infty}^{t} \prod_{i=1}^{t}\left(T x_{i}^{2}, T x_{i}^{-2} ; T\right)_{\infty} K_{T}(t, \mathbf{x})=\sum_{\mathbf{m} \in \mathbb{Z}^{t}} \sum_{\sigma \in S_{t}} \operatorname{sign}(\sigma) \prod_{i=1}^{t} x_{i}^{(2 t+2) m_{i}}  \tag{1.4}\\
& \times T^{2(t+1)\binom{m_{i}}{2}+(t+1) m_{i}}\left(\left(x_{i} T^{m_{i}}\right)^{\sigma(i)-t-1}-\left(x_{i} T^{m_{i}}\right)^{t+1-\sigma(i)}\right)
\end{align*}
$$

where $\Delta_{C}(\mathbf{x})=\prod_{1 \leq i \leq t} x_{i}^{-t}\left(1-x_{i}^{2}\right) \prod_{1 \leq i<j \leq t}\left(x_{j}-x_{i}\right)\left(1-x_{i} x_{j}\right)$. We will focus on types $\tilde{C}_{t}$ (denoted $\tilde{C}_{t}^{(1)}$ in [9]), $\tilde{C}_{t}^{\vee}$ (denoted $\tilde{D}_{t+1}^{(\overline{2})}$ in [9]) here, but the method is the same for the other types. By computing the Littlewood decomposition to partitions seen as a bi-infinite sequences of " 0 " and " 1 " (see Section 2 for precise definitions and properties), the quadratic form which is to the exponent of $T$ in (1.4) can be interpreted as half the weight of a doubled distinct $(2 t+2)$-core partition using the ideas of Garvan-Kim-Stanton [4]. Introducing the notion of $V_{g, t}$-coding (see Definition 5) which can be thought of as the last indices (mod $g$ ) of letters " 0 " in the bi-infinite sequences, and $H_{+}:=\left\{h_{s}<g, \varepsilon_{s}=1\right\}$, one can then reinterpret the right-hand side of (1.4) as follows:

Theorem 1. Set $t \in \mathbb{N}^{*}$. The Macdonald identity for type $\tilde{C}_{t}$ can be rewritten as follows:

$$
\begin{equation*}
\sum_{\omega \in \mathcal{D} \mathcal{D}_{(2 t+2)}}(-1)^{d_{\omega}+\left|H_{+}\right|} T^{|\omega| / 2} \operatorname{sp}_{\mu}(\mathbf{x})=(T)_{\infty}^{t} K_{T}(t, \mathbf{x}) \prod_{i=1}^{t}\left(T x_{i}^{2}, T x_{i}^{-2} ; T\right)_{\infty} \tag{1.5}
\end{equation*}
$$

where $\mathbf{v}$ is the $V_{g, t}-$ coding corresponding to $\omega$ (see Definition 5) and $\mu \in \mathcal{P}$ such that $\mu_{i}:=v_{i}+i-2 t-2$ for all $1 \leq i \leq t$.

Similarly we get the following:
Theorem 2. Set $t \in \mathbb{N}^{*}$. The Macdonald identity for type $\tilde{C}_{t}^{\vee}$ can be rewritten as follows:

$$
\begin{aligned}
& \sum_{\omega \in \mathcal{S C}_{(2 t)}}(-1)^{\left|H_{+}\right|+\left|H_{+} \cap \Delta\right|+d_{\omega}} T^{|\omega| / 2} \operatorname{so}_{\mu}(\mathbf{x}) \\
&=\left(T^{1 / 2} ; T^{1 / 2}\right)_{\infty}(T ; T)_{\infty}^{t-1} K_{T}(t, \mathbf{x}) \prod_{i=1}^{t}\left(T^{1 / 2} x_{i}, T^{1 / 2} x_{i}^{-1} ; T^{1 / 2}\right)_{\infty}
\end{aligned}
$$

where $\mathbf{v}$ is the $V_{g, t}$-coding corresponding to $\omega$ (see Definition 5) and $\mu \in \mathcal{P}$ is such that $\mu_{i}:=v_{i}+i-2 t$ for all $1 \leq i \leq t$.

As a consequence of our results, we can prove the following $q$-analogues of NekrasovOkounkov type identities.

Theorem 3. For formal variables T, $q$ and any complex number $u$, we have:

$$
\begin{align*}
& \sum_{\lambda \in \mathcal{D D}}(-u)^{d_{\lambda}} T^{|\lambda| / 2} \prod_{s \in \lambda} \frac{1-u^{-2 \varepsilon_{s}} q^{h_{s}}}{1-q^{h_{s}}} \prod_{s \in \Delta} \frac{1+u q^{h_{s} / 2}}{1+u^{-1} q^{h_{s} / 2}}  \tag{1.6}\\
&=\prod_{m, r \geq 1} \frac{1+u q^{r-1} T^{m}}{1+u^{-1} q^{r} T^{m}} \frac{\left(1-u^{-2} q^{r+2} T^{m}\right)^{r-\lfloor r / 2\rfloor}\left(1-u^{2} q^{r-1} T^{m}\right)^{r-\lfloor r / 2\rfloor}}{\left(1-q^{r} T^{m}\right)^{r-\lfloor r / 2\rfloor}\left(1-q^{r+1} T^{m}\right)^{r-\lfloor r / 2\rfloor}}
\end{align*}
$$

$$
\begin{equation*}
\sum_{\lambda \in \mathcal{S C}}(-1)^{d_{\lambda}} T^{|\lambda| / 2} \prod_{s \in \lambda} \frac{1-u^{-2 \varepsilon_{s}} q^{2 h_{s}}}{1-q^{2 h_{s}}} \prod_{s \in \Delta} \frac{1-u q^{h_{s}}}{1-u^{-1} q^{h_{s}}} \tag{1.7}
\end{equation*}
$$

$$
=\prod_{m, r \geq 1} \frac{\left(1-T^{m / 2}\right)}{\left(1-T^{m}\right)} \frac{1-u^{-1} q^{2 r-1} T^{m / 2}}{1-u q^{2 r-1} T^{m / 2}} \frac{\left(1-u^{-2} q^{2(r+1)} T^{m}\right)^{r-\lfloor r / 2\rfloor}\left(1-u^{2} q^{2 r} T^{m}\right)^{r-\lfloor r / 2\rfloor}}{\left(1-q^{2 r} T^{m}\right)^{r+1-\lfloor(r+1) / 2\rfloor}\left(1-q^{2(r+1)} T^{m}\right)^{r-\lfloor r / 2\rfloor}}
$$

Note that taking $u=q^{z}$ and letting $q \rightarrow 1$ in (1.6) gives (1.3), while in (1.7) it yields a new Nekrasov-Okounkov type formula. Actually all the Macdonald identities in the Appendix of [10] can be derived from specializations and limits of Theorems 1 and 2 and their analogues for other types. In Section 2, we introduce a way of computing the Littlewood decomposition with words, giving an explicit connection between $t$-cores and vectors of integers. In Section 3 , we use this description of the Littlewood decomposition to characterize the product of hook lengths of subsets of $t$-cores such as $\mathcal{D} \mathcal{D}_{(2 t+2)}$. We derive Theorem 6 but we only give the lemmas necessary to its proof. In the last section, we sketch the proofs of Theorems 1 and 3 for type $\tilde{C}$ only.

## 2. Combinatorial properties of the Littlewood decomposition on certain SUBSETS OF PARTITIONS

In this section, we use the formalism of Han-Ji [6]. Let $\partial \lambda$ be the border of the Ferrers diagram of $\lambda$. Encode the walk along the border from the South-West to the North-East as depicted in Figure 2: take " 0 " for a vertical step and " 1 " for a horizontal step. This yields a $0 / 1$ sequence denoted $s(\lambda)$. This resulting word over the $\{0,1\}$ alphabet has infinitely many " 0 "'s at the beginning (respectively " 1 "'s at the end), is indexed by $\mathbb{Z}$, and written $\left(c_{i}\right)_{i \in \mathbb{Z}}$.

This writing as a sequence is not unique (since for any $k$ sequences, $\left(c_{k+i}\right)_{i \in \mathbb{Z}}$ define the same partition), hence the necessity to set the index 0 uniquely (to ensure this encoding is bijective). To tackle that issue, we set the index 0 when the number of " 0 "'s to the right of that index is equal to the number of " 1 "'s to the left. In other words, the number of horizontal steps along $\partial \lambda$ corresponding to a " 1 " of negative index in $\left(c_{i}\right)_{i \in \mathbb{Z}}$ must be equal to the number of vertical steps corresponding to " 0 "'s of nonnegative index in $\left(c_{i}\right)_{i \in \mathbb{Z}}$ along $\partial \lambda$. The delimitation between the letter of index -1 and that of index 0 is called the median of the word, marked by a $\mid$ symbol. The size of the Durfee square is then equal to the number of " 1 "'s of negative index. Hence the application $s$ bijectively associates a partition to the word:

$$
s(\lambda)=\left(c_{i}\right)_{i \in \mathbb{Z}}=\left(\ldots c_{-2} c_{-1} \mid c_{0} c_{1} c_{2} \ldots\right)
$$

where $c_{i} \in\{0,1\}$ for any $i \in \mathbb{Z}$, and such that

$$
\#\left\{i \leq-1, c_{i}=1\right\}=\#\left\{i \geq 0, c_{i}=0\right\}<\infty
$$

Lemma 1. This application maps bijectively a box s of hook length $h_{s}$ of the Ferrers diagram of $\lambda$ to a pair of indices $\left(i_{s}, j_{s}\right) \in \mathbb{Z}^{2}$ of $s(\lambda)$ such that $i_{s}<j_{s}, c_{i_{s}}=1$ and $c_{j_{s}}=0, j_{s}-i_{s}=h_{s}$.


Figure 2. $\omega=(11,6,4,2,2,1,1,1,1,1) \in \mathcal{D} \mathcal{D}_{(6)}$ and its binary correspondence

Lemma 2 below allows to characterize the position of a box.
Lemma 2. ([17, Lemma 2.1]) Set $\lambda \in \mathcal{P}$ and $s(\lambda)$ its corresponding word. Let $s$ be a box of the Ferrers diagram of $\lambda$. Let $\left(i_{s}, j_{s}\right) \in \mathbb{Z}^{2}$ be the indices in $s(\lambda)$ associated with $s$. Then $s$ is a box strictly above the main diagonal in the Ferrers diagram of $\lambda$ if and only if $\left|i_{s}\right| \leq\left|j_{s}\right|$.

The map below is often called the Littlewood decomposition (see $[4,6]$ for instance).
Definition 4. Let $t \geq 2$ be an integer and consider:

$$
\begin{array}{r|rll}
\Phi_{t}: & \mathcal{P} & \rightarrow & \mathcal{P}_{(t)} \times \mathcal{P}^{t} \\
& \mapsto & \mapsto & \left(\omega, \nu^{(0)}, \ldots, \nu^{(t-1)}\right),
\end{array}
$$

where if $s(\lambda)=\left(c_{i}\right)_{i \in \mathbb{Z}}$, then for all $k \in\{0, \ldots, t-1\}$ one has $\nu^{(k)}:=s^{-1}\left(\left(c_{t i+k}\right)_{i \in \mathbb{Z}}\right)$. The tuple $\underline{\nu}=\left(\nu^{(0)}, \ldots, \nu^{(t-1)}\right)$ is the $t$-quotient of $\lambda$, denoted by $q u o t_{t}(\lambda)$, while $\omega$ is the $t$-core of $\lambda$, denoted by $\operatorname{core}_{t}(\lambda)$.

Obtaining the $t$-quotient is straightforward from $s(\lambda)=\left(c_{i}\right)_{i \in \mathbb{Z}}$ : we just look at subwords with indices congruent to the same values modulo $t$. The sequence 10 within these subwords are replaced iteratively by 01 until the subwords are all the infinite sequence of " 0 "'s before the infinite sequence of " 1 "'s (in fact it consists in removing all rim hooks in $\lambda$ of length congruent to $0(\bmod t))$. Then $\omega$ is the partition corresponding to the word which has the subwords $(\bmod t)$ obtained after the removal of the 10 sequences.

For example, if we take $\lambda=(4,4,3,2)$ and $t=3$, then $s(\lambda)=\ldots 001101 \mid 010011 \ldots$

$$
\left.\begin{aligned}
& s\left(\nu^{(0)}\right)=\ldots 001 \mid 001 \ldots \\
& s\left(\nu^{(1)}\right)=\ldots 000 \mid 111 \ldots \\
& s\left(\nu^{(2)}\right)=\ldots 011 \mid 011 \ldots
\end{aligned} \longmapsto \right\rvert\, \begin{aligned}
& s\left(w_{0}\right)=\ldots 000 \mid 011 \ldots \\
& s\left(w_{1}\right)=\ldots 000 \mid 111 \ldots \\
& s\left(w_{2}\right)=\ldots 001 \mid 111 \ldots
\end{aligned}
$$

Thus $s(\omega)=\ldots 000001 \mid 011111 \ldots$, and

$$
\operatorname{quot}_{3}(\lambda)=\left(\nu^{(0)}, \nu^{(1)}, \nu^{(2)}\right)=((1,1), \varnothing,(2)), \operatorname{core}_{3}(\lambda)=\omega=(1)
$$

One might therefore see $t$-core partitions as partitions whose $t$-quotient in the Littlewood decomposition is empty. Let $\omega$ be a partition, it is a $t$-core if and only if $q u o t_{t}(\omega)=(\varnothing, \ldots, \varnothing)$. This is equivalent to say that all subwords $(\bmod t)$ are of the form $\ldots 0011 \ldots$, which is, an infinite sequence of " 0 "'s and then an infinite sequence of " 1 "'s. For any $i \in\{0, \ldots, t-1\}$ let us define $n_{i}:=\min \left\{k \in \mathbb{Z} \mid c_{i+k t}=1\right\}$. Each $n_{i}$ corresponds to the index of the first " 1 " in the subword of $s(\omega)$ whose index is congruent to $i(\bmod t)$. Recall that the word $s(\omega)$ has as many " 1 "'s of negative index as " 0 "'s of positive index. This is equivalent to require $\sum_{i=0}^{t-1} n_{i}=0$, hence there is a natural bijective map between $\omega \in \mathcal{P}_{(t)}$ and $\left(n_{i}\right)_{i \in\{0, \ldots, t-1\}} \in \mathbb{Z}^{t}$ such that $\sum_{i=0}^{t-1} n_{i}=0$.

For example, if we take $\omega=(4,2)$ and $t=3$, then

$$
s(\omega)=\ldots 000011|011011111 \ldots \longmapsto| \begin{array}{ll}
s\left(w_{0}\right)=\ldots 000 & \mid \underbrace{}_{\substack{n_{0}=2 \\
001}} 1 \ldots, \\
\mid 111 \ldots \\
s\left(w_{1}\right)=\ldots 00 \underbrace{1}_{n_{1}=-1} & \begin{array}{ll}
\underbrace{1}_{n_{2}=-1} & \mid 111 \ldots
\end{array}, \ldots\left(w_{2}\right)=\ldots 00
\end{array}
$$

In [8], Johnson uses the fermionic viewpoint of partitions (which is the same as the one described above) to prove that this bijection is actually the one used by Garvan-Kim-Stanton in [4]. We reformulate here what is written in [8, Section 2] in terms of index of words: let $\lambda$ be a partition and $t$ be a strictly positive integer. Abaci correspond exactly to $t$-subwords of $s(\lambda)$ with fixed residue $(\bmod t)$ while the $n_{i}$ 's as defined in Bijection 2 in [4] correspond to the charge of the $i$-th runner on the abaci. This implies in particular that if $\omega$ is a $t$-core partition with corresponding word $s(\omega)=\left(c_{i}\right)_{i \in \mathbb{Z}}$ and if we set $\phi(\omega):=\left(n_{0}, \ldots, n_{t-1}\right)$, then $n_{i}=\min \left\{k \in \mathbb{Z} \mid c_{k t+i}=1\right\}$. Moreover, we have:

$$
\begin{equation*}
|\omega|=\frac{t}{2} \sum_{i=0}^{t-1} n_{i}^{2}+\sum_{i=0}^{t-1} i n_{i} \tag{2.1}
\end{equation*}
$$

## 3. Hook length product of $t$-CORE partitions

The aim of this section is to introduce the material required to prove Theorem 6 which is an enumerative result on hook length products. The latter is crucial to get Theorem 3, as explained in the introduction (see also Section 4 for more details). This extended abstract only focuses on results for $\tilde{C}$ and $\tilde{C}^{\vee}$ that are stated independently in order to avoid characteristic functions (that complicate their statement). However note that analogous statements exist for all seven infinite families. As for technical results allowing to prove Theorem 6, they are stated only in the $\mathcal{D} \mathcal{D}_{(2 t+2)}$-case, once again to avoid characteristic functions and technicality they bring. The cases $\mathcal{S C}_{(2 t)}, \mathcal{S C}_{(2 t+1)}$ and $\mathcal{D} \mathcal{D}_{(2 t+1)}$ are obtained on the same way, uniform formulations and proofs can be found in [18]. Theorem 6 involves $V_{g, t}$-codings: these are a particular kind of vector of integers (see Definition 5) that can be associated to any $\omega \in \mathcal{D D}_{(2 t+2)}$ (see Proposition 7).

Let $t \in \mathbb{N}^{*}$. The end of Section 2 associates a vector of integers $\phi(\omega)$ to any $t$-core $\omega$. Following [1], this vector can be ordered "naturally" (meaning that this order is inherited by
that of the residue $(\bmod t))$ by setting:

$$
\begin{equation*}
n_{k}:=\left\lfloor\frac{\lambda_{i}-i}{t}\right\rfloor+1, \quad i=\min \left\{\nu \mid \lambda_{\nu} \equiv k \quad(\bmod t)\right\} . \tag{3.1}
\end{equation*}
$$

The Littlewood decomposition, when restricted to $\mathcal{D D}$, also has interesting properties and can be stated as follows ( $[4,13]$ for instance):

$$
\lambda \in \mathcal{D D} \mapsto\left\{\begin{array}{l}
(\omega, \underline{\tilde{u}}) \in \mathcal{D} \mathcal{D}_{(t)} \times \mathcal{D} \mathcal{D} \times \mathcal{P}^{(t-1) / 2} \quad \text { if } t \text { is odd }  \tag{3.2}\\
(\omega, \underline{\tilde{\nu}}, \mu) \in \mathcal{D} \mathcal{D}_{(t)} \times \mathcal{D D} \times \mathcal{P}^{(t-2) / 2} \times \mathcal{S C} \quad \text { if } t \text { is odd }
\end{array}\right.
$$

This symmetrical behaviour of $\mathcal{D} \mathcal{D}_{(2 t+2)}$ partitions yields some additional conditions on the associated vector of integers. These have already been studied by Garvan-Kim-Stanton [4] but are stated here in a slightly different way. Let $\omega \in \mathcal{D} \mathcal{D}_{(2 t+2)}$ and $\phi(\omega)=\left(n_{0}, n_{1}, \ldots, n_{2 t+1}\right)$ be as above. Symmetries of $\mathcal{D} \mathcal{D}$ ensure that $n_{0}=0$, and $n_{i}=-n_{2 t+2-i}$ for all $i \in\{1, \ldots, 2 t+1\}$, which in particular implies that $n_{t}=0$. By (2.1), we then have:

$$
\begin{equation*}
\left.|\omega|=(t+1) \sum_{i=0}^{2 t+1} n_{i}^{2}+\sum_{i=0}^{2 t+1} i n_{i}=2\left((t+1) \sum_{i=0}^{t-1} n_{i}^{2}+\sum_{i=0}^{t-1}(i-t-1) n_{i}\right)\right) \tag{3.3}
\end{equation*}
$$

So with this formalism one can recover the vector of integers given in [4] from the Littlewood decomposition together with the word decomposition. When developing (1.4) with respect of powers of $T$, half of the previous quadratic form appear to the exponent.

Example 1. Figure 2 above illustrates this for a $\mathcal{D} \mathcal{D}$ when $t=6$. The arrows are sorted in six different colors, each of them corresponding to a fixed residue $(\bmod 6)$ of the index of the corresponding word of $\omega$. The word corresponding to $\omega$ writes as follows:

$$
s(\omega)=\cdots 0000001000001001 \mid 10110111110111111111 \cdots
$$

By extracting the subwords of fixed residue $(\bmod 6)$, we obtain:

$$
\begin{array}{ll}
s\left(w_{0}\right)=\cdots 000 \mid 111 \cdots, & s\left(w_{1}\right)=\cdots 000 \mid 011 \cdots \\
s\left(w_{3}\right)=\cdots 000 \mid 111 \cdots, & s\left(w_{4}\right)=\cdots 000 \mid 001 \cdots, \\
s\left(w_{5}\right)=\cdots 011 \mid 111 \cdots \\
\hline \cdots 001 \mid 111 \cdots
\end{array}
$$

so that $\left(n_{0}, n_{1}, n_{2}, n_{3}, n_{4}, n_{5}\right)=(0,1,-2,0,2,-1) \in \mathbb{Z}^{6}$.
The properties of symmetry of any $\mathcal{D D}$ partition along its main diagonal yields the following restriction, as mentioned in [4]:

$$
\omega \in \mathcal{D D}_{(6)} \longleftrightarrow(1,-2) \in \mathbb{Z}^{2}
$$

Similarly, the symmetrical behaviour of $\mathcal{S C}_{(2 t)}$ partitions yields additional conditions on the associated vector of integers: let $\omega \in \mathcal{S C}_{(2 t)}$ and $\phi(\omega)=\left(n_{0}, n_{1}, \ldots, n_{2 t-1}\right)$, then $n_{i}=$ $-n_{2 t-1-i}$ for all $i \in\{0, \ldots, 2 t-1\}$, in particular $n_{t}=0$. By (2.1), we have:

$$
\begin{equation*}
|\omega|=(2 t) / 2 \sum_{i=0}^{2 t-1} n_{i}^{2}+\sum_{i=0}^{2 t-1} i n_{i}=\sum_{i=0}^{t-1}\left((2 t) n_{i}^{2}+(2(i-t)-1) n_{i}\right) \tag{3.4}
\end{equation*}
$$

The ordered vector of integers $\phi(\omega)$ still lacks of some properties to be the combinatorial tool one needs to prove Theorems 1,3 and 6 . These properties are the one satisfied by vectors of integers called $V_{g, t}$-codings (defined in [18]). The goal here is to attach a $V_{g, t}$-coding to any $\phi(\omega)$. Before going any further, let us motivate Definition 5 below, with the following observation: making use of properties of $q$-series together with the Weyl group action on the affine root systems, Stanton provides a new proof of the Macdonald identities [16]. Sums that appear in these identities involve vectors of integers, so that the existence of $\phi$, which is a bijection between partitions and vectors of integers, leads us to rephrase Stanton's work. From this perspective, [16, Proposition 3.7$]$ that focuses on type $\tilde{C}_{t}$ establishes why only partitions
in $\mathcal{D} \mathcal{D}_{(2 t+2)}$ are to be considered on type $\tilde{C}_{t}$ : they are actually the only ones whose associated vector of integers contribute in a non-trivial way to the sum in the Macdonald identity for the type $\tilde{C}_{t}$.

As this extended abstract only focuses on results for types $\tilde{C}_{t}$ and $\tilde{C}_{t}^{\vee}$, Definition 5 below restricts to these types. Both the general definition (of [18]) and Definition 5 involve a parameter $g$ of the affine root system defined by the equality $M=g \Lambda$ in [10, p.134]. In particular $g=2 t+2$ if the affine algebra considered is of type $\tilde{C}_{t}$ and $g=2 t$ if it is of type $\tilde{C}_{t}^{\vee}$.
Definition 5. Let $t \in \mathbb{N}^{*}$ and $g \in \mathbb{N}^{*}$ such that $t \leq g$, then set $\lambda \in \mathcal{P}$ and let $s(\lambda)=\left(c_{k}\right)_{k \in \mathbb{Z}}$ be its corresponding binary word. For $i \in\{0, \ldots, g-1\}$, define $\beta_{i}:=\max \left\{(k+1) g+i \mid c_{k g+i}=0\right\}$. Let $\sigma:\{1, \ldots, g\} \rightarrow\{0, \ldots, g-1\}$ be the unique permutation such that $\beta_{\sigma(1)}>\cdots>\beta_{\sigma(g)}$. The vector $\mathbf{v}:=\left(\beta_{\sigma(1)}, \ldots, \beta_{\sigma(t)}\right)$ is called the $V_{g, t}$-coding corresponding to $\lambda$.

Note that a notion of $V_{t}$-coding introduced by Dehaye-Han in [2] to connect Macdonald identities for type $\tilde{A}_{t-1}$ and $t$-core partitions corresponds to the $V_{t, t}$-coding. We can now state Theorem 6 and provide the key technical results required to prove it.

Theorem 6. Set $t$ a positive integer and $g=2 t+2$. Let $\omega \in \mathcal{D} \mathcal{D}_{(2 t+2)}$ and $\mathbf{v} \in \mathbb{Z}^{t}$ its associated $V_{g, t}$-coding, and set $r_{i}=v_{i}-t-1$ for any $i \in\{1, \ldots, t\}$. Then we have

$$
|\omega|=\frac{1}{g} \sum_{i=1}^{t} r_{i}^{2}-\frac{(g / 2-1)(g-1)}{12}
$$

and setting $\alpha_{i}(\omega):=\#\left\{u \in \omega, h_{u}=g-i, \varepsilon_{u}=1\right\}$, and for any function $\tau: \mathbb{Z} \rightarrow F^{\times}$, where $F$ is a field, we also have

$$
\prod_{s \in \omega} \frac{\tau\left(h_{s}-\varepsilon_{s} g\right)}{\tau\left(h_{s}\right)}=\prod_{i=1}^{g-1}\left(\frac{\tau(-i)}{\tau(i)}\right)^{\alpha_{i}(\omega)} \prod_{i=1}^{t} \frac{\tau\left(r_{i}\right)}{\tau(i)} \prod_{1 \leq i<j \leq t} \frac{\tau\left(r_{i}-r_{j}\right)}{\tau(j-i)} \frac{\tau\left(r_{i}+r_{j}\right)}{\tau(g-i-j)}
$$

To show Theorem 6 one needs to associate bijectively a vector of integers to any partition. For technical and conceptual reasons (respectively facilitating inductive proofs and interpreting the determinants as Schur functions) the involved vectors need to be ordered. The $V_{g, t}$-codings introduced so far are natural candidate, but one still need to show that they correspond bijectively to partitions. This is the purpose of Proposition 7.

Proposition 7. Let $t$ be a positive integer. Any $\lambda$ in one of the sets $\mathcal{D D}_{(2 t+2)}$ and $\mathcal{S C}_{(2 t)}$ is in bijective correspondence with its $V_{g, t}$-coding, where $g$ is the index of the corresponding set.

Let $s(\omega)$ be the word corresponding to $\omega$ via the word decomposition. The $V_{g, t}$-coding associated to $\omega$ by Proposition 7 is immediately given when reading $s(\omega)$ from right to left: for instance $v_{1}$ is the index of the first " 1 " in the subword $(\bmod g)$ of $s(\omega)$ that contains the last " 0 ". Lemma 3 allows to prove Theorem 6 by induction on the length of the Durfee square of the partition. Following the same philosophy as in Lemmas 1 and 2, it enumerates the boxes in the largest hook by means of their pair of indices. Ultimately, and as illustrated in Figure 2 in the red and blue shaded areas, let $s$ be a box of $\lambda$ in the first hook. Then $\varepsilon_{s}=1$, respectively $\varepsilon_{s}=-1$, implies $j_{s}=v_{1}-g$, respectively $i_{s}=-v_{1}+g$ and $j_{s}<v_{1}-g$.

We define the $g$-intervals as as $I_{m, M}^{g,+}:=\{k \in \mathbb{Z} \mid m \leq k<M, k \equiv m(\bmod g)\}$ and $\mathrm{I}_{m, M}^{g,-}:=\{l \in \mathbb{Z} \mid m<l \leq M, l \equiv M(\bmod g)\}$. This notion is of particular interest in our case ever since we are trying to enumerate hook lengths with a fixed residue (mod $g$ ). The key ingredient of the proof of Theorem 6 is that $g$-intervals allow us to transform products involving generic functions $\tau$ into telescopic factors.

Lemma 3. Set $\omega \in \mathcal{D D}_{(2 t+2)}$ so that $g=2 t+2$ and let $\left(v_{1}, \ldots, v_{t}\right) \in \mathbb{Z}^{t}$ be its associated $V_{g, t}$-coding. Then the biggest hook of $\omega$, denoted by $H_{1}$, corresponds to the collection of boxes $\mathcal{H}_{1,+} \cup \mathcal{H}_{1,-}$ where $\mathcal{H}_{1,+}$ is the set of indices of boxes $s$ in the first hook such that $\varepsilon_{s}=1$ :

$$
\mathcal{H}_{1,+}=\mathrm{I}_{-v_{1}+g, v_{1}-g}^{g,+} \cup \mathrm{I}_{0, v_{1}-g}^{g,+} \cup \mathrm{I}_{g / 2, v_{1}-g}^{g,+} \bigcup_{i=2}^{t}\left(\mathrm{I}_{v_{i}, v_{1}-g}^{g,+} \cup \mathrm{I}_{-v_{i}+g, v_{1}-g}^{g,+}\right),
$$

and $\mathcal{H}_{1,-}$ is the set of indices of boxes $s$ in the first hook such that $\varepsilon_{s}=-1$ :

$$
\mathcal{H}_{1,-}=\mathrm{I}_{-v_{1}+g, v_{1}-2 g}^{g,-} \cup \mathrm{I}_{-v_{1}+g,-g}^{g,-} \cup \mathrm{I}_{-v_{1}+g,-g / 2}^{g,-} \bigcup_{i=2}^{t}\left(\mathrm{I}_{-v_{1}+g, v_{i}-g}^{g,-} \cup \mathrm{I}_{v_{1}-g,-v_{i}}^{g,-}\right) .
$$

Finally we will also need the following lemma to apply Theorem 6 to Macdonald identities specializations.

Lemma 4. Let $\omega \in \mathcal{D D}_{(2 t+2)}$ and $s(\omega)=\left(c_{k}\right)_{k \in \mathbb{Z}}$. Let $u_{i}=(2 t+2) n_{i}+i$ the index of the first letter " 1 " in the subword $\left(c_{i+(2 t+2) k}\right)_{k \in \mathbb{Z}}$, where $\left(n_{i}\right)=\phi^{-1}(\omega)$. Let $\left(v_{i}\right)_{i \in\{1, \ldots t\}}$ be a $V_{g, t}$-coding. Then $\sigma:\{1, \ldots, t\} \rightarrow\{0, \ldots 2 t+1\}$ of Proposition 5 is such that that $v_{i}=u_{\sigma(i)}$ for $i \in\{1, \ldots t\}$. We have that:

$$
\left|H_{+}\right|=\#\left\{s \in \omega, h_{s}<2 t+2, \varepsilon_{s}=1\right\} \equiv d_{\omega}+\operatorname{sign}(\sigma) \quad(\bmod 2)
$$

## 4. Sketch of proof of Theorems 1 and 3

We first expand the right-hand side of (1.4) and we extract the terms in $T$. The power of $T$ corresponds to (3.3). By changes of variables and Lemma 4, we are able to take $\omega=\phi^{-1}(\mathbf{m})$ and derive Theorem 1.

We now derive Theorem 3 for $\mathcal{D} \mathcal{D}$. In order to do so, we start by proving the equality setting $u=q^{t}$ for any strictly positive integer $t$ on both sides. By technical manipulations on products, the right hand side of (1.6) is exactly that of Theorem 1 when $x_{i}=q^{i}$ which completes the first step of the proof.

The left-hand side of (1.6) can be obtained by setting $\tau(x)=1-q^{x}$ in Theorem 6 and multiplying the resulting expression by the product of hook lengths on the main diagonal $\Delta$. We prove that:

$$
\begin{equation*}
\operatorname{sp}_{\mu}\left(q, q^{2}, \ldots, q^{t}\right)=(-1)^{|H+|} q^{(t+1) d_{\lambda}} \prod_{s \in \lambda} \frac{1-q^{h_{s}-(2 t+2) \varepsilon_{s}}}{1-q^{h_{s}}} \prod_{s \in \Delta} \frac{1+q^{t+1+h_{s} / 2}}{1+q^{-t-1+h_{s} / 2}} \tag{4.1}
\end{equation*}
$$

The proof of the equality above is done by induction on $r_{1}=\max _{1 \leq i \leq t}\left(r_{i}\right)$ as defined in Theorem 6. First remark that the product over elements of $\Delta$ on the right-hand side of (4.1) is a telescopic product equal to $\prod_{i=1}^{t}\left(1+q^{r_{i}}\right) /\left(1+q^{i}\right)$. On the left-hand side of (4.1), the quotient of determinants $\operatorname{det}\left(q^{i r_{j}}-q^{-i r_{j}}\right) / \operatorname{det}\left(q^{i(t+1-j)}-q^{-i(t+1-j)}\right)$ can be computed by noting that it is equal to $\operatorname{det}\left(\left(q^{r_{j}}\right)^{i}-\left(q^{r_{j}}\right)^{-i}\right) / \operatorname{det}\left(\left(q^{t+1-j}\right)^{i}-\left(q^{t+1-j}\right)^{-i}\right)$. Finally we conclude by checking that both sides of the equation verify the same initial value and the same induction property.

The last step of the proof is to check that both sides of (1.6) are Laurent polynomials in the variable $u$. An argument of polynomiality that (1.6) holds for any $u$ then allows one to conclude.
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