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Example: Isotopy relations

$$
\bigcap=\emptyset=\emptyset \quad \bigcap \emptyset=\emptyset=\emptyset \emptyset
$$
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- Rewriting with any system $S$ such that $R \subseteq S \subseteq E R_{E}$, Jouannaud - Kirchner '84.
- Main interest and results for ${ }_{E} R$.
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- Double groupoid: double category in which horizontal, vertical and square cells are invertible.
- $n$-category enriched in double groupoids: n-category $\mathcal{C}$ such that any homset $\mathcal{C}_{n}(x, y)$ is a double groupoid.
- Horizontal $(n+1)$-category: category of rewritings, vertical $(n+1)$-category: category of modulo rules.
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- A double $(n+2, n)$-polygraph is a double $n$-polygraph in which $P^{s}$ is defined on $\left(\left(P^{\vee}\right)^{\top},\left(P^{h}\right)^{\top}\right)$.
- A double $(n+2, n)$-polygraph $\left(P^{v}, P^{h}, P^{s}\right)$ generates a free $(n-1)$-category enriched in double groupoids, denoted by $\left(P^{v}, P^{h}, P^{s}\right) \pi$.
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- A 2-square extension $P^{s}$ of $\left(\left(P^{v}\right)^{\top},\left(P^{h}\right)^{\top}\right)$ is acyclic if for any square
there exists a square $(n+1)$-cell $A$ in $\left(P^{\vee}, P^{h}, P^{s}\right)^{\Pi}$ such that $\partial(A)=S$.
- A 2 -fold coherent presentation of an $n$-category $\mathbf{C}$ is a double $(n+2, n)$-polygraph ( $P^{v}, P^{h}, P^{s}$ ) such that:
- the ( $n+1$ )-polygraph $P^{\vee} \amalg P^{h}$ presents C;
- $P^{s}$ is acyclic
- Example: Let $E$ be a convergent $(n+1)$-polygraph. $\operatorname{Cd}(E):=$ square extension containing

$$
\begin{aligned}
& e_{\mathbf{1}} \star_{n-\mathbf{1}} e_{\mathbf{1}}^{\prime} \\
& \Downarrow \stackrel{=}{=} ね^{=} .
\end{aligned}
$$

for a choice of confluence of any critical branching $\left(e_{1}, e_{2}\right)$ of $E$.

- From Squier's theorem, $(E, \emptyset, \operatorname{Cd}(E))$ is a 2-fold coherent presentation of $\mathbf{C}$.
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and the map $\gamma^{E} R_{E}$ is defined by $\gamma^{E} R_{E}\left(e, f, e^{\prime}\right)=\left(\partial_{-, n-1}(e), \partial_{+, n-1}\left(e^{\prime}\right)\right)$.
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- Confluence modulo $E$ (resp. local confluence modulo $E$ ): any branching (resp. local branching) of $S$ modulo $E$ is confluent modulo $E$.
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- We consider $\Gamma$ a 2 -square extension of $\left(E^{\top}, S^{*}\right)$.
- A branching modulo $E$ is $\Gamma$-confluent modulo $E$ if there exist $f^{\prime}, g^{\prime}$ in $S_{n}^{*}, e^{\prime}$ in $E_{n}^{\top}$ and a square-cell $A$ in $(E, S, E \rtimes \Gamma \cup \operatorname{Peiff}(E, S)))^{\Pi, v}$ :

- $(E, S,-)^{\pi, v}$ is the free $n$-category enriched in double categories generated by $(E, S,-)$, in which all vertical cells are invertible.
- $\operatorname{Peiff}(E, S)$ is the 2-square extension containing the following squares for all $e, e^{\prime} \in E^{\top}$ and $f \in S^{*}$.

$$
\begin{gathered}
u \star_{i} v \xrightarrow{f \star_{i} v} u^{\prime} \star_{i} v \\
u \star_{i} e V_{V} \psi^{u^{\prime} \star_{i} e} \\
u \star_{i} v^{\prime} \xrightarrow[f \star_{i} v^{\prime}]{>} u^{\prime} \star_{i} v^{\prime}
\end{gathered}
$$



- $E \rtimes \Gamma$ is to avoid "redundant" elements in $\Gamma$ for different squares corresponding to the same branching of $S$ modulo $E$ :

and
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- A set $X$ of $(n-1)$-cells in $R_{n-1}^{*}$ is $E$-normalizing with respect to $S$ if for any $u$ in $X$,

$$
\operatorname{NF}(S, u) \cap \operatorname{Irr}(E) \neq \emptyset
$$

- Theorem. [D.-Malbos '18] Let $(R, E, S)$ be an $n$-polygraph modulo, and $\Gamma$ be a square extension of $\left(E^{\top}, S^{*}\right)$ such that
- $E$ is convergent,
- $S$ is $\Gamma$-confluent modulo $E$,
- $\operatorname{Irr}(E)$ is $E$-normalizing with respect to $S$,
- ${ }_{E} R_{E}$ is terminating,
then $E \rtimes \Gamma \cup \operatorname{Peiff}(E, S) \cup \operatorname{Cd}(E)$ is acyclic.
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- Coherent completion modulo $E$ of $S$ : square extension of $\left(E^{\top}, S^{\top}\right)$ containing square cells $A_{f, g}$ and $B_{f, e}$ :

for any critical branchings $(f, g)$ and $(f, e)$ of $S$ modulo $E$.
- Corollary. [D.-Malbos '18] Let $(R, E, S)$ be an n-polygraph modulo such that
- $E$ is convergent,
- $S$ is confluent modulo $E$,
- $\operatorname{Irr}(E)$ is $E$-normalizing with respect to $S$,
- ${ }_{E} R_{E}$ is terminating,

For any coherent completion $\Gamma$ of $S$ modulo $E, E \rtimes \Gamma \cup \operatorname{Peiff}(E, S) \cup \operatorname{Cd}(E)$ is acyclic.

- Corollary: Usual Squier's theorem. $(E=\emptyset)$
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Example: diagrammatic rewriting modulo isotopy

- Let $E$ and $R$ be two 3-polygraphs defined by:
- $E_{0}=R_{0}=\{*\}$,
- $E_{1}=R_{1}=\{\wedge, \vee\}$,
- $E_{2}=\{\curvearrowleft, \cup, \cap \cup, \uparrow, \downarrow\}$
- Let $E$ and $R$ be two 3-polygraphs defined by:
- $E_{0}=R_{0}=\{*\}$,
- $E_{1}=R_{1}=\{\wedge, \vee\}$,
- $E_{2}=\{\curvearrowleft, \uparrow, \Omega \downarrow \bigcup, \downarrow, \downarrow\}$
 $\downarrow \Rightarrow \bigcup, ~ \curvearrowleft \neg \neg \downarrow, \uparrow \Rightarrow \uparrow \downarrow, \curvearrowleft \Rightarrow \downarrow \uparrow\}$
- Let $E$ and $R$ be two 3-polygraphs defined by:
- $E_{0}=R_{0}=\{*\}$,
- $E_{1}=R_{1}=\{\wedge, \vee\}$,
- $E_{2}=\left\{\curvearrowleft, \uparrow, \Omega \downarrow \bigcup R_{2}=E_{2} \amalg\{\right.$, $\uparrow \downarrow, \downarrow, \searrow, \downarrow$
 $\downarrow \Rightarrow \bigcup, ~ \curvearrowleft \neg \neg \downarrow, \uparrow \Rightarrow \uparrow \downarrow, \curvearrowleft \Rightarrow \downarrow \uparrow\}$
- Let $E$ and $R$ be two 3-polygraphs defined by:
- $E_{0}=R_{0}=\{*\}$,
- $E_{1}=R_{1}=\{\wedge, \vee\}$,



- $R_{3}=$

$$
\{\underset{\sim}{s} \Rightarrow \uparrow, \quad \leftrightarrow \downarrow \downarrow,
$$

- Let $E$ and $R$ be two 3-polygraphs defined by:
- $E_{0}=R_{0}=\{*\}$,
- $E_{1}=R_{1}=\{\wedge, \vee\}$,

 $\downarrow \Rightarrow \downarrow \downarrow, \downarrow \downarrow \downarrow$
- $R_{3}=$

- Facts:
- $E$ is convergent.
- ${ }_{E} R_{E}$ is terminating.
- $E_{E} R$ is confluent modulo $E$.
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## Conclusion

- We proved a coherence result for polygraphs modulo.
- How to weaken E-normalization assumption ?
- Is any polygraph modulo Tietze-equivalent to an E-normalizing polygraph modulo ?
- Explicit a quotient of a square extension by all modulo rules.
- Constructions extended to the linear setting.
- Linear bases from termination (or quasi-termination) or ${ }_{E} R_{E}$ and confluence of $R$ modulo $E$.
- Work in progress:
- Rise this construction in dimensions, in n-categories enriched in p-fold groupoids.
- Formalize these constructions with rewriting modulo all the algebraic axioms.

Thank you!

