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- Rewriting in higher dimensional diagrammatic algebras, modulo the axioms of vector spaces and isotopies diagrams given by relations of the form

$$
\bigcap=1 ; \quad \bigcap=1 ; \quad \bigcap_{\square} \cdot|=| \bigcup_{\square}
$$
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- The free (2,1)-category of equivalences $R^{\top}$ generated by $(X, R)$ is the free 2-category $R^{*}$ in which all the 2-cells are invertible with respect to the $\star_{1}$-composition.
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- The 2-cells of $R^{\top}$ corresponds to elements of the equivalence relation generated by $R$, denoted by $\approx_{R}$.
- A 2-cell $u \Rightarrow v$ in $R^{\top}$ is given by a zigzag rewriting sequence of 2-cells of $R^{*}$ :
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- The underlying categorical structure is given by a double groupoid, that is a pair $\mathcal{C}=\left(\mathcal{C}_{0}, \mathcal{C}_{1}\right)$ of categories in which all 1 -cells are invertible, with:
- 1-cells of $\mathcal{C}_{0}$ are vertical arrows of $\mathcal{C}$;
- 0 -cells of $\mathcal{C}_{1}$ are horizontal arrows of $\mathcal{C}$;
- 1-cells of $\mathcal{C}_{\mathbf{1}}$ are 2 -cells in $\mathcal{C}$, pictured by

$$
p^{\prime} \xrightarrow[f^{\prime}]{ } q^{\prime}
$$ with $p, p^{\prime}, q, q^{\prime} 0$-cells of $\mathcal{C}_{0}$.

- The compositions of 2-cells in a double groupoid are given by

corresponding to $\star_{\mathbf{1}}$ and $\star_{\mathbf{2}}$-compositions in $\mathcal{C}(\Gamma)$.
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- The proof of this theorem is separated into 5 steps.
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## Conclusion

- We obtained a coherence result for Huet's approach of rewriting modulo.
- The confluence of $R$ modulo $E$ is hard to obtain for the interesting cases.
- Objective $=$ generalize this coherence result to Jouannaud-Kirchner's approach for any SRS $S$ such that

$$
R \subseteq S \subseteq R / E
$$

- Study the particular case $S={ }_{E} R$, where Bachmair - Dershowitz's completion holds.
- Describe this completion in terms of critical pairs.
- The main application is to obtain homotopical completions modulo, and in particular constructions of coherent presentations for
- groups;
- diagrammatic algebras.

