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SUPER REWRITING THEORY AND NONDEGENERACY OF ODD

CATEGORIFIED sl2

BENJAMIN DUPONT, MARK EBERT, AND AARON D. LAUDA

Abstract. We develop the rewriting theory for monoidal supercategories and 2-supercategories.
This extends the theory of higher-dimensional rewriting established for (linear) 2-categories to the
super setting, providing a suite of tools for constructing bases and normal forms for 2-supercategories
given by generators and relations. We then employ this newly developed theory to prove the non-
degeneracy conjecture for the odd categorification of quantum sl(2) from [18, 7]. As a corollary,
this gives a classification of dg-structures on the odd 2-category conjectured in [32].

1. Introduction

Higher representation theory studies the higher categorical structure present when an associative
algebra A acts on an additive/abelian category V, with algebra generators acting by additive or
exact functors and algebra relations lifting to explicit natural isomorphisms of functors. In its most
refined form, this involves a categorification of an algebra A itself, lifting A to a monoidal category
A. The algebra A is categorified in the sense that there is an isomorphism from the (additive or
abelian) Grothendieck group K(A) to A. The monoidal structure equips K(A) with the structure
of an algebra, where the [X ⊗ Y ] = [X] · [Y ] and the class [1] of the unit in the monoidal category
becomes the unit element for algebra.

If the algebra A is equipped with a system of mutually orthogonal idempotents, the most natural
setting for categorification is to lift A to an additive linear 2-category. Since any monoidal category
can be regarded as a 2-category with one object, the 2-categorical setting is often the most natural.
In particular, the diagrammatic calculus of 2-categorical string diagrams often appear in categorifi-
cation, where the 2-categories A are defined diagrammatically via generating 2-morphisms modulo
certain diagrammatic relations. Then the categorification isomorphisms K(A) ∼= A often requires
significant effort to demonstrate that the diagrammatic presentation does not collapse. In particu-
lar, finding a basis for the spaces of 2-morphisms in A becomes a fundamental problem. This can
be viewed as the higher representation theoretic analog of studying PBW bases and related bases
for enveloping algebras. In the same way that those more traditional bases are a basic tool in the
study of these algebras, the analogous bases for the spaces of 2-morphisms are equally relevant in
higher representation theory.

Higher-dimensional rewriting theory applies the tools of rewriting theory in higher categorical
settings. It provides a set of tools for determining when a presentation of a 2-category will be
coherent and allows for a determination of a normal form for a given 2-morphism within a given
rewriting class, constructively providing bases from a specific presentation of a 2-category. The
techniques of higher-dimensional rewriting have been effectively applied in a number of important
examples in higher-representation theory [4, 3, 14, 13] including cases where a determination of
these bases have eluded experts for some time [13].

Research was sponsored by the Army Research Office and was accomplished under Grant Number W911NF-20-1-
0075. The views and conclusions contained in this document are those of the authors and should not be interpreted
as representing the official policies, either expressed or implied, of the Army Research Office or the U.S. Government.
The U.S. Government is authorized to reproduce and distribute reprints for Government purposes notwithstanding
any copyright notation herein.

1

http://arxiv.org/abs/2102.00276v1


More recently, the field of higher representation theory has taken on the categorification of
superalgebras A. Superalgebras no longer lift to monoidal categories or 2-categories. Rather, they
lift to so-called monoidal supercategories or 2-supercategories where the familiar interchange law is
replaced by a super interchange law that depends on an additional Z2-grading on 2-morphisms [6, 7].
Monoidal supercategories and 2-supercategories are becoming increasingly common place in modern
representation theory with examples ranging from categorification (Heisenberg categories [8, 24],
super 2-Kac-Moody algebras [17, 18, 7, 29, 27, 28], affine oriented Brauer-Clifford supercategory
[25], Frobenius nilHecke [1]), descriptions of the representation category of Lie superalgebras of Type
Q [5], Deligne categories for periplectic superalgebras [23], and super analogs of modular/fusion
tensor categories [2, 31, 41].

Here we extend the theory of higher-dimensional rewriting to the super setting, allowing for
these techniques to be applied to monoidal supercategories and 2-supercategories. This allows for a
constructive approach to constructing bases in 2-supercategories and provides a suite of techniques
for identifying Grothendieck groups needed for categorification. As an application, we prove the
non-degeneracy conjecture for the odd categorification of quantum sl2.

The odd categorification of quantum sl2 arose as an attempt to provide a higher representation
theoretic explanation for a phenomena discovered in link homology theory. Ozsvath, Rassmusen,
and Szabo showed that Khovanov’s categorification of the Jones polynomial was not unique [38].
They defined what they called odd Khovanov homology that was similar in many ways to ordinary
Khovanov homology (the theories agree when coefficients are reduced modulo two), but rather
than being based on 2D TQFT, this theory was based on a strange type of 2D TQFT where signs
appear when heights of handles are interchanged [39]. These theories are inequivalent in the sense
that each can distinguish knots the other cannot [40]. Since Khovanov homology has a higher
representation theoretic interpretation coming from the categorification of quantum sl2 [33, 43],
Ellis, Khovanov, and the third author initiated a program [17] to define odd analogs of quantum
sl2 and related structures. The result was the discovery of odd, noncommutative, analogs of many
of the structures appearing in connection with sl2 categorification including odd analogs of the
Hopf algebra of symmetric functions [16, 17], cohomologies of Grassmannians [17] and Springer
varieties [34]. Subsequent work has shown these odd categorifications extend to arc algebras and
constructions of odd Khovanov homology for tangles [37, 36, 26].

These investigations into odd categorification turned out to be closely connected with parallel
investigations into super Kac-Moody algebra categorifications [29, 27, 28], with the odd categori-
fication of sl2 lifting the rank one super Kac-Moody algebra. These odd categorifications are also
closely connected with the theory of covering Kac-Moody algebras [22, 12, 10, 11]. Covering alge-
bras Uq,π(g) generalize quantum enveloping algebras, depending on an additional parameter π with
π2 = 1. When π = 1, it reduces to the usual quantum enveloping algebra Uq(g), while the π = −1
specialization recovers the quantum group of a super Kac-Moody algebra. Covering algebras, and
the novel introduction of the parameter π, allow for the first construction of canonical bases for Lie
superalgebras [11, 12].

In the rank one case, the π = 1 specialization is Uq(sl2), while for π = −1 it gives the quantum
group Uq(osp(1|2)) associated with the super algebra osp(1|2). Following a categorification of the
positive parts of these algebra in [22], Ellis and the third author categorified the full rank one
covering algebra proving a conjecture from [12]. In doing so, a 2-supercategory U := U(sl2) was
defined [18] for the rank one covering algebra whose Grothendieck group recovers Uq,π(sl2). This
categorification was later greatly simplified in [7], where the 2-supercategory formalism was better
developed, building off of the work [6]. This covering formalism and the connection with osp(1|2)
also informs the realization of odd Khovanov homology in theoretical physics [35].

Despite being able to establish the categorification isomorphism for U(sl2), a basis for the space
of 2-morphisms was not achieved in [18]. A spanning set was given in [18] and conjectured to form
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a basis – the non-degeneracy conjecture for odd categorified sl2. The need for a basis result was
highlighted in [32] where dg-structures were defined on U extending differentials on the positive
part from [19]. These differentials make the dg-Grothendieck group of its compact derived category
isomorphic to the small quantum group u̇√−1(sl2) that plays a role in quantum approaches to the
Alexander polynomial. Such dg-structures were conjecturally classified on U assuming the non-
degeneracy conjecture [32, Proposition 7.1]. As a corollary of the basis results achieved here, we
prove this conjectured classification is complete.

This paper is organized as follows. In Section 2 we adapt the theory of rewriting in linear 2-
categories to the context of super 2-categories. In Section 3 we give a convergent presentation of the
2-supercategory we call odd isotopies. This is analogous to the polygraph of isotopies from [20, 14],
but adapted to the context of 2-super Kac Moody algebras. Section 4 presents the 2-supercategory
associated to the odd nilHecke algebra; the resulting normal form is shown to recover the basis of
the odd nilHecke algebra from [17]. Section 5 gives a presentation of the odd 2-category U(sl2).
Finally, in Section 6 we show that the (3,2)-superpolygraph presenting U(sl2) is quasi-terminating
and confluent modulo. The resulting quasi-normal form proves the non-degeneracy conjecture for
U(sl2).

Acknowledgements. A.D.L. and M.E were partially supported by NSF grant DMS-1902092 and
Army Research Office W911NF2010075. B.D. would like to thank his PhD advisors Philippe
Malbos, Stéphane Gaussent and Alistair Savage for their help and support.

2. Super rewriting theory

2.1. 2-supercategories. Here we review Brundan and Ellis [6, 7] notion of a 2-supercategory.

2.1.1. Super vector spaces. Let k be a field with characteristic not equal to 2. A superspace is a
Z2-graded vector space V = V0̄ ⊕ V1̄. For a homogeneous element v ∈ V , write |v| for the parity
of v.

Let SVect denote the category of superspaces and all linear maps. Note that HomSVect(V,W )
has the structure of a superspace since a linear map f : V → W between superspaces decomposes
uniquely into an even and odd map. The usual tensor product of k-vector spaces is again a
superspace with (V ⊗W )0̄ = V0̄ ⊗W0̄ ⊕ V1̄ ⊗W1̄ and (V ⊗W )1̄ = V0̄ ⊗W1̄ ⊕ V1̄ ⊗W0̄. Likewise,
the tensor product f ⊗ g of two linear maps between superspaces is defined by

(2.1) (f ⊗ g)(v ⊗ w) := (−1)|g||v|f(v)⊗ g(w).

Note that this tensor product does not define a tensor product on SVect, as the usual interchange
law between tensor product and composition has a sign in the presence of odd maps

(2.2) (f ⊗ g) ◦ (h⊗ k) = (−1)|g||h|(f ◦ h)⊗ (g ◦ k).

This failure of the interchange law depending on parity is the primary structure differentiating
monoidal supercategories from their non-super analogs.

If we set SVect to be the subcategory consisting of only even maps, then the tensor product
equips SVect with a monoidal structure. The map u ⊗ v 7→ (−1)|u||v|v ⊗ u makes SVect into a
symmetric monoidal category.

2.1.2. Supercategories. Supercategories, superfunctors, and supernatural transformations are de-
fined [6] via the theory of enriched categories by enriching over the symmetric monoidal category
SVect. See [30] for a review of the enriched category theory. Unpacking this definition we have
the following.
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Definition 2.1 (Supercategories).
A supercategory C is a category enriched in the monoidal category SVect. This consists of the
data of a set C0 called the objects, or 0-cells, of C and

• For each x, y ∈ C0 a superspace of 1-cells C(x, y),
• For each x ∈ C0 an identity assigning map ix : I → C(x, x) where I is the superspace k

concentrated in degree zero.
• For each x, y, z ∈ C0, composition is given by a even linear map

⋆xyz0 : C(x, y)⊗ C(y, z) → C(x, z)

such that composition is associative and unital with respect to identities.

Superfunctors are functors between supercategories that give even linear maps on hom spaces.
For more details see [6, Definition 1.1].

2.1.3. 2-supercategories.

Definition 2.2 (2-supercategories).
A 2-supercategory C is a category enriched in the monoidal category of supercategories SCat.
Namely, a 2-supercategory C is the data of a set C0 called the objects of C and

• For each x, y ∈ C0 a supercategory C(x, y),
• For each x ∈ C0 an identity assigning superfunctor ix : I → C(x, x) where I is the super-
category with

– one object I;
– Hom(I, I) = k where everything is even;
– Composition is the linear map ◦ : k⊗ k → k sending c⊗ d → cd.

• For each x, y, z ∈ C0, a composition superfunctor ⋆xyz0 : C(x, y) ⊗ C(y, z) → C(x, z)

such that

• ⋆xzw0 ◦ (⋆xyz0 ⊗ idC(z,w)) = ⋆xyw0 ◦ (idC(x,y) ⊗ ⋆yzw0 ) (associativity of composition)

• ⋆xxy0 ◦ (ix × idC(x,y)) ◦ isl = idC(x,y) = ⋆xyy0 ◦ (idC(x,y) × ib) ◦ isr where isl and isr are the
canonical isomorphisms C(a, b) → I ⊗C(a, b) and C(a, b) → C(a, b)⊗ I (unitors).

The objects of the hom supercategories C(x, y) taken over all x and y define the set C1 of 1-cells
of C and the 1-cells in C(x, y) form the set C2 of 2-cells in C. We use ⋆1 to denote the composition
operation in the supercategory C(x, y) and call this vertical composition of 2-cells.

For p an object of the supercategory C(x, y) we define the 0-source of p as s0(p) = x and 0-
target of p as t0(p) = y. The source and target maps in C(x, y) give 1-source and 1-target maps
s1, t1 : C1 → C0.

The fact that composition is given by a monoidal superfunctor implies that the usual interchange
axiom of a 2-category must be replaced by the superinterchange law. That is, given 2-cells u : p ⇒
q : x → y, u′ : p′ ⇒ q′ : y → z, v : q ⇒ r : x → y, v′ : q′ ⇒ r′ : y → z, then the superinterchange
equation

(2.3) (u ⋆0 u
′) ⋆1 (v ⋆0 v

′) = (−1)|u
′||v|(u ⋆1 v) ⋆0 (u

′ ⋆1 v
′)

holds in a 2-supercategory C.

Definition 2.3. A 2-supercategory C with one object is a monoidal supercategory. The tensor
product operation is given by the ⋆0-composition and composition of morphisms by ⋆1. The unit
for the monoidal structure is given by the identity morphism of the unique object. For more details
see [6, Definition 1.4].

Definition 2.4. A hom-basis for a 2-supercategory C is a family of sets (Bp,q)p,q∈C1 such that Bp,q

is a linear basis of the k-superspace C2(p, q).
4



The standard 2-categorical string diagrams can be adapted to the super setting. The primary
difference is that the interchange law is replaced by the superinterchange. Since odd parity 2-
morphisms now skew commute with each other, this means that for 2-supercategories one must be
careful with the heights of 2-morphisms. In particular, the superinterchange axiom (2.3) implies
that given 2-cells u : p ⇒ q : x → y and v : p′ ⇒ q′ : y → z then

(2.4) (Idp ⋆0 v) ⋆1 (u ⋆0 Idq′) = (−1)|u||v|(u ⋆0 v) = (−1)|u||v|(u ⋆0 Idp′) ⋆1 (Idq ⋆0 v)

q′

p′

v

q

p

u
z y x

= (−1)|u||v|

q′

p′

v

q

p

u

z y x

= (−1)|u||v|

q′

p′

v

q

p

u

z y u

Remark 2.5. Throughout this paper, we read our compositions cells as is common in higher
category theory, just as the first author does in [14, 13]. This composition is read backwards from
the more prevalent way of reading composition used by Brundan and Ellis [6, Definition 2.1]. That
is, f ⋆i g in this paper translates to g ⋆i f in [6]. So for example, we would have

•
λλ+2λ+4

=
λλ+2

⋆0 •
λ+2λ+4

2.1.4. 2-superpolygraphs and free 2-supercategories. We now introduce the notion of superpoly-
graphs extending the notion of linear polygraphs developed in [4]. The theory of linear polygraphs
is quite general, providing presentations of linear (n, p)-categories; these are defined using a com-
bination of globular n-category objects and p-fold iterative enrichment (see [4, Definition 2.2.1 &
2.2.2]) so that a linear (n + 1, p + 1)-category is a category enriched in (n, p)-categories, with the
base case of linear (n, 0)-category corresponding to an internal n-category in Vect. This means
that a linear (1,1)-category is a linear category, a linear (1,0)-category is a category object in vector
spaces, and a linear (2,2)-category is a linear 2-category. Within the higher dimensional rewriting
framework, a linear (n, p)-category is presented by a linear (n+ 1, p)-polygraph.

Here we will need to extend several instances of the general linear (n, p)-category framework to
the super setting. This is because a (2, 2)-supercategory is just a 2-supercategory as defined in
Definition 2.2 and these will be presented by (3, 2)-superpolygraphs. It is not hard to generalize
Alleaume’s theory of linear (n, p)-polygraphs to the super setting more generally, but as we do
not have interesting examples of these structures in higher dimensions, we focus on unpacking the
general inductive definitions in the cases of interest. To ease the exposition in this article, we
make use of the definitions and notation of linear (n, p)-polygraphs from [4, Section 3.2]. We start
with (2, 2)-superpolygraphs which will be used to form the free 2-supercategory on a given set of
generating cells.

Following [4], we will denote by P ∗
n the free strict n-category on a globular set

Pn

sn−1
//
. . . Pp//

tn−1

sp−1
//
Pp−1//

tp−1

sp−2
//
. . .//

tp−2

s0
//
P0//

t0

Definition 2.6. A (2, 2)-superpolygraph is a collection P = (P0, P1, P2) of sets equipped with set
maps sk, tk : Pk+1 → P ∗

k for k < 2, such that:

• (P0, P1) with sj, tj for j < 1 is a 1-polygraph as defined in [4, Section 3];
5



• P2 is a super globular extension of the free 1-category P ∗
1 on (P0, P1), that is a Z2-graded

set equipped with source and target maps s1, t1 : P2 → P ∗
1 satisfying globular relations

s0 ◦ s1 = s0 ◦ t1 and t0 ◦ s1 = t0 ◦ t1.

We sometimes refer to (2, 2)-superpolygraphs as 2-superpolygraphs for convenience.

Definition 2.7. A pasting diagram on (2, 2)-superpolygraph P = (P0, P1, P2) is a formal composite
of elements of P ′

2 := P2 ∪ {1x : x ⇒ x | x ∈ P ∗
1 } of the form:

• u for α ∈ P ′
2,

• u ⋆1 v for u, v pasting diagrams on P with t1(u) = s1(v),
• u ⋆0 v for u, v pasting diagrams with t0s1(u) = s0s1(v).

Such a composite inherits a Z2-grading determined by the parity of elements in P2 as follows:
|1u| = 0, and |u ⋆k v| = |u| + |v| for k = 0, 1. We define a source s1(D) and target t1(D) of a
composition D iteratively by

• s1(u) and t1(u) are the normal 1-source and 1-target for u ∈ P ′
2,

• s1(u ⋆1 v) = s1(u), t1(u ⋆1 v) = t1(v),
• s1(u ⋆0 v) = s1(u) ⋆0 s1(v), t1(u ⋆0 v) = t1(u) ⋆0 t1(v).

Then pasting diagrams on P are such formal compositions quotiented by associativity of ⋆0 and ⋆1:

u ⋆k (v ⋆k w) = (u ⋆k v) ⋆k w for k = 0, 1

We can now define the free (2, 2)-supercategory on a (2, 2)-superpolygraph by adapting the
definition [21, Def. 2.4.3]. A (2,2)-supercategory is the same thing as a 2-supercategory, so we will
interchange freely between these two terminologies.

Definition 2.8. Let P be a 2-superpolygraph. The free (2, 2)-supercategory over P , denoted by
P s
2 , is defined as follows:

• the 0-cells of P s
2 are the 0-cells of P0,

• for all 0-cells x and y of P , P s
2 (x, y) is the supercategory whose

– 0-cells are the 1-cells f ∈ P ∗
1 (x, y), where P ∗

1 is the free 1-category generated by the
1-polygraph (P0, P1),

– set of 1-cells is the disjoint union of superspaces P s
2 (p, q) := Past(p, q) where Past(p, q)

is the free superspace on the set of pasting diagrams with 1-source p and 1-target q for
any p, q ∈ P ∗

1 (x, y),
and quotiented by the congruence generated by the cellular extensions made of all the
possible

(u ⋆0 v) ⋆1 (u
′ ⋆0 v

′) = −1|v||u
′|(u ⋆1 u

′) ⋆0 (v ⋆1 v
′), 1s1(u) ⋆1 u = u = u ⋆1 1t1(u)

for all pasting diagrams u, v, u′, v′ composable in this way. The 0-cells (resp. 1-cells) of the
hom supercategories P s

2 (x, y) will be the 1-cells (resp. 2-cells) of P
s
2 . For any 0-cells p, q and

r in P s
2 (x, y), there is an even linear map ⋆1 : P

s
2 (p, q)⊗P s

2 (q, r) → P s
2 (p, r) given by gluing

two 2-cells u : p ⇒ q and v : q ⇒ r in P s
2 along their common 1-cell q. For any 0-cells x, y, z ∈

P0, there is a composition map ⋆0 : P
∗
1 (x, y)⊗P ∗

1 (y, z) → P ∗
1 (x, z) defined as the composition

map on P ∗
1 . Let p, q and r, s be any 0-cells in the supercategories P s

2 (x, y) and P s
2 (y, z)

respectively. Then there is an even linear map ⋆0 : P s
2 (p, q) ⊗ P s

2 (r, s) → P s
2 (p ⋆0 r, q ⋆0 s)

given by gluing two 2-cells u : p ⇒ q and v : r ⇒ s in P s
2 along their common 0-cell y. The ⋆0

maps above give the data of a composition superfunctor ⋆0 : P
s
2 (x, y)⊗P s

2 (y, z) → P s
2 (x, z).

For any 1-cells u1, . . . , um in P s
2 (x, y) and v1, . . . ,vn in P s

2 (y, z), these compositions satisfy
(
u1 ⋆1 · · · ⋆1 um

)
⋆0
(
v1 ⋆1 · · · ⋆1 vn

)

= (u1 ⋆0 s(v1)) ⋆1 · · · ⋆1 (um ⋆0 s(v1)) ⋆1 (t(um) ⋆0 v1) ⋆1 · · · ⋆1 (t(um) ⋆0 vn)
6



Remark 2.9. If the Z2-grading of P2 in a (2, 2)-superpolygraph P is all concentrated in even
parity, then a (2, 2)-superpolygraph is just a linear (2, 2)-polygraph [4, Definition 3.2.3], and the
free (2, 2)-supercategory P s

2 generated by P will be a linear (2, 2)-category P ℓ
2 defined as in [4,

Definition 3.2.4].

Notation 2.10. Let P be a 2-superpolygraph. Consider a subset Q2 of the set P2 of generating
2-cells. For a given 2-cell u of P s

2 , denote by ||u||Q2 the number of generating cells of Q2 appearing
in u. When Q2 = {w} is a singleton, ||u||Q2 counts the number of occurrences of the generating
2-cell w in u.

The notion of monomial in a free 2-supercategory is defined by disregarding the Z2-grading and
utilizing the definition of monomial for free linear 2-categories from [4, Definition 4.1.4].

Definition 2.11. Let P = (P0, P1, P2) be a 2-superpolygraph and let U(P ) be the linear (2, 2)-
polygraph obtained by forgetting the parity of the elements P2. Then a monomial of the free
2-supercategory P s

2 is a monomial of the free linear (2, 2)-category U(P )ℓ2 equipped with a parity
determined by P2.

The set of monomials of U(P )ℓ2 is the set of 2-cells of the free 2-category U(P )∗2, so equipping
each element in the set of 2-cells of U(P )∗2 with the parity determined by P2 gives the monomials
of P s

2 .

Remark 2.12. For a 2-superpolygraph P , let A be a set of 2-cells of U(P )∗2 containing one element
from each exchange equivalence class of pasting diagrams of U(P ), where 2-cells u, v ∈ U(P )∗2 are
in the same exchange equivalence class if u = v via the exchange and identity relations. Then every
2-cell of U(P )∗2 is equal to a unique element in A by exchange and identity relations, so A is the set
of monomials of U(P )ℓ2 and a linear combination of elements in A is a monomial decomposition.
We then obtain a set B of 2-cells of P s

2 by assigning to each element of A the parity determined
by P2. Then B is the set of monomials of P s

2 and so a linear combination of elements in B is a
monomial decomposition.

It is known from [4, Definition 4.1.4] that every 2-cell of U(P )ℓ2 has a unique monomial decom-
position. This is true because there are no relations in U ℓ

2 other than the exchange and identity
relations and no two elements of A are related via these relations. We now prove a lemma that
gives this result for 2-supercategories using similar principles.

Lemma 2.13. Every 2-cell in the free 2-supercategory P s
2 generated by a 2-superpolygraph P admits

a unique monomial decomposition.

Proof. Let A and B be the sets of monomials of U(P )ℓ2 and P s
2 described in Remark 2.12. If u = ±v

in B by superinterchange, then there are corresponding elements u′ and v′ in A that satisfy u′ = v′

by exchange and identity relations. But we know that no two elements of A are equal, so there
are no two elements of B that are scalar multiplies of each other by superinterchange and identity
relations. Hence, B is a linearly independent set of 2-cells because P s

2 has no other relations other
than the superinterchange and identity relations. Furthermore, every pasting diagram of P is equal
as a 2-cell by the superinterchange and identity relations to an element in B up to a sign, so every
2-cell admits a decomposition as a linear combination of elements of B by construction. Hence,
every 2-cell of P s

2 admits a unique decomposition into a linear combination of elements of B. �

Given a 2-cell u of the free 2-supercategory P s
2 expressed as a linear combination of monomials

u =
∑

λiui, we set

Supp(u) := {ui | ui appears in the monomial decomposition of u}.
7



Definition 2.14. Let C be a 2-(super)category. For a k-cell f in C, with k = 1, 2, define the
boundary of f as the ordered pair of (k−1)-cells defined by ∂f := (sk−1(f), tk−1(f)). A k-sphere of
C is a pair of k-cells (f, g) such that ∂f = ∂g. That is, sk−1(f) = sk−1(g) and tk−1(f) = tk−1(g).

Let us recall some key definitions needed to prove termination using the derivation method from
[20]: that of a context of a 2-category.

Definition 2.15. A context of a 2-category C is a pair (S, c) where S is a 1-sphere of C and c is
a 2-cell in the 2-category C[S], defined as C extended by a formal 2-cell tiling the sphere S as in
[20, Section 1.3] such that this 2-cell occurs exactly once in c. In other words, it is a 2-cell c that
contains one ‘hole’ with boundary the sphere S.

When C is a 2-category freely generated by a 2-polygraph, a context of C has the form
c = m1 ⋆1 (m2 ⋆0 S ⋆0 m3) ⋆1 m4 where mi are monomials of C. For a 2-cell u in C2 such that
∂u = S, we denote by c[u] the 2-cell m1 ⋆1 (m2 ⋆0 u ⋆0 m3) ⋆1 m4 in C2.

Definition 2.16. Let C be a 2-category. Then define the category of contexts C(C) as the category
with

• Objects: 2-cells in C
• Morphisms: Hom(u, v) is the set of contexts (∂u, c) of C such that c[u] = v.
• composition: If x = (∂u, c) ∈ Hom(p, q) and y = (∂v, c′) ∈ Hom(q, r), then x ◦ y :=
(∂u, c′ ◦ c) ∈ Hom(p, r) where (c′ ◦ c)[w] := c′[c[w]].

• For any object u, there is an identity morphism 1u := (S = ∂u, c = S ∈ C[S]). For w ∈ C2

with ∂w = ∂u, ∂u[w] = w, so (c ◦ ∂u)[w] = c[w].

In order to define rewriting steps of (3, 2)-superpolygraph we need to extend Definition 2.15 to
the case of contexts of 2-supercategories.

Definition 2.17. A context of a 2-supercategory C is a pair (S, c) where S := (p, q) is a 1-sphere
of C and c is a 2-cell in the 2-supercategory C[S], defined as the 2-supercategory C extended with
additional even 2-cells λw, for λ ∈ k, tiling the sphere S such that one of these 2-cells appears
exactly once in c.

In the case where C is freely generated by a 2-superpolygraph, that is C = P s
2 , a context of P s

2

has the form c = λm1 ⋆1 (m2 ⋆0S ⋆0m3)⋆1m4+u for some scalar λ, monomials mi in P s
2 and a 2-cell

u in P s
2 . For a 2-cell v of P s

2 with ∂v = (p, q), denote by c[v] the 2-cell λm1⋆1 (m2⋆0v⋆0m3)⋆1m4+u
in P s

2 .

2.2. (3,2)-superpolygraphs. We now define (3,2)-superpolygraphs as a means of presenting (2, 2)-
supercategories. This extends linear (3,2)-polygraphs from [4, Definition 3.2.4].

Definition 2.18. A (3, 2)-superpolygraph is the data of P = (P0, P1, P2, P3) where (P0, P1, P2) is a
2-superpolygraph and P3 is a super globular extension of the free 2-supercategory P s

2 on (P0, P1, P2),
that is P3 is a Z2-graded set equipped with even set maps s2, t2 : P3 → P s

2 such that s1 ◦s2 = s1 ◦ t2
and t1 ◦ s2 = t1 ◦ t2 where s1, t1 are the 1-source and 1-target maps of P s

2 .

The evenness of the set maps s2 and t2 in the definition of a (3, 2)-superpolygraph implies they
preserve the Z2 parity, so that the elements in P3 with even parity have even sources and targets,
while the elements in P3 with odd parity have odd source and target.

2.3. (3, 2)-supercategory.

Definition 2.19. A (1, 0)-supercategory is a category object in SVect. A (2,1)-supercategory
is a category enriched in (1, 0)-supercategories. A (3,2)-supercategory is a category enriched in
(2, 1)-supercategories.

We will unpack these definitions in the cases of interest below.
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2.3.1. Free (3, 2)-supercategory.

Definition 2.20. A pasting diagram on a (3, 2)-superpolygraph P = (P0, P1, P2, P3) is a formal
composite of elements of the form

• α for α ∈ P ′
3 := P3 ∪ {1u : u ⇛ u | u ∈ P s

2 }
• f ⋆2 g for pasting diagrams f, g with t2(f) = s2(g)
• f ⋆1 g for pasting diagrams f, g with t1t2(f) = s1s2(g)
• f ⋆0 g for pasting diagrams f, g with t0t1t2(f) = s0s1s2(g)

quotiented by associativity relations for ⋆0, ⋆1 and ⋆2:

f ⋆k (g ⋆k h) = (f ⋆k g) ⋆k h for 0 ≤ k ≤ 2.

The source s2(f) and target t2(f) of a such a composition is defined by

• s2(f ⋆2 g) = s2(f), t2(f ⋆2 g) = t2(g)
• s2(f ⋆i g) = s2(f) ⋆i s2(g) for i ∈ {0, 1}
• t2(f ⋆i g) = t2(f) ⋆i t2(g) i ∈ {0, 1}

The parity of such a composition is defined by |f ⋆k g| = |f |+ |g| for k = 0, 1 and |f ⋆2 g| = |f | =
|s2(f)|.

Definition 2.21. Let P = (P0, P1, P2, P3) be a (3, 2)-superpolygraph. The free (3, 2)-supercategory
generated by P , denoted by P s

3 , is defined as follows: its 0-cells are the 0-cells of P0. For any 0-cells
x and y of P , we define the Hom (2, 1)-supercategory P s

3 (x, y) as follows:

• its 0-cells are the 1-cells p ∈ P ∗
1 (x, y), where P ∗

1 is the free 1-category generated by the
1-polygraph (P0, P1),

• for any 0-cells p and q in P s
3 (x, y), let us define the 2Hom (1, 0)-supercategory P s

3 (p, q) as
follows:

– its set of 0-cells P2(p, q) is given by the superspace P s
2 (p, q) of 2-cells of the free (2, 2)-

supercategory P s
2 with 1-source p and 1-target q,

– its set of 1-cells P3(p, q) is the superspace given by the free superspace on (3, 2)-pasting
diagrams with 1-source p and 1-target q quotiented by relations

(f ⋆i g) ⋆j (h ⋆i k) = (−1)|g||h|(f ⋆j h) ⋆i (g ⋆j k), 1s1(f) ⋆2 f = f = f ⋆2 1t1(f)

for any 0 ≤ i < j ≤ 2 and for all pasting diagrams f, g, k, h composable in this way.
The ⋆0-composition for 1-cells and ⋆0, ⋆1-composition for 2-cells of P s

3 are defined as in the
free (2, 2)-supercategory P s

2 . For any 0-cells p, q in P s
3 (x, y) and r,s in P s

3 (y, z), there is
an even linear map ⋆0 : P3(p, q) ⊗ P3(r, s) → P3(p ⋆0 r, q ⋆0 s) given by gluing two 3-cells
along their common 0-cell y. For any 0-cells p, q, r in P s

3 (x, y), there is an even linear map
⋆1 : P3(p, q)⊗P3(q, r) → P3(p, r) given by gluing two 3-cells along their common 1-cell q. For
any 0-cells p, q in P s

3 (x, y), there is an even linear map ⋆2 : P3(p, q)×P2(p,q)P3(p, q) → P3(p, q)
given by gluing two 1-cells f : u ⇛ v and g : v ⇛ w of the 2Hom (1, 0)-supercategory P s

3 (p, q)
along their common 0-cell v ∈ P2(p, q). For any 2-cells f1, . . . , fn, g1, . . . ,gn in P s

3 (x, y),
these compositions satisfy

(
f1 ⋆2 · · · ⋆2 fm

)
⋆1
(
g1 ⋆2 · · · ⋆1 gn

)
=

(f1 ⋆1 s(g1)) ⋆2 · · · ⋆2 (fm ⋆1 s(g1)) ⋆2 (t(fm) ⋆1 g1) ⋆2 · · · ⋆2 (t(fm) ⋆1 gn) .

Remark 2.22. When the Z2-grading on the sets P2 and P3 are concentrated in degree zero,
then a (3, 2)-superpolygraph and (3,2)-supercategory reduce to a linear (3,2)-polygraphs and linear
(3,2)-categories from [4].
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2.4. Presenting 2-supercategories by (3, 2)-superpolygraphs.

Definition 2.23. Let P be a (3, 2)-superpolygraph, and let P s
3 be the free (3, 2)-supercategory on

P . Define an equivalence relation ≡ on P s
2 by

u ≡ v if there is a 3-cell f ∈ P s
3 such that s2(f) = u and t2(f) = v.

We say that a 2-supercategory C is presented by the (3, 2)-superpolygraph P if C is isomorphic to
the quotient 2-supercategory P s

2 / ≡.

Definition 2.24. A rewriting step of a (3, 2)-superpolygraph P is a 3-cell c[α] ∈ P s
3 of the form

c[α] : c[s2(α)] → c[t2(α)]

where α ∈ P3 is a generating 3-cell, and c = λm1 ⋆1 (m2 ⋆0 S ⋆0m3)⋆1m4+u is a context of P s
2 such

that the monomial m1 ⋆1 (m2 ⋆0 s2(α) ⋆0 m3) ⋆1m4 does not appear in the monomial decomposition
of u. A rewriting sequence is a sequence of rewriting steps. A 3-cell f of P s

3 is called positive if it
is an identity 3-cell or a ⋆2-composition f = f1 ⋆2 · · · ⋆2 fn of rewriting steps of P . The length of
a positive 3-cell f in P s

3 , denoted by ℓ(f), is the number of rewriting steps of P needed to write f
as a ⋆2-composition of these rewriting steps. As a consequence, the terminologies rewriting path of
P (resp. rewriting step of P ) and positive 3-cell of P s

3 (resp. positive 3-cell of P s
3 of length 1) can

both be used to represent the same notion.

2.5. Termination and confluence. A branching (resp. local branching) of a (3, 2)-superpolygraph
P is a pair of rewriting sequences (resp. rewriting steps) of P which have the same 2-cell as 2-
source. Such a branching (resp. local branching) is confluent if it can be completed by rewriting
sequences f ′ and g′ of P as follows:

v f ′

��

u

f 00

g ..

u′

w g′

AA

A (3, 2)-superpolygraph P is said to be:

i) left-monomial if for any α in P3, s2(α) is a monomial of P s
2 .

ii) terminating if there is no infinite rewriting sequences in P .
iii) quasi-terminating if for each sequence (un)n∈N of 2-cells such that there is a rewriting step from

un to un+1 for each n in N, the sequence (un)n∈N contains an infinite number of occurrences
of the same 2-cell.

iv) confluent (resp. locally confluent) if all the branchings (resp. local branchings) of P are
confluent.

v) convergent if it is both terminating and confluent.

From now on, we will only consider left-monomial (3, 2)-superpolygraphs. Let us fix a (3,2)-
superpolygraph P . A normal form of P is a 2-cell u that cannot be rewritten by any rewriting step
of P . When P is terminating, any 2-cell admits at least one normal form, and exactly one when
it is also confluent. A quasi-normal form is a 2-cell u such that for any rewriting step from u to
another 2-cell v, there exists a rewriting sequence from v to u.

If P is a terminating (3, 2)-superpolygraph, Newman’s lemma states that its confluence is equiv-
alent to its local confluence. Following [4, Section 4], branchings of a (3, 2)-superpolygraph may
be divided into four families: aspherical branchings, additive branchings, Peiffer branchings and
overlapping branchings. A critical branching of P is an overlapping local branching that is minimal
for the order ⊑ on monomials of P s

2 defined by f ⊑ g if there exists a context c of the free 2-category
U(P )∗2 generated by P such that g = c[f ].
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Following [4], we prove that a terminating (3, 2)-superpolygraph is locally confluent if and only
if its critical branchings are confluent. Indeed, the proofs of [4, Lemma 4.2.12 & Theorem 4.2.13]
would remain the same: first proving that additive branchings are confluent and then prove that
confluence of critical branchings implies confluence of all the overlapping branchings using implicit
rewriting modulo superinterchange instead of the usual interchange. Moreover, with the definition
of monomials from Definition 2.11, we obtain that if P is a convergent (3, 2)-polygraph presenting
a (2, 2)-supercategory C, then the set of monomials in normal form with respect to P gives a hom-
basis of C in the sense of Definition 2.4. Indeed, the same linear algebra argument as in the proof
of [4, Prop. 4.2.15] would apply in this context since monomials of P s

2 are defined in such a way
that a 2-cell of P s

2 admits a unique monomial decomposition.

2.5.1. Termination by Derivation. Recall from [20] a method to prove termination of a 3-polygraph
using derivations of a 2-category. The first author extended this method to the setting of linear
2-categories in [14, 13], giving a method to prove termination of a (3, 2)-linear polygraph using
derivations of a 2-category. Inspired by this extension to the linear setting, we describe a method
to prove termination of a (3, 2)-superpolygraph using derivations of a 2-category in this subsection.

The linear extension of proving termination by derivation from [14, 13] utilizes monomials of
a linear (2, 2)-category, which up to parity, are the same as monomials of supercategories. This
suggests the following definition.

Definition 2.25. Let P = (P0, P1, P2, P3) be a (3, 2)-superpolygraph. Then define U(P ) as the
linear (3, 2)-polygraph with

(1) U(P )i = Pi except that we forget the parity of elements
(2) The same source and target maps as in P (forgetting parity of elements sends map s2, t2 :

P3 → P s
2 to maps s2, t2 : U(P )3 → U(P )l2)

Definition 2.26. Let C be a 2-category. A C-module is a functor M : C(C) → Ab where C(C)
is the category of context from Definition 2.16 and Ab is the category of abelian groups.

Let Ord denote the category of partially ordered sets and monotone maps. This is a monoidal
category under the cartesian product. As in [20], thinking of Ord as a 2-category with one object,
we build examples of C-modules as follows:

Definition 2.27. Let C be a 2-category, G be an internal abelian group in Ord, and X : C → Ord
and Y : Cop → Ord be 2-functors. Then we can a define C-module M := MX,Y,G as follows.

• Every 2-cell u : p ⇒ q in C is sent to the abelian group of morphismsM(u) = HomOrd(X(p)×
Y (q), G)

• If p, q are 1-cells of C and c = p′ ⋆0 S ⋆0 q
′ is a context from u : p ⇒ q to p′ ⋆0 u ⋆0 q

′, then
M(c) sends a morphism a : X(p) × Y (q) → G in Ord to the morphism X(p′) × X(p) ×
X(q′)× Y (p′)× Y (q)× Y (q′) → G in Ord sending (x′, x, x′′, y′, y, y′′) → a(x, y).

• If u : p′ → p, w : q → q′, are 2-cells and c = u ⋆1 x ⋆1 w is a context from a 2-cell v : p ⇒ q
to u ⋆1 v ⋆1 w, then M(c) sends morphism a : X(p)× Y (q) → G in Ord to the morphism to
a ◦ (X × Y ), which is the map X(p′)× Y (q′) → G sending (x, y) → a(X(g)(x), Y (h)(y)).

When C = U(P )∗2 is freely generated by a 2-polygraph U(P )≤2, then such a C-module is uniquely
determined by X(p) and Y (p) for p ∈ P1 and the morphisms X(u) : X(p) → X(q) and Y (u) :
Y (q) → Y (p) for every generating 2-cell u : p ⇒ q in U(P )2.

We also recall the notion of a derivation of a 2-category:

Definition 2.28. A derivation of a 2-category C into a C-module M is a map sending every 2-cell
u in C to an element d(u) ∈ M(f) such that

d(u ⋆i v) = u ⋆i d(v) + d(u) ⋆i v
11



where u ⋆i d(v) = M(u ⋆i x)(d(v)) and d(u) ⋆i v = M(x ⋆i v)(d(u)).

Then following [14], we get the following result:

Theorem 2.29. Let P be a (3, 2)-superpolygraph and U(P ) be the linear (3, 2)-polygraph defined
in Definition 2.25. Then if there exist

(1) Two 2-functors X : U(P )∗2 → Ord and Y : (U(P )∗2)
op → Ord such that for every 1-cell p

in P1, the sets X(p) and Y (p) are non-empty and for every generating 3-cell α in P3, the
inequalities X(s2(α)) ≥ X(h) and Y (s2(α)) ≥ Y (h) hold for every h ∈ Supp(t2(α)).

(2) An abelian group G in Ord whose addition is strictly monotone in both arguments and such
that every decreasing sequence of non-negative elements of G is stationary.

(3) A derivation of U(P )∗2 into the U(P )∗2-module MX,Y,G such that for every 2-cell of u ∈
U(P )∗2, we have d(u) ≥ 0, and for every generating 3-cell α in P3, d(s2(α)) > d(h) for
every h ∈ Supp(t2(α)).

Then the (3, 2)-superpolygraph P terminates.

Proof. Like in the linear setting, the proof works in a similar manner to the proof of termination
by derivation given in [20, Theorem 4.2.1]. �

Remark 2.30. Usually we take internal abelian group G = Z and consider derivations with values
into a C-module of the form MX,Y,Z. We often consider C-module where X or Y are the trivial
2-functor and write MX,∗,Z or M∗,Y,Z.

2.5.2. Termination by context stable maps. Derivations were introduced in order to define termina-
tion orders by requiring some inequalities on sources and targets of generating 3-cells; the properties
of derivations make this order stable by context of 2-categories. Instead of a derivation, we can
equivalently use maps d : C2 → N that are stable under context, that is d(a) ≥ d(b) implies
d(c[a]) ≥ d(c[b]) for any context c of C.

2.5.3. Derivation by steps. The process of proving termination can be achieved in steps, proving
termination for subsets of generating 3-cells at a time.

Lemma 2.31. Let P = (P0, P1, P2, P3) be a superpolygraph with P3 = A⊔B and let d : C2 → N be
a context stable map satisfying the inequalities

d(s2(f)) > d(t2(f)) for f ∈ A, d(s2(g)) ≥ d(t2(g)) for g ∈ B.

Then P terminates if P ′ = (P0, P1, P2, B) terminates.

Proof. Suppose P ′ terminates and

v1
f1
→ v2

f2
→ v3 → . . .

is an infinite rewriting sequence in P . Define d(u) := max{d(u′) | u′ ∈ Supp(u)}. Then since P ′

terminates, there are an infinite number of fi that are in A. Then consider the non-increasing
infinite sequence (d(vn))n∈N of natural numbers. The inequality is strict for fn ∈ A and Supp(u)
is a finite set, so d(vn) must decrease after a finite number of rewriting steps from A. Hence,
there is an infinite subsequence (d(vnk

))k∈N of natural numbers that is strictly decreasing giving a
contradiction. �

Lemma 2.31 allows us to prove termination, progressively eliminating 3-cells. When one of these
steps is constructed from a context stable map arising from a derivation, we will need the conditions

X(s2(f)) ≥ X(t2(f)), Y (s2(f)) ≥ Y (t2(f)) for all f ∈ P3

to hold at each step for the 2-functors used in defining the derivations.
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One can view the process of proving derivations in steps as defining a termination lexicographic
order. If we denote the context stable map used at step j by dj , then a k step procedure amounts
to considering one large context stable map d = (d1, d2, . . . , dk) satisying

(d1(s2(α)), d2(s2(α)), . . . , dk(s2(α))) >lex (d1(t2(α)), d2(t2(α)), . . . , dk(t2(α)))

for any generating 3-cell α of the (3, 2)-superpolygraph P , where >lex denotes the lexicographic
order on Nk. Each of these components being stable by context, we thus obtain that if there is an
infinite rewriting sequence

u1 → u2 → . . .

with respect to P , this yields an infinite strictly decreasing sequence

(d1(u1), d2(u1), . . . , dk(u1)) >lex (d1(u2), d2(u2), . . . , dk(u2)) >lex . . .

for the lexicographic order on Nk, which is impossible since this order is well-founded.

2.6. (3,2)-superpolygraphs modulo. In this section we introduce the notion of rewriting modulo
in 2-supercategories extending the work of the second author [14, 13]. This is tool for breaking
termination and confluence arguments into incremental steps. We utilize this to first prove that
‘odd isotopies’ have a convergent presentation. We then study presentations of the odd 2-category
U modulo these odd isotopies.

A (3,2)-superpolygraph modulo is a data (R,E, S) made of two (3,2)-super polygraphs R and E
such that R≤1 = E≤1 and E2 ⊆ R2, and a cellular extension S of the free 2-supercategory generated
by R≤2 satisfying R ⊆ S ⊆ ERE, where the cellular extension ERE is made of elements of triples
of the form (e, f, e′) for 3-cells e, e′ in Es

3 and a rewriting step f of R such that t2(e) = s2(f) and
t2(f) = s2(e

′) as follows:

u
��##

;; GG
v

e
��
✤

✤

✤

✤

✤

✤

✤

✤

f

��

e′

��
✤

✤

✤

✤

✤

✤

✤

✤

The rewriting sequences with respect to ERE thus correspond to application of rewriting sequences
of R by allowing sources and targets of 3-cells to be transformed by a zig-zag sequence of rewriting
steps of E. We refer to [15] for a detailed definition of higher-dimensional polygraphs modulo. Given
a (3, 2)-superpolygraph modulo (R,E, S), the data of R≤2 and S gives a (3, 2)-superpolygraph, that
we denote by S in the sequel.

2.6.1. Branchings and confluence modulo. A branching modulo E of a (3,2)-superpolygraph (R,E, S)
is a triple (f, e, g) where f and g are rewriting sequences of S, with f non-identity, and e is a 3-cell
in Eℓ

3 such that s2(f) = s2(e) and s2(g) = t2(e). Such a branching modulo is confluent modulo E
if there exist rewriting sequences f ′ and g′ of S, and a 3-cell e′ in Es

3 as in the following diagram:

u
f

//

e
��

u′
f ′

// w

e′
��

v
g

// v′
g′

// w′

We then say that the triple (f ′, e′, g′) is a confluence modulo E of the branching (f, e, g) modulo
E. The (3, 2)-superpolygraph S is confluent modulo E if all its branchings modulo E are confluent
modulo E. A branching (f, e, g) modulo E is local if f is a rewriting step of S, g is a positive
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3-cell of Ss
3 and e is a 3-cell of Es

3 such that ℓ(g) + ℓ(e) = 1. Following [14, Section 2.2.6], local
branchings are classified in the following families: local aspherical, local Peiffer, local additive, local
Peiffer modulo, local additive modulo and overlappings modulo which are all the remaining local
branchings modulo. A critical branching modulo E is an overlapping branching modulo which is
minimal for the order ⊑ defined by (f, e, g) ⊆ (c[f ], c[e], c[g]) for any context c of the 2-supercategory
Rs

2.

2.6.2. (Quasi)-Normal forms modulo. Let us consider a (3, 2)-superpolygraph modulo (R,E, S)
such that S is confluent modulo E. If S is terminating (resp. quasi-terminating), each 2-cell u
of Rs

2 admits at least one normal form (resp. quasi-normal form) with respect to S, and all these
normal forms (resp. quasi-normal forms) are congruent modulo E by confluence of S modulo E.
We fix such a normal form (resp. quasi-normal form), that we denote by û. By convergence of E,
any 2-cell u of Rs

2 admits a unique normal form with respect to E, that we denote by ũ. Note that

when S is confluent modulo E, the element ˜̂u does not depend on the chosen normal form û for u
with respect to S, since two normal forms of u being equivalent with respect to E, they have the
same E-normal form. A normal form for (R,E, S) (resp. quasi-normal form for (R,E, S)) of a
2-cell u in Rs

2 is a 2-cell v such that v appears in the monomial decomposition of w̃, where w is a
monomial in the support of û. Such a set is obtained by reducing a 2-cell u in Rs

2 into its chosen
normal form (resp. quasi-normal form) with respect to S, then taking all the monomials appearing
in the E-normal form of each element in Supp(û).

2.6.3. Decreasingness modulo. The property of decreasingness modulo has been introduced in [14]
following Van Oostrom’s abstract decreasingness property for a rewriting system to give confluence
criteria with respect to a well-founded labelling on the rewriting steps of a linear (3, 2)-polygraph
modulo. When this polygraph is quasi-terminating, one may consider the quasi-normal form la-
belling, given by measuring the distance between a 2-cell and a fixed quasi-normal form. It is
proven in [14] that if a linear (3, 2)-polygraph is decreasing with respect to this labelling, which can
be proved by proving the confluence of its critical branchings, it is confluent modulo. Note that
this extends to the case of (3, 2)-superpolygraphs since it is an abstract property. Another proof of
the critical branching lemma modulo in the quasi-terminating setting may be found in [9], based
on induction on the distance to the quasi-normal form.

2.7. Linear bases from confluence modulo. Given a (3, 2)-superpolygraph P , we define a
splitting of P as a pair (E,R) of (3, 2)-superpolygraphs such that:

i) E is a sub-superpolygraph of P such that E≤1 = P≤1 and E2 ⊆ P2,
ii) R is a (3, 2)-superpolygraph such that R≤2 = P≤2 and P3 = R3

∐
E3.

Such a splitting is called convergent if we require that E is convergent. The data of a splitting of
a (3, 2)-superpolygraph P gives two distinct (3, 2)-superpolygraphs E and R from which we can
construct (3, 2)-superpolygraphs modulo. Then, since the definition of monomials imply that every
2-cell u of P s

2 admits a unique monomial decomposition, we prove in the same fashion as in the
non-super setting the following statement:

Theorem 2.32. Let P be a (3, 2)-superpolygraph presenting a (2, 2)-supercategory C, (E,R) a
convergent splitting of P and (R,E, S) a (3, 2)-superpolygraph modulo such that

i) S is terminating (resp. quasi-terminating),
ii) S is confluent modulo E,

then the set of all normal forms (resp. of all quasi-normal forms) for (R,E, S) is a hom-basis of
C.

Remark 2.33. Note that we require E to be convergent to ensure that any quasi-normal form
with respect to the polygraph modulo S admits a unique normal form with respect to E. However,
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even if we will still require E to be terminating, the whole confluence assumption can be weakened.
In particular, when E is convergent with a set of 2-cells that does not contain all the generating
2-cells of P , the generating 2-cells of P2 − E2 could create new indexed critical branchings, and
thus obstructions to confluence. But confluence outside of these indexed critical branchings might
be enough provided that these obstructions can be removed using the 3-cells of S, so that any
(quasi-)normal form with respect to S still admit a unique normal form with respect to E. This is
the case for the (3, 2)-superpolygraph Osl(2) in which the (3, 2)-superpolygraph will be confluent
outside of crossing indexations as in (5.15), but the polygraph modulo ER admits 3-cells allowing
the removal of self-intersections, as explained in Section 5.3.

3. A convergent presentation of the super isotopy category

3.1. Definition of supercategory of super isotopies. Let I be a possibly infinite index set
equipped with a parity function

I → Z/2, i 7→ |i|

We say that i ∈ I is odd if |i| = 1̄ and even if |i| = 0̄.
Let (−dij)i,j∈I be a generalized Cartan matrix with dii = −2, dij ≥ 0 for i 6= j, and dij = 0 if and

only if dji = 0. Under the additional assumption that dij is even whenever i is odd, Brundan and
Ellis define a super 2-Kac-Moody algebra as a certain 2-supercategory U(g) associated to the Kac-
Moody algebra g determined by the generalized Cartan matrix (−dij)i,j∈I . In particular, associated
to this Cartan matrix pick one can choose a complex vector space h and linearly independent subsets
{αi | i ∈ I} ⊂ h∗, {hi | i ∈ I} ⊂ h, such that the natural pairing h∗ × h → Z is given by 〈hi, αj〉 =
−dij for all i, j ∈ I. We denote the weight lattice of g by X = {λ ∈ h∗ | 〈hi, λ〉 ∈ Z for all i ∈ I}
and the root lattice by Y =

⊕
i∈I Zαi. We sometimes write λi := 〈hi, λ〉.

In what follows we consider a certain sub super 2-category of the super 2-Kac-Moody category
U(g) defined by Brundan and Ellis [7, Definition 1.5]. This can be thought of as a super analog of
the 2-category of pearls from [20].

Definition 3.1. Define the 2-supercategory of g-valued isotopies SIso(g) to have

i) objects consisting of weights λ ∈ X of the Kac-Moody algebra g;
ii) the 1-morphisms are generated by

1λ : λ → λ, Ei1λ : λ → λ+ αi, Fi1λ : λ → λ− αi

iii) 2-morphisms generated by

•

i

λ
: Ei1λ → Ei1λ •

i
λ : Fi1λ → Fi1λ(3.1)

(parity |i|) (parity |i|)

i

λ

: FiEi1λ → 1λ

i

λ
: EiFi1λ → 1λ

i

λ
: 1λ → FiEi1λ

i

λ
: 1λ → EiFi1λ

(parity |i, λ|) (parity |i, λ|) (parity 0̄) (parity 0̄)

where

|i, λ| := |i|(〈hi, λ〉+ 1) = |i|(λi + 1).

These 2-morphisms are required to satisfy the following axioms.
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a) Super zig-zag identities

i

λ =

i

λ ,

i

λ =

i

λ ,

i

λ = (−1)|i,λ|

i

λ ,

i

λ =

i

λ ,

b) For i ∈ I of parity 1, define the odd bubble by

(3.2)
i

λ :=





(−1)⌊
λ
2
⌋
i

•λ

λ
if λ ≥ 0

i
•−λ

λ
if λ ≤ 0

Then the odd ‘cyclicity’ relations

•

i

λ = •

i

λ , •
i

λ =





•

i

λ if i is even

2
i

λ

i

− •

i

λ if i is odd

•

i

λ = •

i

λ , •

i

λ =





•

i

λ if i is even

2
i

λ

i

− (−1)λi+1 •

i

λ if i is odd

hold.

3.2. The super (3,2)-polygraph SIso. In this section we define a (3, 2)-super polygraph present-
ing the super 2-category SIso(g) of g-valued isotopies. Let SIso(g) be the super (3, 2)-polygraph
defined by:

i) the elements of SIso(g)0 are the weights λ ∈ X of the Kac-Moody algebra;
ii) the elements of SIso(g)1 are given by

1λ′Eε1i1 . . . Eεmim1λ

for any signed sequence of vertices with εℓ ∈ {±} and iℓ ∈ I for all 1 ≤ ℓ ≤ m. Here we
identify E+ := E and E− := F . Such a 1-cell has for 0-source λ and 0-target λ′ = λ+

∑
ℓ εlαiℓ ,

and

1λ′Eε1i1 . . . Eεmim1λ ⋆0 1λ′′Eε′1j1 . . . Eεljl1λ′ = 1λ′′Eε′1j1 . . . Eε′ljlEε1i1 . . . Eεmim1λ

iii) the elements of SIso(g)2 are the following generating 2-cells: for any i in I and λ′ in X,

•

i

λ •

i
λ

i

λ i

λ
i

λ i

λ

with respective parity |i|, |i|, |i, λ|, |i, λ|, 0, 0.
iv) SIso(g)3 consists of the following 3-cells:

i

λ

uλ,0

⇛

i

λ ,

i

λ

dλ,0
⇛

i

λ ,

i

λ

u′
λ,0

⇛ (−1)|i,λ|

i

λ ,

i

λ

d′
λ,0

⇛

i

λ ,
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•
i

λ

i1
λ

⇛
i

λ
• , •

i

λ

i3
λ

⇛





i

λ
• if i is even

(−1)λi

i

λ
• + 2

i

λ

i

if i is odd

i

λ
•

i2
λ

⇛ •
i

λ

,
i

λ
•

i4
λ

⇛





•
i

λ

if i is even

(−1)λi •
i

λ

+ 2

i

λ

i

if i is odd

For the definition of an odd bubble in weight spaces λi = 〈hi, λ〉 = 0 with |i| = 1, we also add
3-cells

0

i

I0
⇛

0

i

and for any i ∈ I of parity 1 and any endomorphism 2-cell k of the identity 1λ in normal form
with respect to the set of 3-cells above:

i

λ

i

•m
k αm,k

⇛





(−1)m+|k|
i

•m+1

k if m+ λi + 1 is even

0 if m+ λi + 1 is odd

i

λ

i
•m

k

βm,k

⇛





i

•m+1

k if m+ λi + 1 is even

0 if m+ λi + 1 is odd

where the odd bubble
i

λ is the 2-cell defined as in (3.2).

Lemma 3.2. One can define 3-cells

•

i

λ

uλ,1

⇛ •

i

λ , •
i

λ

d′
λ,1

⇛





•

i

λ if i is even

2
i

λ

i

− •

i

λ if i is odd

,

•

i

λ

dλ,1

⇛ •

i

λ , •

i

λ

u′
λ,1

⇛





•

i

λ if i is even

2
i

λ

i

− (−1)λi+1 •

i

λ if i is odd

from the generating 3-cells of SIso(g)
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Remark 3.3. Note that in every 3-cell except for αm,k and βm,k, every strand of the source and
target are labeled by the same i ∈ I. In αm,k and βm,k, the strands of k can be labeled with
any j ∈ I. However, we cannot rewrite k using any rewriting step since it is in normal form by
definition. Knowing this, we can write SIso3 =

⊔
i∈I

SIsoi3, where SIsoi
3 is the set of 3-cells where

all of the strands of the source and target are labeled by i along with the 3-cells αm,k and βm,k

where the strands of the odd bubble and the bubble surrounding k are labeled with i. Then there

can be no critical branchings between 3-cells in SIsoi3 and SIsoj3 unless i = j.

We can prove that the (3, 2)-superpolygraph (SIso0,SIso1,SIso2,SIso
i
3) is convergent for any

i ∈ I of parity |i| = 0 by using an argument similar to the proof that the polygraph of pearls from [20,
Section 5.5] is convergent. Thus, if we prove that the (3, 2)-superpolygraph (SIso0,SIso1,SIso2,SIso

i
3)

is convergent for an arbitrary i ∈ I of parity |i| = 1, then we will have proved that the entire (3, 2)-
superpolygraph SIso(g) is convergent.

3.2.1. Termination. We now prove the termination of the (3, 2)-superpolygraph SIso(g) using the
derivation method from Section 2.5.1.

Lemma 3.4. Let U(SIso(g)) be the linear (3, 2)-polygraph given by U(SIso(g))i = SIso(g)i for-
getting the parity of elements in SIso(g) as in Definition 2.25. Then the map d : U(SIso(g))∗2 → N

given by

d(u) = ||u||
{ i , i ,

i

,

i

}
− 2 times the number of odd bubbles

is stable under contexts as described in 2.5.2.

Proof. For f ∈ {uλ,0, dλ,0, u
′
λ,0, d

′
λ,0}, we have d(s2(f)) = 2 > 0 = d(t2(f)). Furthermore, for any

context c of U(SIso(g))∗2 such that c[f ] is defined, we have that

||c[s2(f)]||
{ i , i ,

i

,

i

}
= ||c[t2(f)]||

{ i , i ,

i

,

i

}
+ 2

and c[t2(f)] must have at least as many odd bubbles as c[s2(f)]. Thus, d(c[s2(f)]) ≥ d(c[t2(f)])+2 >
d(c[t2(f)]) for f ∈ {uλ,0, dλ,0, u

′
λ,0, d

′
λ,0}.

For f ∈ {iλ1 , i
λ
2}, and any context c for which c[f ] is defined, we have that d(c[s2(f)]) ≥ d(c[t2(f)])

because c[s2(f)] and c[t2(f)] have the same number of caps and cups and c[s2(f)] cannot have more
odd bubbles than c[t2(f)] by the definition of the odd bubble in 3.2. For f ∈ {i3λ, i

4
λ}, the context

c[t2(f)] has two terms. We have d(c[s2(f)]) ≥ d(c[h]) for all h ∈ Supp(t2(f)) using a similar
argument for the first term of the target and observing that in the second term the target has
exactly two more caps and cups and at least one more odd bubble than the source.

The remaining 3-cells are endomorphism 2-cells of the identity 1λ and it is straightforward to
verify the desired inequality. �

Proposition 3.5. The (3, 2)-superpolygraph SIso(g) terminates.

Proof. We prove the termination of SIso(g) in steps as described in Section 2.5.3.
Step 1. Using the context stable map from Lemma 3.4, we have that d(c[s2(f)]) > d(c[t2(f)]) for
f ∈ {uλ,0, dλ,0, u

′
λ,0, d

′
λ,0} and d(c[s2(f)]) ≥ d[c[t2(f)]] for the remaining 3-cells. Hence, the map d

allows us to reduce termination of SIso(g) to termination of

SIso(g)′ := (SIso(g)0,SIso(g)1,SIso(g)2,SIso(g)3 − {uλ,0, dλ,0, u
′
λ,0, d

′
λ,0}).
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Step 2. Define 2-functors X : U(SIso(g)′)∗2 → Ord and Y : (U(SIso(g)′)∗2)
co → Ord whose

nonempty values are given on generators by

X

(

i

λ

)
= Y

(

i

λ

)
= N, X

(
i

λ

)
= X

(
i

λ

)
= (0, 0), Y

(

i

λ
)

= Y

(

i

λ

)
= (0, 0),

X

(
•

i

λ

)
(n) = Y

(
•

i

λ

)
(n) = X

(

•

i

λ

)
(n) = Y

(

•

i

λ

)
(n) = n+ 1

Then a derivation d : U(SIso(g)′)∗2 → MX,Y,Z is defined from

d

(
•

i

λ

)
(n,m) = 0 d

(

•

i

λ

)
(n,m) = 0

d

(
i

λ

)
(n,m) = d

(

i

λ
)
(n,m) = m d

(

i

λ

)
(n,m) = d

(
i

λ

)
(n,m) = 0.

It is immediate from this definition that

d

(
•
i

λ

a

)
(n,m) = m+ a d

(

i

λ
•a

)
(n,m) = m+ a d

(

i
•a
)

= 0 d

(

i

λ

)
= 0

d

(
i

λ
•a

)
(n,m) = m d

(
•

i

λ
a

)
(n,m) = m d

(
i

•a
)
= 0

Then for every generating 3-cell x ∈ SIso(g)′3, the inequalities X(s2(x)) ≥ X(h), Y (s2(x)) ≥ Y (h),
and d(s2(x)) ≥ d(h) hold for every h ∈ Supp(t2(x)). Furthermore, for f ∈ {i3λ, i

4
λ} we have

the inequalities X(s2(x)) ≥ X(h), Y (s2(x)) ≥ Y (h) and a strict inequality d(s2(x)) > d(h) for
every h ∈ Supp(t2(x)). This reduces the termination of SIso(g)′ to the termination of the (3, 2)-
superpolygraph R with R≤2 := SIso(g)′≤2 and R3 := SIso(g)′3 − {i3λ, i

4
λ}.

Step 3. To prove termination of R, consider the derivation d into the trivial U(R)∗2-module M∗,∗,Z
counting the number caps and cups, that is

d(u) = ||u||
{ i , i ,

i

,

i

}

for any 2-cell u of Rs
2. For every generating 3-cell in α ∈ R3, we have the inequality d(s2(α)) ≥ d(h)

for every h ∈ Supp(t2(α)).

d(s2(i
1
λ)) = 1 = d(t2(i

1
λ)) d(s2(i

2
λ)) = 1 = d(t2(i

2
λ))

d(s2(αm,k)) = d(k) + 4 > d(k) + 2 = d(t2(αm,k)) d(s2(βm,k)) = d(k) + 4 > d(k) + 2 = d(t2(βm,k))

d(s2(I0)) = 2 = d(t2(I0))

Furthermore, for α /∈ {i1λ, i
2
λ, I0} we have strict inequalities d(s2(α)) > d(h) for every h ∈

Supp(t2(α)). This reduces the termination of R to the termination of the (3, 2)-superpolygraph R′

with R′
≤2 := R≤2 and R′

3 = {i1λ, i
2
λ, I0}.

Step 4. Now consider 2-functors X : U(R′)∗2 → Ord,Y : (U(R′)∗2)
co → Ord

X

(

i

λ

)
= Y

(

i

λ

)
= N, X

(
i

λ

)
= X

(
i

λ

)
= (0, 0), Y

(

i

λ
)

= Y

(

i

λ

)
= (0, 0)
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X

(
•

i

λ

)
(n) = Y

(
•

i

λ

)
(n) = X

(

•

i

λ

)
(n) = Y

(

•

i

λ

)
(n) = n+ 1

and derivation d : U(R′)∗2 → MX,Y,Z given by

d

(
•

i

λ

)
(n,m) = 0, d

(

•

i

λ

)
(n,m) = 0,

d

(
i

λ

)
(n,m) = m, d

(

i

λ
)
(n,m) = m, d

(

i

λ

)
(n,m) = m, d

(
i

λ

)
(n,m) = m.

Then we have the desired inequalities X(s2(α)) ≥ X(h), Y (s2(α)) ≥ Y (h), and d(s2(α)) ≥ d(h) for
every h ∈ Supp(t2(α)) for every generating 3-cell α of R′, with strict inequalities for α ∈ {i1λ, i

2
λ}.

So termination of R′ reduces to termination of R′′ := (R′
0, R

′
1, R

′
2, {I0}).

Step 5. Consider the derivation d into the trivial module M∗,∗,Z defined by

d(u) = ||u||
i
.

Then we have that d(s2(I0)) = 1 > 0 = d(t2(I0)), so R′′ terminates. Hence, R′ terminates.
Therefore SIso(g) terminates. �

3.2.2. Convergence of SIso(g).

Proposition 3.6. The (3, 2)-superpolygraph SIso(g) defined in Section 3.2 is convergent.

Proof. Since SIso(g) is terminating, following [4, Theorem 4.2.13] its confluence is equivalent to
the confluence of its critical branchings, that are all proved confluent in Appendix A. �

4. A convergent presentation of the odd nilHecke algebra

4.1. Definition of odd nilHecke 2-supercategory. Here we recall the odd nilHecke algebra
and its associated 2-supercategory. This algebra appeared independently in [17, 27] and is closely
related to the spin Hecke algebra associated to the affine Hecke-Clifford superalgebra appearing in
earlier work of Wang [42].

Definition 4.1. Define the odd nilHecke 2-supercategory to have

i) one object ∗,
ii) 1-morphisms n ∈ N,

iii) 2-morphisms generated by • : 1 → 1 and : 2 → 2 both of parity 1̄

modulo the relations

= 0, = , • + • = , • + • = .

4.2. The super (3,2)-polygraph ONH.

4.2.1. Definition. In this section we define a (3, 2)-superpolygraph presenting the odd Nilhecke
2-supercategory. Let ONH be the (3, 2)-superpolygraph defined by

(1) one object denoted by λ,
(2) one generating 1-cell denoted 1, with n denoting the ⋆0-composition of 1 with itself n times.

Since there are only one 0-cell and one generating 1-cell, we omit them in the string diagrams
below.
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(3) generating 2-cells • and both of parity 1̄,

(4) generating 3-cells

dc
⇛ 0,

yb

⇛ ,

•
on1

⇛ − • + ,

•
on2

⇛ − • + .

4.2.2. Termination. We closely follow [13, Section 2.3.3] to prove the termination of the (3, 2)-
superpolygraph ONH in two steps.

Proposition 4.2. The (3,2)-superpolygraph ONH terminates.

Proof. Step 1. Define a 2-functor X : U(ONH)∗2 → Ord by setting X(i) = N, so that X(i ⋆0 i) =
N×N, and on generating 2-cells of ONH by:

X
( )

(n) = n X
(
•
)
(n) = n X

( )
(n,m) = (m,n + 1)

for all n,m ∈ N. Define a derivation d : U(ONH)∗2 → MX,∗,Z on the generating 2-cells of ONH by

d
( )

(n) = 0, d
( )

(n,m) = m, d
(
•
)
(n) = 0

for any n,m ∈ N. Then by the same calculation in [13, Section 2.3.3] for the even nilHecke
algebra, we obtain the inequalities X(s2(f)) ≥ X(t2(f)) and d(s2(f)) ≥ d(t2(f)) for all 3-cells f
and d(s2(α)) > d(t2(α)) for α ∈ {yb, dc}. Thus termination of ONH is reduced to termination of
ONH′ := (ONH0,ONH1,ONH2, {on1, on2})

Step 2. Define a 2-functor X : U(ONH)∗2 → Ord on the generating 2-cells of ONH by:

X
( )

(n) = n X
(
•
)
(n) = n X

( )
(n,m) = (m+ 2, n + 1)

for all n,m ∈ N, and a derivation d : U(ONH′)∗2 → MX,∗,Z given by

d
( )

(n) = 0, d
( )

(n,m) = n d
(
•
)
(n) = n

for any n,m ∈ N. Then by [13, Section 2.3.3], we obtain the desired inequalities X(s2(α)) ≥
X(t2(α)) and d(s2(α)) > d(t2(α)) for α ∈ {on1, on2}, so that Theorem 2.29 implies that ONH′ is
terminating, and thus ONH is terminating. �

Moreover, we now prove the following result:

Proposition 4.3. The (3, 2)-superpolygraph ONH is convergent.

Proof. Since ONH is terminating by Proposition 4.2, following [4, Theorem 4.2.13], its confluence
is equivalent to the confluence of its critical branchings, whose classification follows from [13], and
are all proved confluent in Appendix B. �

4.2.3. Bases of ONH.

Definition 4.4. Define the normal form basis for the 2-supercategory ONH to be the basis ob-
tained from the convergent (3,2)-superpolygraph ONH. This basis is obtained by choosing a fixed
representative from each equivalence class of normal forms modulo superinterchange.
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In practice, to rewrite a 2-cell in ONHs
2, one checks if there is a representative in its equivalence

class modulo superinterchange that is reducible by a 3-cell. If there is more than one representative
where a 3-cell can be applied, the convergence of the superpolygraph ensures that it does not matter
which representative is chosen to apply a 3-cell. Then a 2-cell is in its normal form if and only if
for any representative modulo superinterchange, this representative is irreducible using the set of
3-cells in the (3,2)-superpolygraph ONH.

In the case of the odd nilHecke algebra, we can further specify the resulting normal form basis
by making a preferred choice of representative of the superinterchange class for the order of dots;
for example, choosing that dots will decrease in height going from left to right. With our fixed
choice or ordering of dots, we can represent these dot sequences as xα = xα1

1 . . . xαn
n with α1 dots

appearing on the first strand, α2 dots below these on the second, and so on.
The 3-cells in ONH ensure that all dots appearing in a given normal form 2-cell appear below

any crossings. Then for each reduced expression of w = si1 . . . sik of a permutation in the symmetric
group Sn, there is a corresponding crossing diagram ∂w = ∂i1 . . . ∂ik in the odd nilHecke algebra,
where ∂i is the crossing of the ith and (i+1)st lines. The crossings appearing at the top of a normal
form diagram will have reduced expressions ∂w where no equivalence class under superinterchange
admits a reduction ∂i∂i+1∂i ⇛ ∂i+1∂i∂i+1. The superinterchange equivalence class may still be
undetermined if the reduced expression contains a subsequence of the form ∂i∂j = −∂j∂i with
|i − j| > 1. We can then uniquely specify a representative by choosing the ordering ∂i∂j where
i ≤ j. An example is given below with the reduced expression s2s1s3s2, rather than s2s1s3s2,
illustrating this choice of ordering.

∂2∂1∂3∂2x
α1
1 xα2

2 xα3
3 xα4

4 :=

• • • •

α1 α2 α3 α4

In [17, Proposition 2.11], bases for the odd nilHecke algebra are defined by making a choice of
a reduced expression for each element w ∈ Sn and considering elements {∂wx

α} or {xα∂w} where
∂w.

Proposition 4.5. The superpolygraph ONH presents the odd nilHecke 2-supercategory. The re-
sulting normal form basis recovers the basis {∂wx

α} from [17, Proposition 2.11] where the choice
of reduced expressions cannot be simplified further by any application of the identity ∂i∂i+1∂i =
∂i+1∂i∂i+1 for any representative of the superinterchange equivalence class of ∂wx

α.

5. Rewriting modulo in the odd 2-category

5.1. Definition of the odd 2-category. Ellis and Brundan give a description of the odd 2-
category U(sl2) involving a minimal number of relations by requiring the invertibility of certain
maps lifting the sl2-relations. They show that the invertibility of these maps imply the relations
given below. In the definition that follows we do not attempt to provide a minimal set of relations.
In section 5.2 we will explain how to reduce the number of generating 2-morphisms and defining
relations in a way that will be helpful for presenting this super 2-category by a (3, 2)-superpolygraph.

Definition 5.1. The odd 2-supercategory U = U(sl2) is the 2-supercategory consisting of

• objects λ for λ ∈ Z,
• for a signed sequence ε = (ε1, ε2, . . . , εm), with ε1, . . . , εm ∈ {+,−}, define

Eε := Eε1Eε2 . . . Eεm
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where E+ := E and E− := F . A 1-morphisms from λ to λ′ is a formal finite direct sum of
strings

Eε1λ = 1λ′Eε

for any signed sequence ε such that λ′ = λ+ 2
∑m

j=1 εj1.
• 2-morphisms are generated by the Z× Z2-graded generating 2-morphisms

λ + 2 λ : E1λ → E1λ λ − 2 λ : F1λ → F1λ

degree (2, 1̄) degree (2, 1̄)

λ : EE1λ → EE1λ λ : FF1λ → FF1λ〈−2〉

degree (−2, 1̄) degree (−2, 1̄)

λ

: 1λ → FE1λ〈1 + λ〉
λ

: 1λ → EF1λ〈1− λ〉

degree (1 + λ, 0̄) degree (1− λ, λ+ 1))

λ : FE1λ → 1λ〈1 + λ〉 λ : EF1λ → 1λ〈1− λ〉

degree (1 + λ, λ+ 1)) degree (1− λ, 0̄)

where we have indicated a Q-grading and parity as an ordered tuple (x, ȳ).

The identity 2-morphism of the 1-morphism E1n is represented by an upward oriented line (likewise,
the identity 2-morphism of F1n is represented by a downward oriented line).

Horizontal and vertical composites of the above diagrams are interpreted using the conventions
for supercategories explained in Section 2.1.3. The rightmost region in our diagrams is usually
colored by λ. The fact that we are defining a 2-supercategory means that diagrams with odd parity
skew commute. The 2-morphisms satisfy the following relations (see [7] for more details).

(1) (Odd nilHecke) The odd nilHecke relations from Definition 4.1 are satisfied for upward
oriented strands and any λ ∈ Z.

(2) (Odd isotopies) The odd isotopy relations from Definition 3.1 for a Cartan data with a
single odd i ∈ I.

(3) (Bubble relations) Dotted bubbles of negative degree are zero, so that for all m ≥ 0

(5.1)
m

λ
= 0 if m < λ− 1,

m

λ
= 0 if m < −λ− 1.

Dotted bubbles of degree 0 are equal to the identity 2-morphism:

(5.2)
λ − 1

λ
= Id

1λ
for λ ≥ 1,

−λ − 1

λ
= Id

1λ
if λ ≤ −1.

We will sometimes make use of the shorthand notation

(5.3) λ•n+∗ := λ•λ−1+n λ •n+∗ := λ •−λ−1+n

The degree two bubble is given a special notation as in (3.2) and squares to zero by the
superinterchange law.

We call a clockwise (resp. counterclockwise) bubble fake if m+ λ− 1 < 0 and (resp. if
m−λ− 1 < 0). These correspond to positive degree bubbles that are labeled by a negative

23



number of dots. These are to be interpreted as formal symbols recursively defined by the
odd infinite Grassmannian relations

λ•2n+∗ := −

n∑

l=1

•2(n−ℓ)+∗
• 2l+∗ for 0 ≤ 2n < −λ,(5.4)

λ •2n+∗ := −
n∑

l=1

•2l+∗
• 2(n−ℓ)+∗ for 0 ≤ 2n < λ,

λ•2n+1+∗ :=

•2n+∗
⊗

for 0 ≤ 2n < −λ,

λ •2n+1+∗ :=

•2n+∗
⊗

for 0 ≤ 2n+ 1 < λ,

(4) (Centrality of odd bubbles) Odd bubbles are central

(5.5)

OO

⊗λ =

OO

⊗λ

��

⊗λ =
��

⊗λ

(5) (Odd crossing cyclicity) The cyclic relations for crossings1 are given by

(5.6) λ := λ = − λ .

Sideways crossings satisfy the following identities:

λ := λ = λ λ := (−1)λ+1 λ − λ

(5.7)

(6) (Odd sl(2) relations)

λ
+

λ
=

∑

f1+f2+f3
=λ−1

(−1)f2
f3

−λ−1

+f2

f1

λ

λ
+

λ
=

∑

f1+f2+f3
=−λ−1

(−1)f2
f3

λ−1

+f2

f1

λ
.

(5.8)

Remark 5.2. Let Sym denote the algebra of symmetric functions over k. This algebra is generated
by elementary symmetric functions er for r ≥ 0 and by the complete symmetric functions hs with

1Equation 5.6 differs by a sign from [7, Equation (1.28)], but is consistent with the original formulation of the odd
2-category from [18].
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s ≥ 0. By convention e0 = h0 = 1. These generators are related by the equations
∑

r+s=n

(−1)serhs = 0 for all n ≥ 0.

Let Sym[d] be the supercommutative superalgebra obtained by placing Sym in even degree and
adjoining an odd generator d with d2 = 0. Then consider the unique surjective homomorphism

βλ : Sym −→ EndU(1λ)(5.9)

such that

en 7→ λ•λ−1+2n if n > −
h

2
, hn 7→ (−1)nλ λ •−λ−1+2n if n >

h

2
,(5.10)

den 7→ λ•λ−1+2n+1 if n > −
h

2
, dhn 7→ (−1)n λ •−λ−1+2n+1 if n >

h

2
.(5.11)

The relations in U imply that this is a homomorphism and that the relations (5.4) defining the fake
bubbles hold for all values of λ and for all n ≥ 0, see [7, Proposition 5.1].

5.2. The super (3,2)-polygraph Osl(2).

Definition 5.3. Let Osl(2) be the linear (3, 2)-polygraph defined by:

i) the elements of Osl(2)0 are the weights λ ∈ Z of sl2,
ii) the elements of Osl(2)1 are given by

1λ′Eε1 . . . Eεm1λ

for any sequence of signs (ε1, . . . , εm) and λ,λ′ in Z. Such a 1-cell has for 0-source λ and
0-target λ′, and

1λ′Eε1 . . . Eεm1λ ⋆0 1λ′′Eε′1 . . . Eεl1λ′ = 1λ′′Eε′1 . . . Eεm1λ

iii) the elements of Osl(2)2 are the following generating 2-cells: for λ ∈ Z:

•λ λ •λ λ

λ

λ

λ

λ

with respective parity 1, 1, 1, 1, λ+ 1, λ+ 1, 0, 0.
iv) Osl(2)3 consists of the following 3-cells:

1) The odd nilHecke 3-cells, given by

dcλ

⇛ 0,
ybλ

⇛ ,

•
on1,λ

⇛ − • + ,

•
on2,λ

⇛ − • +

with the rightmost region of the diagram being labeled λ. When no confusion is likely to
arise we often drop the λ subscript from this notation.

2) The super isotopy 3-cells of SIso3,
3) The cyclicity 3-cell for the definition of the downward crossing:

λ
Pλ

⇛ λ λ
P ′
λ

⇛ − λ .
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together with their respective images Qλ and Q′
λ through the Chevalley involution ω

defined in [7, Proposition 3.5] giving the same cyclicity condition for the upward crossing
in terms of the downward crossing.

4) The 3-cells for the degree conditions on bubbles: for every λ ∈ Z and n ∈ N

(5.12) λ•n
b1
λ

⇛
b
0,n
λ

{
11λ if n = λ− 1
0 if n < λ− 1

(5.13) λ • n
c1
λ

⇛
c
0,n
λ

{
11λ if n = −λ− 1
0 if n < −λ− 1

5) The Infinite-Grassmannian 3-cells: for any λ ∈ Z and n ≥ 1 such that 2n+ λ− 1 ≥ 0

λ•2n+∗
ig2n,λ

⇛ −
n∑

l=1

•2(n−ℓ)+∗
• 2l+∗

6) Bubble Slide 3-cells

(5.14) •n+∗ λ

s+
λ,n

⇛
∑

r≥0

(2r + 1) •2r λ
•n−2r+∗

•n+∗ λ

s−
λ,n

⇛ λ • n+∗ − 3 • 2
λ • n−2+∗ + 4

∑

r≥2

(−1)r •2r λ •n−2r+∗

and their reflections across the horizontal axis r+λ,n and r−λ,n, which allow a bubble to go
through a downwards strand. The reflections correspond to the images of these relations
via the Chevalley involution ω defined in [7, Proposition 3.5]. By (3.2) and the definition of
fake bubbles (5.4), we simplify notation and write sλ,1 = s+λ,1 = s−λ,1 and rλ,1 = r+λ,1 = r−λ,1.
These are added to the presentation to reach confluence modulo.

7) The invertibility 3-cells:

λ

Fλ

⇛ −(−1)λ+1

i

i

λ +

λ−1∑

n=0

∑

r≥0

(−1)n+r
λ

•−n−r−2

•r

•n

,

λ

Eλ

⇛ −(−1)λ+1
i

i

λ +
−λ−1∑

n=0

∑

r≥0

(−1)n+r

• r

λ
•−n−r−2

• n

.

8) Remaining 3-cells:

λ Cλ

⇛

λ∑

n=0

(−1)n

•n

λ

• −n−1
;

λ Aλ

⇛

−λ∑

n=0

(−1)n

•−n−1
λ

•n
;

λ Bλ

⇛

−λ∑

n=0

(−1)n

•n
λ

•−n−1
;

λ Dλ

⇛

λ∑

n=0

(−1)n

• −n−1
λ
•n

.
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λ
Γλ

⇛

λ

−
∑

r,s,t≥0
(−1)r+s

λ

•−r−s
−t−3

•r

•s

•t
+

∑
r,s,t≥0

(−1)r+s

λ

•−r−s
−t−3

•s

•r

•t

Note that the last 3-cell is added to the presentation to recover the Yang-Baxter relation for
sideways crossing2, see [7, Equation (7.20)], and is needed to reach confluence modulo and to fix a
preferred choice of representative for all possible orientations of the Yang-Baxter equations.

Remark 5.4. By the definition of fake bubbles (5.4) in terms of positively dotted bubbles from
U, we can use ig2n,λ for all n ≥ 1 by using it as an equality for 2n + λ− 1 < 0 and as an oriented
3-cell for 2n+ λ− 1 ≥ 0, see also Remark 5.2. Likewise, we can use bλ, cλ for all n ∈ Z by using it
as an equality for n < 0 and as an oriented 3-cell for n ≥ 0.

Remark 5.5. The summations appearing in the targets of r±λ,n, s
±
λ,n, Eλ, Fλ, and Γλ are assumed

to be restricted so that no negative degree bubbles appear. For example, the target of Fλ has the
summation with r ranging from 0 to λ− 1−n and Eλ the r summation runs from 0 to −λ− 1−n.
The first sum in t2(Γ) implicitly has the restriction −r−s− t+λ ≥ 0 since the degree of the bubble
in that summand is −r − s− t+ λ.

5.3. Splitting of Osl(2). Let us split the (3, 2)-superpolygraphOsl(2) into two parts: consider the
(3, 2)-superpolygraph E defined by Ei = Osl(2)i for 0 ≤ i ≤ 1, E2 = Osl(2)−{ } = SIso2∪{ }
and E3 = SIso3∪{yb, dc}. Let R be the (3, 2)-superpolygraph such that Ri = Osl(2)i for 0 ≤ i ≤ 2
and containing all the remaining 3-cells.

Proposition 5.6. The (3,2)-superpolygraph E is terminating.

Proof. The proof goes in steps as explained in Section 2.5.3:

Step 1. Eliminate the zigzag 3-cells using the first step of the proof of termination of SIso.

Step 2. Eliminate yb and dc using the first step of the proof of termination of ONH, extending
values of X and d by

X
(

λ

)
= X

(
λ

)
= (0, 0), d

(
λ

)
= d
(

λ

)
= 0 d

( λ )
(n,m) = d

( λ )
(n,m) = 0

so that the inequalities d(s2(α)) ≥ d(t2(α)) hold for any α ∈ SIso− {uλ,0, u
′
λ,0, dλ,0, d

′
λ,0}.

Step 3. Finish the proof by eliminating the 3-cells in the same order as in the proof of termination
of SIso. �

Since E2 = SIso2 ∪ { }, additional indexed critical branchings appear in E between i1λ and i4λ
of the form

(5.15)
• λ

that are not confluent. However, we still have the following.

Lemma 5.7. Any 2-cell u that does not contain a strand that self-intersects admits a unique
decomposition into monomials in normal form with respect to E.

Proof. Let u be a 2-cell that does not contain a self-intersecting strand, that is up to application of
yb that does not contain any element of the form (5.15). Since E is terminating and left-monomial,
u admits at least a linear decomposition into monomials in normal form with respect to E. If two
such decompositions exist, then the two reductions leading to these results give a branching, that is

2The 3-cell Γλ corrects a minor typo from [7, Equation (7.20)].
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either a Peiffer branching or come from a critical branching in a context. However, since u does not
contain a self-intersection, this critical branching is not given by a crossing indexation as in (5.15),
and thus from confluence of critical branchings of SIso and {yb, dc}, there exists a confluence of
that branching, so that these two decompositions are equal. �

Lemma 5.7 is enough to get the hom-basis of U since the 3-cells Aλ, Bλ, Cλ and Dλ in ER
s

can be used to remove all self-intersections, so that any quasi-normal form with respect to ER will
admit a unique normal form with respect to E.

5.4. Quasi termination of ER. In this subsection, we will prove that the (3, 2)-superpolygraph
R is terminating without bubble slide and cyclicity 3-cells, and quasi-terminating with these 3-
cells. We also give a procedure showing that ER is quasi-terminating with rewriting cycles being
induced by bubble slide cycles as in [4], isotopy cycles created by dots moving on cups and caps,
and cyclicity for crossings.

5.4.1. Termination without bubble slide and cyclicity 3-cells.

Lemma 5.8. The (3,2)-superpolygraph R′ := R− {s+λ , s
−
λ , r

+
λ , r

−
λ , Pλ, P

′
λ, Qλ, Q

′
λ} terminates.

Notation 5.9. For a 3-cell α, define d(t2(α)) := max{d(h) | h ∈ Supp(t2(α))} and similarly
X(t2(α)) := max{X(h) | h ∈ Supp(t2(α))}.

Proof. We prove termination in steps.
Step 1. First, consider the derivation d into the trivial U(R′)∗2-module M∗,∗,Z given by

d(u) = ||u||

for any 2-cell u of Rs
2. Then d(s2(α)) > d(t2(α)) for α ∈ {Aλ, Bλ, Cλ,Dλ, Eλ, Fλ} and d(s2(α)) ≥

d(t2(α)) for all other α in R′
3. Thus, termination of R′ is reduced to termination of

R′′ := (R′
0, R

′
1, R

′
2, R

′
3−{Aλ, Bλ, Cλ,Dλ, Eλ, Fλ}) = (R′

0, R
′
1, R

′
2, R

′′
3 = {on1, on2,Γ, b

n,0
λ , b1λ, c

n,0
λ , c1λ, ig2n}).

Step 2. Consider the 2-functor X : U(R′′)∗2 → Ord and derivation d : U(R′′)∗2 → Z defined by
extending the second derivation used for ONH as follows:

X
(

λ
)
(n) = X

(
λ
)
(n) = n, X

(
λ•
)
(n) = n, X

( )
(n,m) = (m+ 2, n + 1),

X
(
•λ
)
(n) = n+ 1, X

( )
(n,m) = (m,n), X

(
λ

)
= X

(
λ

)
= (0, 0)

d
( )

(n) = 0, d
(

λ•
)
(n) = n, d

( )
(n,m) = n, d

(
•λ
)
(n) = n, d

( )
(n,m) = n+m

d
(

λ

)
= d
(

λ

)
= 0 d

( λ )
(n,m) = d

(
λ

)
(n,m) = 0.

Then we have X(s2(α)) ≥ X(t2(α)) and d(s2(α)) ≥ d(t2(α)) for all 3-cells α ∈ R′′
3 . Furthermore,

d(s2(α)) > d(t2(α)) for α ∈ {on1, on2,Γ}. Thus, termination of R′′ is reduced to termination of the
(3, 2)-superpolygraph

Ř := (R′
0, R

′
1, R

′
2, {b

n,0
λ , b1λ, c

n,0
λ , c1λ, ig2n})

Step 3. To prove termination of Ř, we use a context stable map as in Section 2.5.2. For any
u ∈ U(Ř)∗2, define a map d′ : U(Ř)∗2 → N by

d′(u) := number of bubbles in u+
∑

π clockwise bubble in u

|deg(π)|
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where the sum is over all clockwise bubbles appearing in u and |deg(π)| denotes the absolute value
of the Z-grading defined in Definition 5.1.

For α ∈ Ř3, we have d
′(s2(α)) > d′(t2(α)). Let c be any context of U(Ř)∗2 such that c[α] is defined.

Then we have d′(c[s2(α)]) = d′(s2(α))+d′(c[11λ ]) > d′(t2(α))+d′(c[Id
1λ
]) = d′(c[t2(α)]) since both

s2(α) and t2(α) are endomorphism 2-cells on the identity 1-cell 1λ. Therefore, Ř terminates,
implying R′ also terminates. �

5.4.2. Indexed cycles. The super (3, 2)-polygraph R′ = R− {s±λ , r
±
λ , Pλ, P

′
λ, Qλ, Q

′
λ} terminates by

Lemma 5.8. However, ER
′, and thus ER do not. Closing off crossing diagrams with caps and cups

can create cycles where a dot slides around a closed strand and arrives back where it started as in
the configurations:

(5.16) λ

. . . k

• λ

. . . l

•

for k > 0 even and l ≥ 1 odd, where the label n stands for a ⋆1-composition of n crossings. By
successive application of on1 and on2, these give a rewriting cycle in ER. However, for k being even
and l 6= 1 they do not have to be taken into account since the whole diagram will become 0 when
taking the normal form with respect to E. The case l = 1 gives a rewriting cycle as follows:

λ
(i4

λ
.sλ,1)∗

❴ *4 (−1)λ

λ

− 2(−1)λ

⊗

(5.17)

on1
❴*4 (−1)λ+1




λ

−

λ

+ 2

⊗ 


further sliding the dot term produces

(−1)λ+1

λ
SInt

(−1)λ+1

λ
i3
λ
❴*4 −

λ

+ 2(−1)λ+1

⊗

λ

SInt
(−1)λ+1

λ

+ 2(−1)λ

⊗
λ

(i2
λ
)−
❴ *4 (−1)λ+1

λ

+ 2(−1)λ

⊗
λ
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The term with the odd bubble cancels with the corresponding term in (5.17). Continuing with the
dot term we have

(−1)λ+1

λ
SInt

λ

on2
❴*4 −

λ

+

λ

(5.18)

The double bubble term combines with the corresponding term in (5.17) with coefficient (1+(−1)λ),
so for λ odd these cancel. But since negative degree bubbles vanish, this diagram is only nonzero if
λ = 0 in which the two bubbles are both multiples of the odd bubbles that squares to zero. Sliding
the remaining dot term completes the cycle.

−

λ
(i1

λ
)−
❴*4 −

λ
SInt

λ

(5.19)

This may seem like a special coincidence that the cycle completed, however the diagram that we
started with vanishes unless λ = 0,−1 using 3-cells Cλ and Bλ, so that an element of the form (5.17)
will never appear in a quasi-normal form with respect to ER. In general, if there are more dots
inside the figure (5.17) the cycle can be shown to complete more generally. In fact, simplifying a
diagram of this form with additional dots leads directly to the odd infinite Grassmannian equation.
The cycles built in this way are called indexed cycles, and are rewriting cycles proper to the context
of rewriting modulo.

5.4.3. Quasi reduced monomials. Alleaume showed in [4] that linear 2-categories with bubble slide
relations cannot be presented by terminating polygraphs, but rather by quasi-terminating poly-
graphs. For the same reason, 2-supercategories with bubble slide relations can’t be presented with
terminating superpolygraphs, but rather quasi-terminating superpolygraphs. Furthermore, rewrit-
ing modulo isotopies with the existence of cyclicity 3-cells for crossings imply the existence of cycles
of the form:

(5.20) λ ≡ λ
Pλ

⇛ λ
Q′

λ

⇛ λ

(5.21) λ ≡ λ
P ′
λ

⇛ − λ
Qλ

⇛ λ

The image of these cycles through the Chevalley involution ω give rise to similar cycles for the
downward crossings. If we consider sideways crossings as defined in (5.7) in terms of upward
crossings, we can derive their definition using downward crossing using Pλ, P

′
λ, and come back to

the upward version using Qλ, Q
′
λ. As a consequence, the cyclicity 3-cells provide cycles from any

kind of crossing to itself. A monomial in P is quasi-reduced if it is not E-equivalent to 0 and, up to
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indexed cycles, it can be rewritten only using rewriting cycles generated by (5.20) and (5.21) and
cycles that slide a bubble through a cap or cup.

λ

λ
sλ−2,1

❴*4

λ − 2

λ
rλ,1

❴*4

λ

λ Sint
λ

λ

λ

λ

λ

λ
SInt

λ

λ

Remark 5.10. No quasi-reduced monomial in Ps
2 can be rewritten as a linear combination of other

non-equivalent quasi-reduced monomials.

5.4.4. Weight functions and quasi-normal forms.

Definition 5.11. Let C be a 2-supercategory, then a weight function on C is a function τ : C2 → N

such that

(1) τ(u ⋆i v) = τ(u) + τ(v)
(2) τ(u) = max{τ(ui) | ui ∈ Supp(u)}

When C presented by (3, 2)-superpolygraph P , such a weight function is uniquely determined
by its values on generating 2-cells u of P2. This allows us to define a quasi-ordering & on P s

2 by
u & v if τ(u) ≥ τ(v).

We define a weight function on Osl(2)s2 by:

τ(
λ
) = τ(

λ
) = τ(

λ
) = τ(

λ

) = 0, τ( •λ ) = τ( •
λ
) = 0, τ( λ ) = τ( λ ) = 3

Then for all 3-cells α ∈ E3\{dc}, we have τ(s2(α)) = τ(h) for all h ∈ Supp(t2(α)), so that all
isotopy 3-cells but dc preserve the weight function. In the procedure below, we only use dc from
left to right, and stop the procedure whenever a 2-cell u is 0. Then starting with a monomial u of
Osl(2)s2 that does not contain any negative degree bubble, and that is not E-equivalent to 0:

• While u is not 0 and can be rewritten with respect to ER into a 2-cell u′ such that τ(u) >
τ(u′), then assign u to u′.

• While u is not 0 and can be rewritten with respect to ER into a 2-cell u′ without any of
the rewriting sequences in the definition of quasi-reduced monomial, namely Γλ, on1, on2

outside of indexed cycles, infinite Grassmannians, reduction of bubbles of degree 0, bubble
slide with a through strand, assign u to u′.

This procedure terminates since & is well-founded, R − {s±λ , r
±
λ , Pλ, P

′
λ, Qλ, Q

′
λ} is terminating by

Lemma 5.8 and a bubble can only go through a finite number of through strands. It produces a linear
combination of quasi-reduced monomials in Osl(2)s2, on which one can only apply cycles generated
by (5.20) and (5.21) and bubble slide through a cap or cup. Thus, ER is quasi-terminating.
Moreover, we will fix a choice of preferred quasi-normal form with respect to these cycles by the
following:

• slide the bubble outside of caps and cups, and slide them to the rightmost region of the
diagram,

• keep sideways crossings using their definition in terms of upward crossings (5.7), use the
cyclicity 3-cell P ′

λ provided the number of leftward caps and cups is decreasing, and replace
every downward crossing with its value in terms of upward crossings rightward caps and
cups as in (5.6) using Q′

λ.
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5.5. Confluence modulo. In this section, we will prove that the (3, 2)-superpolygraph modulo

ER is confluent modulo E by showing decreasing confluence of its critical branchings with respect
to the quasi-normal form labelling for the quasi-normal forms fixed in Section 5.4.4. We first start
by enumerating many 3-cells that can be derived from the generating 3-cells of Osl(2), and that
will be helpful for the proof of confluence of critical branchings and for the determination of the
basis elements.

5.5.1. Additional 3-cells. From the definition of the (3,2)-superpolygraph Osl(2) we can derive the
following 3-cells in Es or ER

s. We will often simplify summations involving bubbles by removing the
terms involving negative degree bubbles by applying b0λ or c0λ to each term in a summation containing
a negative bubble. To make these types of 3-cells transparent in our notation we introduce a
shorthand b′λ or c′λ to denote such application of b0λ or c0λ. For example,

λ∑

n=0

λ
•n b′

λ

⇛ λ
•λ−1

+ λ
•λ

demonstrates how we will utilize this notation.
For λ > 0, define A′

λ to be the 3-cell:

λ

•n

A′
λ

⇛





0 if n < λ

(−1)⌊
λ+1
2

⌋
λ

if n = λ

We can use this to describe another 3-cell A′′
λ for λ > 0, defined by:

λ

•n

A′′
λ

⇛





0 if n < λ

λ
if n = λ

For λ > 0, let B′
λ be the 3-cell:

λ

•n B′
λ

⇛





0 if n < λ
λ

if n = λ

For λ < 0, let C ′
λ be the 3-cell:

λ
•

n
C′

λ

⇛





0 if n < −λ
λ

if n = −λ

For λ < 0, let D′
λ be the 3-cell:

λ

• n

D′
λ

⇛





0 if n < −λ

λ
if n = −λ

As an illustration of how to derive these 3-cells, let us actually describe the process for creating
A′

λ. Given that λ > 0, we slide the dots in the source of A′
λ through all crossings possible.

λ

•n

SInt
= (−1)n λ

•n ((i2
λ
)⋆2n)−.onn

2

⇛ (−1)⌊
n
2
⌋




λ

•n +
∑

r+s
=n−1

(−1)s+1

•s
λ

• r




The first term rewrites to 0 by the 3-cell

(−1)⌊
n
2
⌋

λ

•n
((i1

λ
)⋆2n)−·Aλ

⇛ 0
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For n < λ, the second term rewrites to 0 by b′λ

∑

r+s
=n−1

(−1)⌊
n
2
⌋+s+1

•s
λ

• r b′
λ

⇛ 0

For n = λ, only the s = λ− 1 term remains non-zero after applying b′λ and we can apply b1λ to
this term to obtain

(−1)⌊
λ
2
⌋+λ

•λ−1
λ

b1
λ

⇛ (−1)⌊
λ+1
2

⌋
λ

Hence, for λ > 0, we obtain a 3-cell A′
λ given by

λ

•n

A′
λ

⇛





0 if n < λ

(−1)⌊
λ+1
2

⌋
λ

if n = λ

Using the bubble slide 3-cells of 5.14, we define a 3-cell s′λ,n that appears in some of the more
complicated computations.

(5.22)
∑

r≥0

(2r + 1) •n−2r
+∗ •

λ
2r

s′
λ,n

⇛ λ • n+∗

We have a 3-cell in Es given by

(5.23)
yb

⇛

which allows, up to isotopy and using sideways crossings as defined in (5.7), to give an orientation
for the Yang-Baxter relation for upward-upward-downward strands, corresponding to [7, Equation
(3.8)]:

λ
⇛

λ
.

We actually can derive such 3-cells either in Es using yb or in ER
s using Γλ to fix an orientation

for all the possible configurations of Yang-Baxter 3-cells.
Using the 3-cell Q′

λ to convert a downward crossing into an upward crossing with rightward caps
and cups, and the odd isotopy 3-cells along with the 3-cells from superpolygraph ONH, one can
derive the following 3-cells of ER

s:

dcλ−
⇛ 0,

ybλ−
⇛ ,

on−
1,λ

⇛ − − ,

on−
2,λ

⇛ − −
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5.5.2. Critical branchings modulo of Osl(2). We prove that ER is confluent modulo E by showing
that its critical branchings modulo are confluent and decreasing with respect to the quasi-normal
form labelling for the fixed quasi-normal forms. All its critical branchings are proved confluent in
Appendix C, and every rewriting step in these decrease the labelling to the quasi-normal form by 1.
The classification of critical branchings modulo follows from [13]. Note that from the convergent
presentation of the odd nilHecke 2-supercategory given in Section 4.2, all the critical branchings
modulo involving two odd nilHecke 3-cells are confluent. There is no critical branching implying
the degree condition 3-cells and infinite Grassmannians since these only reduce bubbles of positive
degree by assumption, and branchings between degree condition 3-cells and bubble slide 3-cells are
trivially confluent since the degree remains negative. There are critical branchings between infinite
Grassmannians and bubble slide 3-cells, that are proved confluent in Appendix C.2. Moreover, the
critical branchings implied by Pλ or P ′

λ with another 3-cell given by modifying an upward crossing
are trivially confluent, since there is a way to deform again the new crossing into the upward one,
so that one gets back to the original 2-cell and can apply the other 3-cell of the branching to reach
a confluence.

The remaining critical branchings are split into two families:

• branchings coming from the odd nilHecke 3-cells, that is, those involving a 3-cell of Osl(2)
and on1 or on2, and branchings that are given by applying two 3-cells on terms that are
equal modulo application of yb. These branchings are proved confluent in Appendix C.1.

• branchings between the 3-cells Aλ, Bλ, Cλ,Dλ, Eλ, Fλ and Γλ. These ones are proved con-
fluent modulo E in Appendix C.2.

6. A basis theorem for odd categorified sl(2)

Split the (3,2)-superpolygraph Osl(2) into E and R as defined in section 5.3. We have proved
the following statement:

Theorem 6.1. The (3,2)-superpolygraph ER is quasi-terminating and confluent modulo E.

The quasi-normal forms resulting from the (3,2)-superpolygraph modulo ER can be described in
a diagrammatic fashion. The space 2-morphisms from Eε1λ = Eε1 . . . Eεk1λ to Eε′1λ = Eε1 . . . Eεm1λ,
when nonzero, consists of planar diagrams with k points at the bottom equipped with upward/downward
oriented collar neighborhoods for each + sign ε1, . . . , εk, and m points at the top with collar neigh-
borhoods determined by signs ε1, . . . , εm. These endpoints are connected by smoothly immersed
directed strands whose endpoints connect the (k +m) vertices compatibly with the orientation on
the collar neighborhoods. Further,

• we require that there are no triple intersections and no tangencies;
• no strand intersects itself, and intersects any other strand at most once;
• dots on a given strand appear only in a small interval near the negatively oriented endpoint
of a strand connecting the vertices;

• all closed diagrams have been reduced to a product of non-nested dotted bubbles with a
counterclockwise orientation. Dots on bubbles are pushed to the rightmost edge of each
bubble.

• If any three strands are such that each strand intersects the other two to create a triangle,
then the triangle must be in the normal form with respect to the (3, 2)-superpolygraph SIso
given by one of the following:

λ λ λ λ
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λ λ λ λ

We can further reduce the ambiguity of our chosen basis by making a preferred choice of each super
interchange class of diagram. For example, choosing dots and crossings to decrease in height from
right to left, with dots appearing above crossings when related by super interchange.

An example of the normal form of a 2-morphism from E−E+E+E−E+1λ to E+E+E−E−E+E+1λ is
given in the first diagram below, while the second would not be in normal form as it does not have
the correct Yang-Baxter representative.

•

•

•

•

•

• •β1+∗
. . .

•βk+∗

α1 α2

α3

α4 α5 α6

•

•

•

•

•

• •β1+∗
. . .

•βk+∗

α1 α2

α3

α4 α5 α6

Hence, we have proven the non-degeneracy conjecture for the odd 2-category U from [7, Section 8].

Theorem 6.2 (Nondegeneracy Conjecture). Fixing a choice of representative for each super in-
terchange class of elements from the quasi normal form of the (3,2)-superpolygraph Osl(2) gives a
basis for each Hom space HomU(Eε, Eε′). In particular, HomU(Eε, Eε′) is a free right Sym[d]-module
with Sym[d] the bubble algebra defined in Remark 5.2.

Corollary 6.3. The conjectural classification of dg-structures on the super 2-category U(sl2) from
[32, Proposition 7.1] is a complete classification.
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Appendix A. Critical branchings for SIso(g)

A.1. Regular critical branchings. Here we verify the critical branchings for the (3,2)-superpolygraph
SIso(g). For every 3-cell other than αm,k and βm,k, every strand in both the source and target is

labelled with i, so for branchings that don’t use αm,k and βm,k, we often write (−1)λ instead of

(−1)λi . The classification of critical branchings is analogous to that of the 3-polygraph of pearls [20,
Section 5.5], with one extra regular critical branching involving the 3-cells I0 and α0,11−2

, and two

extra indexed critical branchings involving the 3-cells αm,k and βm,k, coming from the definition of
the odd bubble.

i

λ

SInt

d′
λ,0

//

i

λ

(−1)(λ+1)2

i

λ
(−1)λ+1u′

λ,0

//

i

λ

i

λ

SInt
��

u′
λ,0

// (−1)λ+1
i

λ

(−1)(λ+1)2
i

λ
(−1)λ+1d′

λ,0

// (−1)(λ+1)
i

λ

since (−1)(λ+1)2 = (−1)λ
2+1 = (−1)λ+1. Diagrams with reverse orientations give the same critical

branchings as in the even case, since the use of superinterchange do not create any sign.

(−1)λ+1 •

i

λ

SInt

u′
λ,0

// •

i

λ

•

i

λ
i3
λ

// (−1)λ •

i

λ + 2

i

λ
(−1)λu′

λ,1+2u′
λ,0

// •

i

λ

•
i

λ

SInt

i4
λ

// (−1)λ •
i

λ + 2

i

λ

i

(−1)λd′
λ,1+∗2(−1)λ+1d′

λ,0
// (−1)λ+1 •

i

λ

(−1)λ+1

•

i

λ
(−1)λ+1d′

λ,0

// (−1)λ+1 •

i

λ

where the ∗ symbol before the rewriting step d′λ,0 means that we used a superinterchange relation,
between the odd bubble and the leftward cup before applying the rewriting step, creating the sign
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(−1)λ+1. Moreover, the critical branching involving I0 and α0,11−2
is proved confluent as follows:

λ=0
I0

//

α0,11−2
//

0

Shortened notation for critical branchings. In order to avoid drawing all the critical branchings
entirely, we introduced a shortened diagrammatic representation for these, encoding the minimal
amount of data that we need in order to reconstruct the actual branching. We only draw the
diagrammatic source and the diagrammatic normal form (or chosen quasi-normal form) of the
critical branchings, and indicate between brackets the two rewriting sequences that lead from the
source to the common target. If one has to apply super-interchange relations at the source of the
critical branching, we will indicate this by adding the element SInt at the beginning of one of the
rewriting paths. If one has to apply super-interchange relation in the middle of a rewriting path,
we will indicate this by writing a symbol ∗ before applying the rewriting step with the correct sign
brought by super interchange. Later, when rewriting modulo isotopy, we will indicate using a 3-cell
e of the super-isotopy polygraph E before applying a rewriting step f of R by e · f .

For example, the last critical branching above is depicted in our shorthand as follows:

•
λ (−1)λ+1 • λ

{
SInt, (−1)λ+1d′

λ,0

}

//

{
i4
λ
, (−1)hd′

λ,1+∗2(−1)λ+1d′
λ,0

} //

We assume that if the two different reductions on a given diagram are applied at different heights,
the upper branch of the critical branchings will represent the rewriting sequence corresponding to
the application of the uppermost first rewriting step. From now on, unless reconstructing the final
result of a given critical branching is difficult for one branch of reductions, we will represent the
critical branchings and critical branchings modulo using this notation.

A.2. Indexed critical branchings. The classification of indexed critical branchings follows from
the indexed critical branchings for the 3-polygraphs of pearls in [20], for all possible orientation of
strands. Let us draw the ones that differ from the even case, labelled by some odd i ∈ I.

•
(−1)λ+1 • λ

{
i2
λ
, i1

λ
, u′

λ,0, ∗(−1)h+1uλ,0

}

//

{
SInt, (−1)λ+1i3

λ
,−u′

λ,1+2(−1)h+1u′
λ,0,−2uλ,0−(−1)λ+2uλ,0

} //

•

(−1)λ+1 • λ

{
i4
λ
, (−1)λd′

λ,1+∗2(−1)h+1d′
λ,0, (−1)λ(2dλ,0−dλ,0)+2(−1)λ+1dλ,0

}

//

{
SInt, (−1)λ+1i1

λ
, (−1)λ+1i2

λ
, (−1)λ+1d′

λ,0, ∗(−1)λ+1dλ,0

} //
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λ

•
(−1)λ •

λ

+ 2 λ

{
i4
λ
, (−1)λdλ+2,0+2dλ+2,0

}

//

{
SInt,i1

λ
, i2

λ
, dλ+2,0, i

4
λ

} //

λ
•

(−1)λ+1
i

λ
•

{
i4
λ
, (−1)λd′

λ+2,1+∗2(−1)λ+1d′
λ+2,0, (−1)λ+1i1

λ

}

//

{
SInt, (−1)λ+1i1

λ
, (−1)λ+1d′

λ+2,0, (−1)λ+1i1
λ

} //

i

λ
•

(−1)λ
i

λ
• + 2

i

λ

i

{
i2
λ
, i1

λ
, uλ−2,0, i

3
λ

}

//

{
SInt, i3

λ
, (−1)λuλ−2,0+2uλ−2,0

} //

i

λ

•m•

k
(−1)m i

•m+1

k

{
iλ4 , ∗(−1)mβm,k

}

//

{
SInt, (−1)m+|k|i1

λ
, SInt

} //

i

λ

•m•

k i

•m+1

k

{
i2
λ

}

//

{
SInt, (−1)m+|k|i3

λ
,(−1)m+|k|αm,k , SInt

} //

i

λ

i

•m•

k





(−1)m+1+|k|
i

•m+2

k if m+ λi + 2 is even

0 if m+ λi + 2 is odd

{
i2
λ
, αm+1,k

}

//

{
SInt, (−1)m+|k| iλ3 ,∗αm+1,k

} //

i

λ

i
•m•

k





(−1)m i

•m+2

k if m+ λi + 2 is even

0 if m+ λi + 2 is odd

{
i4
λ
, (−1)λiβm+1,k

}

//

{
SInt, (−1)m+1+|k|i1

λ
, ∗(−1)mβm+1,k

}//
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Appendix B. Critical branchings of ONH

B.1. Helpful 3-cells of ONH. We introduce some additional 3-cells in ONH that will be helpful
in analyzing the critical branchings. To simplify the description of these critical branchings we make
use of the following 3-cells obtained by iterative application of on1 and on2, see also [7, Lemma
3.1].

n

onn
1

⇛ (−1)n n +
∑

a+b=n−1

(−1)b a
b(B.1)

n

onn
2

⇛ (−1)n n +
∑

a+b=n−1

(−1)a a
b(B.2)

Using these 3-cells we also introduce 3-cells

Θx,y :=


 •x

•y onx
1

⇛ (−1)x

•x

•y
+
∑

a+b
=x−1

(−1)b

•b
•a

•y
(B.3)

{ony
2+SInt}
⇛ (−1)x+y

•x
•y +

∑

a+b
=y−1

(−1)a+x

•x
•a

•b
+
∑

a+b
=x−1

(−1)b+ay

• b+y
•a

Sint
⇛ (−1)x+y

•x
•y +

∑

a+b
=y−1

(−1)a+x+ab

• b+x
•a +

∑

a+b
=x−1

(−1)b+ay

• b+y
•a

= (−1)x+y

•x
•y +

y−1∑

a=0

(−1)x+a+ay

•x+y−1−a
•a −

x−1∑

a=0

(−1)x+a+ay

•x+y−1−a
•a

= (−1)x+y

•x
•y +

max(x,y)−1∑

a=min(x,y)

(−1)x+a+ay+δmax(x,y),x

•x+y−1−a
•a




Φ1 :=


 •n

onn
1

⇛ (−1)n

•n
+

∑

a+b=n−1

(−1)b a
b

{dc,=}
⇛

∑

a+b=n−1

(−1)b a
b




(B.4)

Φ2 :=


 •n

onn
2

⇛ (−1)n

•n
+

∑

a+b=n−1

(−1)a

a
b

{dc,=}
⇛

∑

a+b=n−1

(−1)a

a
b




(B.5)

and more generally we have

Φx,y :=


 •x

•y
Θx,y

⇛ (−1)x+y

•x
•y

+

max(x,y)−1∑

a=min(x,y)

(−1)x+a+ay+δmax(x,y),x

•x+y−1−a
•a(B.6)

Θx,y

⇛

max(x,y)−1∑

a=min(x,y)

(−1)x+a+ay+δmax(x,y),x

•x+y−1−a
•a



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It will also be convenient to define a 3-cell Υ given by

Υ :=




•n onn
2

⇛ (−1)n •n +
∑

a+b
=n−1

(−1)a •a
• b

(B.7)

{onn
2 ,on

a
2}

⇛
•n

+ (−1)n
∑

a+b
=n−1

(−1)a
•a

•b +
∑

a+b
=n−1

•a

• b

−
∑

a+b=n−1
a1+a2=a−1

(−1)a2
•a1

•a2

• b

{=,=,SInt,=}
⇛

•n
−
∑

a+b
=n−1

(−1)b
•a

•b +
∑

a+b

=n−1

(−1)b
•a

• b −
∑

a+b+c
=n−2

(−1)b
•a

•b
• c




Consider the 3-cell

∑

a+b+c
=n−2

(−1)b+1

•a
•b •c

Φb,c

⇛
∑

a+b+c
=n−2

b−1∑

j=c

(−1)j+jc

•a
•j

•b+c−1
−j

−
∑

a+b+c
=n−2

c−1∑

j=b

(−1)j+jb

•a
•j

•b+c−1
−j

(B.8)

where in the first summation is zero unless b > c and the second is zero unless b < c. We will show
that the target of this 3-cell is zero. Swapping the b, c variables in the second summation the right
hand side can be written

∑

a+b+c
=n−2

b−1∑

j=c

(−1)j
[
(−1)jc − (−1)jb

]

•a
•j

•b+c−1
−j

=

n−2∑

b=1

b−1∑

c=0

b−1∑

j=c

(−1)j
[
(−1)jc − (−1)jb

]

•
n−2
−b−c

•j
•b+c−1

−j

(B.9)

where

[
(−1)jc − (−1)jb

]
=





2, if b is even, c is odd, and j is odd,
−2, if b is odd, c is even, and j is odd,
0 otherwise.

Breaking the b and c summations in (B.9) into a sum over even and odd terms, the only nonvanishing
terms are

⌊n−2
2

⌋∑

ℓ1=0

⌊ 2ℓ1−1
2

⌋∑

ℓ2=0

2ℓ1−1∑

j=2ℓ2+1

(−1)j
[
(−1)j(2ℓ2+1) − (−1)j(2ℓ1)

]

•
n−3

−2(ℓ1+ℓ2)

•j
•2(ℓ1+ℓ2)

−j

+

⌊n−2
2

⌋∑

ℓ1=0

⌊ 2ℓ1
2

⌋∑

ℓ2=0

2ℓ1∑

j=2ℓ2

(−1)j
[
(−1)j(2ℓ2) − (−1)j(2ℓ1+1)

]

•
n−3

−2(ℓ1+ℓ2)

•j
•2(ℓ1+ℓ2)

−j

Now observe that since j is assumed to be odd , we can remove the ℓ2 = ℓ1 term in the second
summation since 2ℓ1 ≤ j ≤ 2ℓ1 would imply j was even. Similarly, since j is odd the j summation
index in the second term can start at 2ℓ2 +1 and end at 2ℓ1 − 1 so that the above terms cancel out
and the target of the 3-cell from (B.8) is zero.
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B.2. Regular critical branchings of ONH. In this section we study the critical branchings of
the (3,2)-superpolygraph ONH. We begin with the relatively straightforward regular branchings
using the shorthand notation introduced in Appendix A.1.

• •

••

{
on1,−on2

}

//

{
SInt,−on2,on1,SInt

} //
0

{
dc

}

//

{
dc

} //

•

0

{
on2,−on1,dc

}

//

{
dc

} //

•

0

{
on1,−on2, dc

}

//

{
dc

} //

0

{
dc

}

//

{
yb, yb, dc

} //
0

{
yb, yb, dc

}

//

{
dc

} //

0

{
yb, dc

}

//

{
yb, dc

} //

•

•
−

{
on2,−on2+dc, yb

}

//

{
SInt,−yb,−on2, on2+dc, SInt

} //

•

−
•

+ +

{
on2, ∗on1, yb

}

//

{
yb, on1, ∗on2

} //

•

−
•

+

{
on1,−on1, ∗−yb+dc

}

//

{
yb,∗−on1, on1−dc, yb

} //

B.3. Indexed critical branchings of ONH. We now verify the indexed critical branchings of
ONH, whose classification is the same as in [13], by spelling out in greater detail the required steps
as they are somewhat subtle and differ notably from the corresponding calculations in the even
setting. The first indexed critical branching is obtained by reducing the diagram

•n ⇛
∑

a+b+c=n−2

(−1)n−1−b

••a
c•b

in two possible ways; the top branch is obtained by first applying the Yang-Baxter 3-cell to the
bottom half, then sliding the n dots to the bottom, while the bottom branch is obtained by first
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doing super interchange law, applying Yang-Baxter to the top half of the diagram, and sliding the
n dots to the bottom. In detail, the top branch is given by the following.

•n = (−1)n •n

yb

⇛ (−1)n •n

Υ
⇛ (−1)n




•n

−
∑

a+b=n−1

(−1)b

••a b

+
∑

a+b=n−1

(−1)b

••a b

−
∑

a+b+c=n−2

(−1)b

••a
c•b




{dc,dc,yb,id}
⇛

∑

a+b=n−1

(−1)b+n

••a b

+
∑

a+b+c=n−2

(−1)n−1−b

••a
c•b

dc
⇛

∑

a+b+c=n−2

(−1)n−1−b

••a
c•b

(B.10)

The bottom branch is given by

•n
yb

⇛ •n
Φ2

⇛
∑

a+b=n−1

(−1)a • •a b

ona
2

⇛
∑

a+b=n−1

(−1)a


(−1)a

•
•

a

b +
∑

x+y=a−1

(−1)x

•x •y b•




SInt
=

∑

a+b=n−1

(−1)n−1

•
•

a

b
−

∑

a+b+c=n−2

(−1)b

•a •b
c•

yb

⇛
∑

a+b=n−1

(−1)n−1

•
•

a
b

−
∑

a+b+c=n−2

(−1)b

•a •b
c•

SInt
=

∑

a+b=n−1

(−1)n−1

•
•

a
b

+
∑

a+b+c=n−2

(−1)n−1+c

•a
•b

c•

where the first summand reduces by Φ2 into the right-hand side of (B.10) recovering the normal
form obtained in the top part of the branching, and the second summand reduces to 0 using the
3-cell in (B.8).
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The final indexed critical branching for ONH is obtained from two branches obtained from the
left-hand side below

•n +

•n

−
∑

a+b=n−1

(−1)b

•b•a

−
∑

a+b+c=n−2

(−1)b
•c•b•a

//

//

obtained by applying the Yang-Baxter 3-cell to the top of the diagram, then sliding the n dots
to the bottom using 3-cells on2. The bottom branch is obtained by applying super interchange,
applying the Yang-Baxter 3-cell to the bottom of the diagram, then sliding the n dots to the bottom
of the diagram using on2. In more detail, the top branching is

•n
yb

⇛
•n

Υ
⇛

•n

+
∑

a+b=n−1

(−1)b


−

• •a b

+

• •a b


−

∑

a+b+c=n−2

(−1)b

• • •
a b

c

Note that the last summand is a normal form, and the first three terms reduce respectively using
the rewriting paths {yb, SInt, yb, yb}, {yb} and {SInt, −yb, −dc} so that this branch of the
branching gives

(B.11)

•n

−
∑

a+b=n−1

(−1)b

•b•a

−
∑

a+b+c=n−2

(−1)b

•c•b•a

The bottom branch is given by applying the 3-cells below.

•n = (−1)n+1 •n
yb

⇛ (−1)n+1 •n

Υ
⇛ (−1)n+1

•n

′

+
∑

a+b=n−1

(−1)b+n


 •a b•

−
•a

b•


− (−1)n+1

∑

a+b+c
=n−2

(−1)b

•a b
c

• •

(B.12)

Now we relate the terms in (B.12) to those appearing in the top branch (B.11).

• The first summand of (B.12) reduces using the rewriting path {SInt, −yb, SInt, yb, yb}
to the first summand of (B.11).
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• The second summand of (B.12) reduces using the rewriting path {SInt,−
∑

a+b=n−1

Φ1,b}

into

(B.13)
∑

a+c+d=n−2

(−1)d+1

• ••
a

c
d

• The third summand of (B.12) reduces as follows:

∑

a+b=n−1

(−1)b+n+1

•a
b•

SInt
=

∑

a+b=n−1
•a

b•

onb
2

⇛
∑

a+b=n−1

(−1)b

•a b•

+
∑

a+c+d=n−2

(−1)c

• • •
a

dc

{SInt, yb, yb}+{SInt, yb}
⇛

∑

a+b=n−1

(−1)b+1

•a b•

+
∑

a+c+d=n−2

(−1)c+1

• • •
a

dc

so that the first sum gives the second sum of (B.11), and the second sum gives the third
sum of (B.11). As a consequence, using the first and third summand on the bottom branch,
we recover all the elements from the top branch.

• The fourth summand of (B.12) reduces using the 3-cell Θb,c as follows:

−(−1)n+1
∑

a+b+c
=n−2

(−1)b

•a b
c

• •

SInt
=

∑

a+b+c
=n−2

(−1)n+b+a

•a
b

c
• •

Θb,c

⇛
∑

a+b+c
=n−2

(−1)b

•a bc ••
+
∑

a+b+c
=n−2

max(b,c)−1∑

j=min(b,c)

(−1)c+b+j+jc+δmax(b,c),b

•a
• •j b+c

−1−j

(B.14)

where, after applying the 3-cell yb, the first term on the right-hand side cancels with (B.13),
and the second summation above reduces to zero as in the computation of (B.8). The second
sum

∑

a+b+c
=n−2

max(b,c)−1∑

j=min(b,c)

(−1)c+b+j+jc+δmax(b,c),b

•a
• •j b+c

−1−j

(B.15)

reduces to 0 as follows:

∑

a+b+c
=n−2

max(b,c)−1∑

j=min(b,c)

(−1)c+b+j+jc+δmax(b,c),b

•a
• •j b+c

−1−j

=
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∑

a+b+c
=n−2

c−1∑

j=b

(−1)c+b+j+jc

•a
• •j b+c

−1−j

−
∑

a+b+c
=n−2

b−1∑

j=c

(−1)c+b+j+jc

•a
• •j b+c

−1−j

(B.16)

Swapping the b, c variables in the first summation, this is equal to

∑

a+b+c
=n−2

b−1∑

j=c

(−1)b+j+c[(−1)jb − (−1)jc]

•a
• •j b+c

−1−j

=

n−2∑

b=1

b−1∑

c=1

b−1∑

j=c

(−1)b+c+j[(−1)jb − (−1)jc]

•a
• •j b+c

−1−j

where

[
(−1)jc − (−1)jb

]
=





2, if b is even, c is odd, and j is odd,
−2, if b is odd, c is even, and j is odd,
0 otherwise.

In particular, b+ c must be odd, so we write this summation as

n−2∑

b=1

b−1∑

c=1

b−1∑

j=c

(−1)j [(−1)jc − (−1)jb]

•a
• •j b+c

−1−j

(B.17)

Breaking the b and c summations in (B.17) into a sum over even and odd terms, the only
non vanishing terms are

⌊n−2
2

⌋∑

ℓ1=0

⌊ 2ℓ1−1
2

⌋∑

ℓ2=0

2ℓ1−1∑

j=2ℓ2+1

(−1)j
[
(−1)j(2ℓ2+1) − (−1)j(2ℓ1)

]

•a
• •j 2ℓ1+

2ℓ2−j

+

⌊n−2
2

⌋∑

ℓ1=0

⌊ 2ℓ1
2

⌋∑

ℓ2=0

2ℓ1∑

j=2ℓ2

(−1)j
[
(−1)j(2ℓ2) − (−1)j(2ℓ1+1)

]

•a
• •j 2ℓ1+

2ℓ2−j

Now observe that since j is assumed to be odd, we can remove the ℓ2 = ℓ1 term in the
second summation since 2ℓ1 ≤ j ≤ 2ℓ1 would imply j was even. Similarly, since j is odd
the j summation index in the second term can start at 2ℓ2 + 1 and end at 2ℓ1 − 1 so that
the above terms cancel out and the target of the 3-cell from (B.15) is zero.

Appendix C. Critical branchings modulo for the full 2-category

In this Section, we prove that the critical branchings modulo for the (3, 2)-superpolygraphOsl(2)
are confluent modulo E.

C.1. Critical branchings from 3-cells of ONH. We prove that the critical branchings implying
a 3-cell of Osl(2) with on1, on2 and two 3-cells of Osl(2) on two terms that are equal up to yb are
confluent modulo E.

Critical branchings (Aλ, on1,λ−2) For any λ in Z , the critical branchings (Aλ, on1,λ−2) are
confluent modulo super isotopies as follows:
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λ• −λ∑
n=0

(−1)n

•−n−1
λ

•n+1

{
Aλ

}

//

{
SInt, on1,λ−2, (i

3
λ
⋆2∗(i2λ)

−)·on2,λ−2, (i
1
λ
)−∗·Aλ,

−λ∑

n=0
(−1)nα−n−1,11λ

,
−λ∑

n=0
i1
λ

}//

The last 3-cell used in a bottom sequence is a 3-cell of Es, needed to close the confluence diagram
modulo on the right. Note that, when applying the 3-cell (i1λ)

− · ∗Aλ, we obtain the following 2-cell:

(−1)λ
−λ∑

n=0

(−1)n

•−n−1
λ

•• n
− 2

−λ∑

n=0

(−1)n

•−n−1
λ

• n
+ (1 + (−1)λ)

λ

which reduces using the 3-cell
−λ∑
n=0

(−1)nα−n−1,11λ
on the second summand into

(−1)λ




−λ∑

n=0 •−n−1
λ

•• n
− 2

−λ∑

n=0,
n−λ even

•−n
λ

• n


+ (1 + (−1)λ)

λ

We can then use the isotopy 3-cell
−λ∑
n=0

i1λ to move dots on the right of the cup of the first summand,

and obtain the following term:

(−1)λ




−λ∑

n=0 •−n−1
λ

•n+1 − 2
−λ∑

n=0,
n−λ even

•−n
λ

• n


+ (1 + (−1)λ)

λ

If λ is even, this quantity is

−λ∑

n=0 •−n−1
λ

•n+1 − 2
−λ∑

n=0,
n even

•−n
λ

• n
+ 2

λ
=

−λ∑

n=0 •−n−1
λ

•n+1 − 2
−λ∑

n=1,
n even

•−n
λ

• n

=
−λ+1∑

n=0 •−n
λ

• n
− 2

−λ+1∑

n=1,
n even

•−n
λ

• n

=
−λ∑

n=0

(−1)n

•−n−1
λ

•n+1

If λ is odd, this quantity is

−
−λ∑

n=0 •−n−1
λ

•n+1 + 2
−λ∑

n=0,
n odd

•−n
λ

• n
= −

−λ+1∑

n=1 •−n
λ

• n
+ 2

−λ+1∑

n=1,
n odd

•−n
λ

• n

=

−λ∑

n=0

(−1)n

•−n−1
λ

•n+1
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which proves that the result is the same as in the top branch, so that this branching is confluent
modulo E.

Critical branchings (Bλ, i
2
4 · on1,λ−2)

λ

•

−λ∑
n=0

(−1)n

• n+1
λ

•−n−1
− (1 + (−1)λ) λ

{
Bλ, ∗

−λ∑

n=0
i4
λ
·
−λ∑

n=0
2sλ,1,

−λ∑

n=0
α−n−1

}

//

{
SInt, i4

λ
·(on1,λ−2+∗2sλ,1), (i

3
λ
⋆2∗(i2λ)

−)·on2,λ−2,∗Bλ

}//

Note that after using the odd bubble slides in the top sequence, we use similar arguments as above
to prove that the target of the rewriting step is equal to the expected result.

Critical branchings (Cλ, (i
2
λ)

− · on2,λ−2)

λ

•

λ∑
n=0

(−1)n
•n 1•

λ
•−n−1

{
Cλ

}

//

{
X

} //

where X is the rewriting sequence given by

{SInt,−(i2λ)
− ·on2,λ−2,−γ, ∗(−1)λCλ+∗2(−1)λCλ, ∗2(−1)λ

λ∑

n=0

(−1)nrλ,1, 2
λ∑

n=0

β−n−1,1λ+2
,

λ∑

n=0

i2λ∗},

where the 3-cell γ is defined as follows:

λ

•
≡

(i1
λ
)−

λ

•
≡
i4
λ

(−1)λ
λ•

+ 2
λ

⇛
on1,λ−2+2sλ,1

(−1)λ
λ

•
+ (−1)λ+1

λ − 2
λ

and the proof that the final result of the bottom sequence is the same as the one obtained in the top
branch is made similarly, using bubble slide through a downward strand to make the odd bubble

go back into the regular bubble before applying the 3-cell 2
λ∑

n=0
β−n−1,11λ+2

.

Critical branchings (Dλ, on
λ
2)

λ• λ∑
n=0

(−1)n
•−n−1

λ
•n+1

{
Dλ

}

//

{
X

} //

where X is the rewriting path defined by

{SInt, (−1)λ+1on2,λ−2, (−1)λδ, i3λ · ∗Dλ, (i
3
λ)

− · −2(−1)λ
h∑

n=0

rλ,1, −2(−1)λ
λ∑

n=0

β−n−1,11λ
, }
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and the 3-cell δ is defined as follows:

λ

•
≡

(i1
λ
)−

λ

•

≡
i4
λ

(−1)λ
λ

• + 2
λ

⇛
(−1)λon1,λ−2+2sλ,1

(−1)λ+1 λ

•
+ (−1)λ λ + 2

λ

and we then prove that we obtain the same result as in the top branch by using i3λ on the first
summand, creating an extra term that cancel the third summand above, and reducing the first
summand with Dλ. After applying these 3-cells, it remains

λ∑

n=0

(−1)n

•−n−1

λ• •n + (1 + (−1)λ) λ

and we prove after using
λ∑

n=0
(i3λ)

− to place all dots on the left that the final result is equal to the

top result using similar arguments.

Critical branchings (Γλ, on1,λ) This critical branching has source

λ•

One can use superinterchange and move the dots to the bottom of the diagram: this process gives
minus a diagram on which we can apply Γ with a dot at the bottom of the leftmost strand, and
two extra terms on which we can apply the 3-cell Eλ. By applying these 3-cells, we obtain up to
isotopy the following terms

−
λ

•

+
∑

r,s,t≥0

(−1)r+s

λ

•−r−s
−t−3

•r

•s+1

•t
+

∑

r,s,t≥0

(−1)r+s+t

λ

•−r−s
−t−3

•s

•r

•t+1

+ (−1)λ+1
λ

(C.1)

+(−1)λ λ −

−λ−1∑

n=0

∑

r≥0

(−1)n+r

λ

•−n−r
−2

•n

•r

+

−λ−1∑

n=0

∑

r≥0

(−1)n+r

λ

•−n−r
−2

•r

•n

For the other branch, we first apply the 3-cell Γ and then move the dot to the bottom, creating
two extra terms on which we can apply the 3-cell Fλ+2, giving

−
λ

•

−
∑

r,s,t≥0

(−1)r+s

λ

•−r−s
−t−3

•r

•s

•t+1

+
∑

r,s,t≥0

(−1)r+s+t

λ

•−r−s
−t−3

•s+1

•r

•t
+ (−1)λ+1

λ

(C.2)
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+(−1)λ λ +

λ+1∑

n=0

∑

r≥0

(−1)r

λ

•−n−r
−2

•r •n

−

λ+1∑

n=0

∑

r≥0

(−1)n+r

λ

•−n−r
−2

•r

•n

The first, fourth and fifth terms of (C.1) and (C.2) match. Moreover, one proves that extra
terms in both (C.1) and (C.2) simplify to give

∑

r,s,t≥0

(−1)r+s

λ

•−r−s
−t−3

•r

•s+1

•t
+
∑

r,s,t≥0 λ

•−r−s
−t−3

•s+1

•r

•t

Indeed, consider for instance the case λ < 0. In (C.2), the third term reduces to 0 using degree of
bubble 3-cells, and 6th and 7th terms are 0 since sums are increasing. In (C.1), the third term also
reduces to 0. Moreover, changing variables to s′ = s+ 1 and t′ = t− 1 gives a sum that is similar
to the second element of (C.2), up to extra terms given by − the term for s′ = −1 and + the term
for t′ = 0, which cancel the 6th and 7th terms of (C.1). We proceed similarly for λ > 0, where
the second element of (C.1) reduces to 0 using bubble 3-cells. Note that there is another critical
branching implying Γ and on1, given by putting a dot on top of the other upward oriented strand,
however this one would be proved confluent in a similar manner.

Critical branchings (Fλ, on2,λ−2) and (Eλ, on1,λ−2). Let us denote by onλ−2 the following
composition of 3-cells of ER

s:

• λ
on1,λ−2

⇛ − •

λ

+ λ
∗(−1)hon2,λ−2, SInt

⇛

•

λ

+ λ −
λ

We then prove the critical branching (Fλ, on2,λ−2) confluent modulo E as follows:

• λ

λ−1∑
n=0

λ−1∑
r=0

(−1)n+r
λ

•−n−r−2

•n+1

•r

− (−1)λ+1 • λ

{
Fλ, c

′
λ

}

//

{
SInt, onλ−2, Fλ−Aλ+Bλ

} //

where the 3-cell c′λ is the 3-cell defined in 5.5.1. Similarly, the critical branching (Eλ, on1,λ−2) is
proved confluent modulo E as follows:

• λ
−λ−1∑
n=0

(−1)n+r
−λ−1∑
r=0

• r

λ
•−n−r−2

• n+1

− (−1)λ+1 •λ

{
Eλ, b

′
λ

}

//

{
SInt, (−1)λ+1on2,λ−2, ∗−on1,λ−2, Eλ−Dλ+Bλ

}//

where the 3-cell b′λ is the 3-cell defined in 5.5.1.

Critical branchings ((u′λ,0 ⋆2 uλ,0)
− · Fλ+2, on2,λ). Starting from here, whenever we write A ≡ B

in the source of a branching between 3-cells f and e · g we take A to be the source and B to be the
result after applying e to A.
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λ

•

≡ (−1)λ+1 λ

•
λ+2∑
n=0

(−1)n •−n−1 •
λ
n

X
//

Y
//

where

X :=
{
on2, : ηλ, −dc+

λ+2∑

n=0

uλ,0

}

Y :=
{
(u′λ,0 ⋆2 uλ,0)

− · ∗Fλ+2, (u
′
λ,0 ⋆2 uλ,0)∗ · s

′
λ,λ+2, c

′
λ+2

}
.

and the 3-cell ηλ := (u−λ,0)∗ · Cλ+2 in ER
s is defined as the first rewriting step in the following

⋆2-composition of rewriting steps of ER.

(C.3) λ
(u−

λ,0)∗
≡

λ
Cλ+2

⇛

λ+2∑

n=0

(−1)n
•

−n−1 λ

•n

∗uλ,0
≡

λ+2∑

n=0

(−1)n
•
−n−1

λ

•n

Introduce the shorthand

g(n) := • λ+2−n+∗
•

λ

n
h(n) :=

•

λ

n

• λ+2−n+∗ .

Then the result of the top branch (and the critical branching) is
λ+2∑
n=0

(−1)ng(n).

In the bottom branch, the result after applying the steps up to and including (u′λ,0 ⋆2 uλ,0)∗ is

h(0) −
λ+1∑

n=0

∑

r≥0

(−1)nrg(n + r + 1)

We can write this as follows:

h(0) −
λ+1∑

n=0

∑

r≥0

(−1)nrg(n + r + 1) = h(0) − (
∑

z≥1

2zg(2z) +
∑

z≥0

g(2z + 1))

= h(0) −
∑

z≥0

(2z + 1)g(2z) +
∑

t≥0

(−1)tg(t)(C.4)

Then h(0) −
∑
z≥0

(2z + 1)g(2z)
s′
λ,λ+2

⇛ 0, so we have that

h(0) −

λ+1∑

n=0

∑

r≥0

(−1)nrg(n + r + 1)
s′
λ,λ+2

⇛
∑

t≥0

(−1)tg(t)
c′
λ+2

⇛

λ+2∑

t=0

(−1)tg(t) =

λ+2∑

n=0

(−1)t
•
−t−1

λ

•t
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Critical branching (Fλ, ∗(u′λ+2,0 ⋆2 uλ+2,0 ⋆2 yb ⋆2 u
−
λ+2,0) · ∗Cλ+4) Consider the critical branching

(C.5)

≡
λ

−
λ+3∑
r=0

r∑
s=0

(−1)r+s •
−r−2 λ

•r−s •s

X
//

Y
//

with

X :=
{
(u′λ+2,0 ⋆2 uλ+2,0 ⋆2 yb ⋆2 u

−
λ+2,0) · ∗Cλ+4, ∗uλ+2,0 ·

λ+4∑

n=0

(−1)nonn
1 ,

λ+4∑

n=0

dcλ
}

Y :=
{
SInt, −Fλ+4, ∗(u

′
λ+2,0 ⋆2 uλ+2,0) ·

λ+3∑

n=0

∑

r≥0

(−1)n+r+1+rλonr
1,SInt, γ

}

where the 3-cell ηλ is defined in (C.3) and the 3-cell γ in the bottom branch will be defined in (C.7)
below.

Let us denote by f(a, b) the monomial

f(a, b) := •λ+2−(a+b)+∗
•a •b

λ

Then using s′λ+2,λ+2−a, we get:

(C.6)
λ+2∑

a=0

∑

b≥0

(−1)a(2b+ 1)f(2b, a)
s′
λ+2,λ+2−a

⇛

λ+2∑

n=0

(−1)n
•
−n−1

λ

•n

and thus in particular we get that there is rewriting sequence γ := {ηλ, uλ+2,0 · s
′
λ+2,λ+2−a} of ER

s

obtained from ηλ and (C.6) as follows:

(C.7) λ −

λ+2∑

a=0

∑

b≥0

(−1)a(2b+ 1)f(2b, a)
γ

⇛ 0

Note that before applying the 3-cell γ in the bottom branch, we have obtained the polynomial
(C.8)

(−1)λ+1 λ −
λ+3∑

n=0

∑

r≥0

(−1)n •
λ+3−n
−r+∗

λ

•n •r

+(−1)λ
λ+3∑

n=0

∑

r≥1

r−1∑

s=0

(−1)s+sn+rn

•
λ+3−n
−r+∗ λ

•n+r−1 •r

We now show that the first summand of (C.8) cancels the third using the 3-cell γ from (C.7). Using
the 3-cells cλ to remove the terms containing bubbles of negative degree, the last term reduces to

(−1)λ
λ+2∑

n=0

λ+2−n∑

r≥0

r∑

s=0

(−1)s+sn+rn+nf(n+ r − s, s)

= (−1)λ
λ+2∑

n=0

λ+2−n∑

r′=0

λ+2−n−r′∑

a=0

(−1)a+an+n+(λ+2−n−r′)nf(λ+ 2− r′ − a, a)

= (−1)λ
λ+2∑

a=0

λ+2−a∑

r′=0

λ+2−r′−a∑

n=0

(−1)a+an+(λ+2−r′)nf(λ+ 2− r′ − a, a)
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= (−1)λ
λ+2∑

a=0

λ+2−a∑

r′=0

(−1)af(λ+ 2− r′ − a, a)

(
λ+2−r′−a∑

n=0

(−1)(λ+2−r′−a)n

)

where we set r′ = λ + 2 − n − r and s = a in the second equality and exchanged the summation
order in the third. Now let b′ = λ+ 2− a− r′

= (−1)λ
λ+2∑

a=0

λ+2−a∑

b′=0

(−1)af(b′, a)

(
b′∑

n=0

(−1)b
′n

)
(C.9)

When b′ is odd the n summation gives zero, but when b′ is even it gives a coefficient b+1. Keeping
only the nonzero terms gives

= (−1)λ
λ+2∑

a=0

∑

b=0

(−1)a(2b+ 1)f(2b, a)

so that

(−1)λ
λ+2∑

n=0

λ+2−n∑

r≥0

r∑

s=0

(−1)s+sn+rn+nf(n+ r − s, s) = (−1)λ
λ+2∑

a=0

∑

b≥0

(−1)a(2b+ 1)f(2b, a).

Therefore, after applying the 3-cell γ from (C.7) to (C.8), only the second term remains

−

λ+3∑

n=0

∑

r≥0

(−1)n •
λ+3−n
−r+∗

λ

•n •r

= −

λ+3∑

r=0

r∑

s≥0

(−1)r+s •
λ+3−r+∗ λ

•r−s •s

agreeing with the result in (C.5) of the top branch, establishing that this critical branching is
confluent modulo E.

Critical branching (Eλ, (uλ ⋆2 yb ⋆2 (u
−
λ,0)∗ ⋆2 u

−
λ+2,0)∗ · Γλ) Recalling the definition of sideways

crossings from 5.7, we describe a critical branching between Eλ and (uλ⋆2yb⋆2 (u
−
λ,0)∗⋆2u

−
λ+2,0)∗ ·Γλ

≡ (−1)λ+1 (−1)λ +
∑

x,y,r≥0
(−1)x+r

•r

•
−x−y−r−3

•x
•y

{
X

}

//

{
Y

} //

with

X :=
{
Eλ, ∗uλ,0 ·

−λ−1∑

n=0

∑

r≥0

∗on
n
2 , dc

}

Y :=
{
SInt, (uλ ⋆2 yb ⋆2 (u

−
λ,0)∗ ⋆2 u

−
λ+2,0)∗ · Γλ, Ω

}

Where Ω is the rewriting sequence described below. The 3-cell Ω has source

−
∑

r,s,t≥0

(−1)r+s

•s

•
−r−s−t−3

•r •t

+
∑

r,s,t≥0

(−1)r+s

•r

•
−r−s−t−3

•t •s
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The second term rewrites to 0 by either A′′
λ+2 for λ > −2 or c0λ+2 for λ ≤ −2. The first term

rewrites by Eλ+2 to

(−1)λ

plus an extra sum which is reduced to

−λ−3∑

n=0

∑

k≥0

(−1)n+k

•n

•−n−k
−2

•k

via the rewriting sequence {∗uλ+2,0 · on1, (u
′
λ,0)

− · ∗Fλ+2 + C ′
λ+2}.

Hence, first term rewrites to:

(C.10) (−1)λ +

−λ−3∑

n=0

∑

k≥0

(−1)n+k

•n

•−n−k
−2

•k

For the third term, we use super isotopy and on2 to move the s dots through the sideways
crossing and then move them below the t dots to obtain

∑

x,y,r≥0

(−1)x+r

•r

•
−x−y−r−3

•x
•y

+
∑

a,b,r,t≥0

(−1)r+a+bt−t

•r

•
−a−b−t−r−4

•a
•b+t

And one can check that the second term of this cancels with the second term of C.10 once we apply
bubble slides.

C.2. Critical branchings from odd sl(2)-relations. We prove that the critical branching be-
tween two 3-cells of the set {Aλ, Bλ, Cλ,Dλ, Eλ, Fλ,Γλ} are confluent modulo E.

A and C

i) For λ < 0:

λ
{Aλ,c

′
λ
,c1

λ
+b1

λ
}

//

Cλ

//
0

ii) For λ = 0:

λ
{A0,b

1
0}

//

{C0,c
1
0,I0}

//
λ

iii) For λ > 0, the calculation is similar to the case λ < 0, except Aλ takes it to 0 instead of Cλ.

A and F

i) For λ < 0:
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λ {Aλ,
−λ∑

n=0
D′

λ
,b1

λ
}
//

Fλ

//
(−1)λ

λ

ii) For λ = 0:

λ {A0,b
1
0,D0,c

1
0}
//

F0

// λ

iii) For λ > 0,

λ {Fλ,b
′
λ
,c′

λ
,b1

λ
,c1

λ
}

//

Aλ

//
0

B and D

i) For λ < 0,

λ
{Bλ,c

′
λ
,c1

λ
+b1

λ
}

//

Dλ

//
0

ii) For λ = 0:

λ
{B0,b

1
0}

//

{D0,c
1
0,I0}

//
λ

iii) For λ > 0, we get a similar calculation as for λ < 0 except Bλ takes it to 0 instead of Dλ.

E and F

i) For λ < 0:

λ

{Eλ,
−λ−1∑

n=0

∑

r≥0
D′

λ
}
//

Fλ

//
(−1)λ

ii) For λ = 0:

λ

E0
//

F0

//
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iii) For λ > 0:

λ

{Fλ,
λ−1∑

n=0

∑

r≥0

B′
λ
}
//

Eλ

//
(−1)λ

The other family of critical branchings with Fλ and Eλ would be proved to be confluent modulo
E in a similar manner.

B and F

i) For λ > 0:

λ

{Fλ,b
′
λ
,c′

λ
,c1

λ
,b1

λ
}

//

Bλ
//

0

ii) For λ = 0:

λ

{B0,b
1
0,C0,c

1
0}

//

F0
// λ

iii) For λ < 0:

λ

{Bλ,
−λ∑

n=0
C′

λ
,b1

λ
}

//

Fλ
//

(−1)λ
λ

E and D

i) For λ ≥ 0:

λ

{Dλ,
λ∑

n=0
A′′

λ
,c1

λ
}

//

Eλ
//

(−1)λ
λ

ii) For λ < 0:

λ

{Eλ,c
′
λ
,b′

λ
,b1

λ
,c1

λ
}

//

Dλ
//

0

C and E
56



i) For λ > 0:

λ

{Cλ,
λ∑

n=0
B′

λ
,c1

λ
}

//

E0
//

(−1)λ
λ

ii) For λ = 0:

λ

{C0,c
1
0,B0,b

1
0}
//

E0
// λ

iii) For λ < 0:

λ

{Eλ,c
′
λ
,b′

λ
,c1

λ
,b1

λ
}

//

Cλ
//

0

Critical branching (Γλ, Cλ)

λ

λ∑
n=0

(−1)n+λ

•n λ

•−n−1

{
Cλ, on

n
2 , id+B′

λ
, ∗(uλ,0)

−·Eλ

}

//

{
Γ, ∗(u′

λ,0)
−·s′

λ,λ−s
+ ∗(b′λ⋆2c

′
λ
), (∗(u′

λ,0)
−⋆2dc)

} //

Note that there is also a critical branching between Γλ and Dλ given by attaching to the source
of Γλ a rightward cup on bottom on the rightmost two strands. This one is proven confluent in a
similar manner.

Critical branching (Γλ, Fλ)

λ (−1)λ λ +
λ−1∑
n=0

∑
r≥0

(−1)n+r+λ

•n λ

•−n−1

•r

{
Fλ, id+

λ−1∑

n=0,
r≥0

(−1)n+ronn
2 , ∗(uλ,0)

−·Eλ+∗B
′
λ

}

//

{
Γλ, Ω

} //

where B′
λ is the 3-cell that reduces the term

λ−1∑

n=0

∑

r≥0

(−1)n+r
∑

a+b=n−1

(−1)a

λ

•b
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into 0, as defined in 5.5.1. The 3-cell Ω is defined as the following composition of ER-rewriting
steps: when applying Γλ we obtain the polynomial

λ

−
∑

r,s,t≥0
(−1)λ+r+s+1

λ

•−r−s
−t−3

•r

•s

•t
−

∑
r,s,t≥0

(−1)λ+r+s+t

λ

•−r−s
−t−3

•s

•r

•t

The third term reduces to 0 using the 3-cell D′
λ into 0 since s < λ, the first term reduces using

{(∗(u′λ,0) ⋆2 yb ⋆2 (u
′
λ,0)

−) · ∗Fλ+2} into

(−1)λ

λ

plus an extra term that one might check is cancelled by the term obtained from the second summand
when using super isotopies and making the r dots move to the bottom of the crossing, so that it
only remains the terms where the dots break the crossing, giving the summand

∑

a,b,s,t≥0

(−1)s+λ+b+(λ+a+b)(a+t)

•a λ

•t+a
• −a−b
−s−t−4

•b

and one checks that this reduces using bubble slide 3-cells s′λ,n into the second term of the final
result. Note that there also is a critical branching between Γλ and Eλ given by attaching to the
source of Γλ a rightward crossing on bottom on the rightmost two strands. This one would be
proved confluent in a similar manner.

Critical branching (ig2n, s
+
2n,λ)

•2n+∗ λ

{s+
λ,2n,

n−1∑

r=0
ig2n−2r,λ}

//

{ig2n,λ+2,s
+
λ,2n−2ℓ,s

−
λ,2ℓ,ig2n−2r,λ}

//
(2n + 1)

•2n

−
n−1∑
r=0

n−r∑
ℓ=1

(2r + 1)
•2r

•2n−2r−2ℓ+∗
•2ℓ+∗

where the last ig 3-cell in the bottom branch is only applied to terms without a counter-clockwise
bubble of positive degree. Note that there is a similar branching between ig2n and r−2n,λ given by

changing the upward strand to the right of the bubble in the source of the last branching to a
downward strand. This would be proved confluent in a similar manner.
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