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```
Input : u,v\in和
Reduce u in û;
Reduce v in \hat{v};
if \hat{u}=\hat{v}\mathrm{ then}
    | True
else
    | False
end
```
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- Termination: lexicographic order on $s>t$.
- One non-confluent critical branching.



## Knuth-Bendix completion

```
Input : \((X, R)\) terminating + termination order \(>\)
    \(\mathcal{K} \mathcal{B}(R):=R\);
\(\mathcal{C}_{b}:=\{\) critical branchings \(\} ;\)
while \(\mathcal{C}_{b} \neq \emptyset\) do
    Pick \((f: u \rightarrow v, g: u \rightarrow w)\) in \(\mathcal{C}_{b}\);
    \(\mathcal{C}_{b}:=\mathcal{C}_{b} \backslash\{(f, g)\} ;\)
    Reduce \(v\) in \(\hat{v}\) wrt \(R\);
    Reduce \(w\) in \(\hat{w}\) wrt \(R\);
    if \(\hat{v} \neq \hat{w}\) then
        if \(\hat{v}>\hat{w}\) then
        \(\mathcal{K} \mathcal{B}(R):=\mathcal{K} \mathcal{B}(R) \cup\{\alpha: \hat{v} \rightarrow \hat{w}\}\)
        else
            \(\mid \mathcal{K B}(R):=\mathcal{K} \mathcal{B}(R) \cup\{\alpha: \hat{w} \rightarrow \hat{v}\}\)
        end
        else
        end
        \(\mathcal{C}_{b}:=\mathcal{C}_{b} \cup\{\) critical branchings generated by \(\alpha\}\)
end
```
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- Kapur \& Narendran, '85: The monoid $B_{3}^{+}$does not admit a finite convergent presentation with 2 generators.
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- We realize these algebras as endomorphism spaces of a linear 2-category.
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- $\star_{0}$ and $\star_{1}$-composition of 1 -cells are $\mathbb{K}$-bilinear.
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$$
\begin{gathered}
\text { objects of } \mathcal{A} \leftrightarrow 1 \text {-cells of } \mathcal{C} \\
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- These compositions satisfy the exchange law:
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P_{2}^{\ell}(x, y)=\mathbb{K}\left[P_{2}^{*}(x, y)\right]
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- This choice of cellular extension defines a linear (3,2)-polygraph presenting a linear 2-category encoding the nil Hecke algebras.

$$
\operatorname{End}_{C}(n) \simeq \mathcal{N} \mathcal{H}_{n}
$$

- It is left-monomial, that is each source of a 3-cell is a monomial.
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- Restriction of the set of rewritings due to the linear context: if $u \rightarrow v$, then $-u \Rightarrow-v$, and so $v=(u+v)-u \neq u+v-v=u$.
- A rewriting step of a linear (3,2)-polygraph is a 3-cell of the form

where $\alpha \in P_{3}$, and the monomial $m_{1} \star_{1}\left(m_{2} \star_{0} s_{2}(\alpha) \star_{0} m_{3}\right) \star_{1} m_{4}$ does not appear in the monomial decomposition of $u$.
- Newman lemma: A terminating linear (3,2)-polygraph is confluent if and only if it is locally confluent.
- Critical pair lemma: A terminating linear (3,2)-polygraph is locally confluent if and only if its critical branchings are confluent.
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## Critical branchings of linear (3, 2)-polygraphs

- A critical branching is a branching on a minimal string diagram.
- There are 3 different forms of critical branchings:
- Regular critical branchings:

- Inclusion critical branchings:

- Right-indexed (also left-indexed, multi-indexed) critical branchings:
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- $P$ a convergent left-monomial linear (3, 2)-polygraph.
- $\mathcal{C}$ the linear 2-category it presents.
- Theorem (Alleaume): For any parallel 1-cells $p$ and $q$ of $\mathcal{C}$, the set of monomials in normal form for $P$ with 1-source $p$ and 1-target $q$ is a linear basis of $\mathcal{C}_{2}(p, q)$.
- Termination: the monomials in normal form span $\mathcal{C}_{2}(p, q)$.
- Confluence: if a 2-cell reduces into two different linear combinations of monomials in normal form, they are equal by confluence and since $P$ is left-monomial.
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- These algebras have been defined in the process of categorifying a quantum group $\mathbf{U}_{q}(\mathfrak{g})$ associated with a symmetrizable Kac-Moody algebra $\mathfrak{g}$.
- Let $\Gamma$ be the Dynkin graph of $\mathfrak{g}$, and $/$ its set of vertices. Fix:
- an element $\mathcal{V}=\sum_{i \in 1} \nu_{i} . i \in \mathbb{N}[/]$,
$\rightsquigarrow$ algebra $R(\mathcal{V})$
- a bilinear form - on $\mathbb{Z}[/]$ with values in $\{0,1\}$,
- the set $\operatorname{Seq}(\mathcal{V})$ of sequences of length $m$ of elements of $\Gamma$, where $i$ appears $\mathcal{V}_{i}$ times.
- Example: $\operatorname{Seq}(2 i+j)=\{i i j, i j i, j i i\}$
- Theorem [Khovanov-Lauda '08]: If $R=\underset{\mathcal{V} \in \mathbb{N}[/]}{\bigoplus} R(\mathcal{V})$,

$$
K_{0}(R-\operatorname{pmod}) \simeq \mathbf{U}_{q}^{-}(\mathfrak{g})
$$

## Presentation of the KLR algebras
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- Relations:
i) For $i \in I$,

$$
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- Corollary: Diagrams corresponding to minimal permutations in the Coxeter presentation of the symmetric groups and dots placed at the bottom of each strand give bases of these algebras.


# IV. Extension to rewriting modulo 

## Rewriting modulo

- Some structural relations may make the analysis of confluence difficult.
- Example: Adjunction relations in pivotal linear 2-categories. If $p$ is a 1-cell, a left-adjoint of $p$ is a 1 -cell $\hat{p}$ such that there are 2 -cells

$$
\eta_{p}: 1 \Rightarrow p \star_{0} \hat{p}, \quad \varepsilon_{p}: \hat{p} \star_{0} p \Rightarrow 1, \quad \bigcup^{p}, \quad \bigcap_{\hat{p}}^{\hat{p}} \text { satisfying } \bigcap_{p}=\prod_{p}=\bigcap_{p}
$$
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- Example: Adjunction relations in pivotal linear 2-categories. If $p$ is a 1-cell, a left-adjoint of $p$ is a 1 -cell $\hat{p}$ such that there are 2 -cells
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- We rewrite modulo these rules, with a set $R$ of oriented relations and a set $E$ of non-oriented axioms.
- Three paradigms of rewriting modulo:
- Rewriting with rules in $R$, but confluence modulo $E$, Huet ' 80

- Rewriting with $R$ on $E$-equivalence classes:

$\checkmark$ Rewriting system modulo: $(R, E, S)$ such that $R \subseteq S \subseteq E R_{E}$, Jouannaud-Kirchner '84.
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## Results

- Confluence modulo:

- Theorem [D. - Malbos '18], Critical pair lemma modulo: For $(R, E, S)$ such that ${ }_{E} R_{E}$ is terminating, $S$ is confluent modulo $E$ if and only if its critical branchings modulo $E$ of the form

are confluent modulo $E$.
- Theorem [D. '19] Let $(R, E, S)$ be a linear (3,2)-polygraph modulo and $\mathcal{C}$ the category presented by $R \amalg E$, such that $S$ is terminating and confluent modulo $E$.

Then, for all parallel 1-cells $p$ and $q$, the set of monomials in the $E$-normal forms of monomials in normal form for $S$ gives a basis of $\mathcal{C}_{2}(p, q)$.
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- subject to the following relations:
- KLR algebras relations for both orientations.
- Bubble relations:

$$
\begin{aligned}
& { }^{n} \oint \lambda \Rightarrow\left\{\begin{array}{ll}
1_{\mathbf{1}_{\lambda}} & \text { if } n=h-1 \\
0 & \text { if } n<h-1
\end{array} \quad ; \quad \lambda \quad n \Rightarrow \begin{cases}1_{\mathbf{1}_{\lambda}} & \text { if } n=-h-1 \\
0 & \text { if } n<-h-1\end{cases} \right. \\
& { }^{n-1+\alpha} \oint \Rightarrow-\sum_{l=1}^{\alpha}{ }^{n-\mathbf{1}+\alpha-1} \bigcup^{-h-\mathbf{1}+1} \text { for all } \lambda \in X \text { and } \alpha>0
\end{aligned}
$$
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Example: The 2-category $\mathcal{K} \mathcal{L} \mathcal{R}\left(\mathfrak{s l}_{2}\right)$

- Isotopy relations: $\left.\bigcap_{ \pm} \Rightarrow\right|_{ \pm} \Leftarrow \bigcap_{ \pm}$

$$
\bigcap_{ \pm} \oint \Rightarrow \oint_{ \pm} \Leftarrow \oint_{ \pm}
$$

- Quantum relations:


$$
\overbrace{}^{\lambda} \Rightarrow \sum_{n=0}^{h} \bigodot_{n}^{-n-1} ;
$$

- Bubble slide relations.

