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- Example: For $n \in \mathbb{N}$, the nil Hecke algebra $\mathcal{N} \mathcal{H}_{n}$ of degree $n$ is presented by
- generators $x_{i}$ for $1 \leq i \leq n$ and $\tau_{i}$ for $1 \leq i<n$;

$$
x_{i}=\left.\left.\right|_{1} \cdots \oint_{i} \cdots\right|_{n}, \quad \tau_{i}=|\underbrace{}_{1} \cdots \varliminf_{i+1} \cdots|_{n}
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- We study these algebras by realizing them as 2-Hom-spaces of linear 2-categories.
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- These compositions satisfy exchange relations:
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- This cellular extension defines a linear (3,2)-polygraph presenting a linear 2-category $\mathcal{C}$ such that

$$
\operatorname{End}_{\mathcal{C}}(n) \simeq \mathcal{N} \mathcal{H}_{n}
$$

- It is left monomial, that is each source of a 3-cell is a monomial.
- Assumption: All the linear (3,2)-polygraphs we consider are left-monomial.
- Given a linear (3, 2)-polygraph $P$, rewriting paths w.r.t $P$ are interpreted as 3-cells in the free linear (3,2)-category $P_{3}^{\ell}$ generated by $P$.
- A rewriting step of a linear (3,2)-polygraph is 3-cell of the form

where $\alpha \in P_{3}$, and such that $m_{1} \star_{1}\left(m_{2} \star_{0} s_{2}(\alpha) \star_{0} m_{3}\right) \star_{1} m_{4}$ does not appear in the monomial decomposition of $u$.


## Bases of linear 2-categories from confluence

- Newman lemma: If $P$ is terminating, then $P$ is confluent if and only if it is locally confluent.


## Bases of linear 2-categories from confluence

- Newman lemma: If $P$ is terminating, then $P$ is confluent if and only if it is locally confluent.
- Critical branchings of linear $(3,2)$-polygraphs: local branchings on minimal string diagrams.


## Bases of linear 2-categories from confluence

- Newman lemma: If $P$ is terminating, then $P$ is confluent if and only if it is locally confluent.
- Critical branchings of linear (3,2)-polygraphs: local branchings on minimal string diagrams.
- Regular:



## Bases of linear 2-categories from confluence

- Newman lemma: If $P$ is terminating, then $P$ is confluent if and only if it is locally confluent.
- Critical branchings of linear (3,2)-polygraphs: local branchings on minimal string diagrams.
- Regular:



## Bases of linear 2-categories from confluence

- Newman lemma: If $P$ is terminating, then $P$ is confluent if and only if it is locally confluent.
- Critical branchings of linear (3,2)-polygraphs: local branchings on minimal string diagrams.
- Regular:
- Inclusion:



## Bases of linear 2-categories from confluence

- Newman lemma: If $P$ is terminating, then $P$ is confluent if and only if it is locally confluent.
- Critical branchings of linear (3,2)-polygraphs: local branchings on minimal string diagrams.
- Regular:

- Inclusion:

- Right-indexed (also left-indexed, multi-indexed):



## Bases of linear 2-categories from confluence

- Newman lemma: If $P$ is terminating, then $P$ is confluent if and only if it is locally confluent.
- Critical branchings of linear (3,2)-polygraphs: local branchings on minimal string diagrams.
- Regular:

- Inclusion:

- Right-indexed (also left-indexed, multi-indexed):



## Bases of linear 2-categories from confluence

- Newman lemma: If $P$ is terminating, then $P$ is confluent if and only if it is locally confluent.
- Critical branchings of linear (3,2)-polygraphs: local branchings on minimal string diagrams.
- Regular:

- Inclusion:

- Right-indexed (also left-indexed, multi-indexed):

- Critical branching lemma: A terminating linear (3,2)-polygraph is locally confluent if and only if all its critical branchings are confluent.


## Bases of linear 2-categories from confluence

- Newman lemma: If $P$ is terminating, then $P$ is confluent if and only if it is locally confluent.
- Critical branchings of linear (3,2)-polygraphs: local branchings on minimal string diagrams.
- Regular:


- Inclusion:

- Right-indexed (also left-indexed, multi-indexed):

- Critical branching lemma: A terminating linear (3,2)-polygraph is locally confluent if and only if all its critical branchings are confluent.
- Le $P$ be a left-monomial and convergent linear (3,2)-polygraph. Let $\mathcal{C}$ be the linear 2-category presented by $P$.


## Bases of linear 2-categories from confluence

- Newman lemma: If $P$ is terminating, then $P$ is confluent if and only if it is locally confluent.
- Critical branchings of linear (3,2)-polygraphs: local branchings on minimal string diagrams.
- Regular:
- Inclusion:



- Right-indexed (also left-indexed, multi-indexed):

- Critical branching lemma: A terminating linear (3,2)-polygraph is locally confluent if and only if all its critical branchings are confluent.
- Le $P$ be a left-monomial and convergent linear (3,2)-polygraph. Let $\mathcal{C}$ be the linear 2-category presented by $P$.
- Theorem [Alleaume '16]: For any parallel 1-cells $p, q$ of $\mathcal{C}$, the set of monomials in normal form w.r.t $P$ with 1-source $p$ and 1-target $q$ is a linear basis of $\mathcal{C}_{2}(p, q)$.
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subject to the following relations:
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\begin{aligned}
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- Bubble slide relations of the form

$$
\lambda+1+\alpha \oint \lambda \Rightarrow \sum_{f=0}^{\alpha}(\alpha+1-f) \oint_{\alpha-f} \lambda-1+f
$$

for any orientations of the bubbles and of the strand.
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\end{aligned}
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- Split this linear (3, 2)-polygraph into $E$ made of isotopy 3-cells and $R$ containing the remaining relations.
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- This holds for any simply-laced Kac-Moody algebra $\mathfrak{g}$.
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\hline \ldots & \ldots \\
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\hline \phi & \ldots \\
\hline \ldots & \ldots \\
\hline
\end{array}
$$
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