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Abstract

We study the solutions of the nonstationary incompressible Navier–Stokes

equations in R
d , d � 2, of self-similar form u(x, t) = 1√

t
U

(
x√
t

)
, obtained from

small and homogeneous initial data a(x). We construct an explicit asymptotic for-
mula relating the self-similar profile U (x) of the velocity field to its corresponding
initial datum a(x).

1. Introduction

In this paper we are concerned with the study of solutions of the elliptic problem
⎧⎨
⎩

− 1
2U − 1

2 (x · ∇)U − ∆U + (U · ∇U ) + ∇ P = 0

∇ · U = 0,
x ∈ R

d , (1)

where U = (U1, . . . , Ud) is a vector field in R
d , d � 2, ∇ = (∂1, . . . , ∂d), and P is

a scalar function defined on R
d . Such a system arises from the nonstationary Navier–

Stokes equations (NS), for an incompressible viscous fluid filling the whole R
d ,

when looking for a velocity field u(x, t) and pressure p(x, t) of forward self-similar
form: u(x, t) = 1√

t
U (x/

√
t) and p(x, t) = 1

t P(x/
√

t). An important motivation
for studying the system (1) is that the corresponding self-similar velocity fields
u(x, t) describe the asymptotic behavior at large scales for a wide class of Navier–
Stokes flows. Moreover, simple necessary and sufficient conditions for a solution
of the Navier–Stokes equations to have an asymptotically self-similar profile for
large t are available, see [16]. We refer to [4] and [13], for more explanations and
further motivations.

The problem that we address in the present paper is the study of the asymptotic
behavior for |x | → ∞ for a large class of solutions to the system (1).
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The existence of nontrivial solutions of (1) has been known for more than 60
years. For example, in the three-dimensional case Landau observed that, putting
an additional axisymmetry condition one can construct, via ordinary differential
equations methods, a one-parameter family (U, P), smooth outside the origin, and
satisfying (1) in the pointwise sense for x �= 0 (see, for example, [1, p. 207]).

Landau’s solutions have the additional property that U is a homogeneous vector
field of degree −1 and P is homogeneous of degree −2, in a such way that the
corresponding solution (u, p) of (NS) turns out to be stationary. A uniqueness
result by Šverák [18] implies, on the other hand, that no other solution with these
properties does exist in R

3, other than Landau axisymmetric ones. See also [12]
for a detailed study of the asymptotic properties of these flows.

The class of solutions to the system (1) is, however, much larger. Indeed, Giga
and Miyakawa [10] proposed a general method, based on the analysis of the vorticity
equation in Morrey spaces, for constructing nonstationary self-similar solutions
of (NS). A more direct construction was later proposed by Cannone et al. [5,6], see
also [13, Chapter 23]. Now we know that to obtain new solutions U of (1) we only
have to choose vector fields a(x) in R

d , homogeneous of degree −1, and satisfying
some mild smallness and regularity assumption on the sphere S

d−1: the simplest
example in R

3 is obtained taking a small ε > 0 and letting

a(x) =
(

−ε x2

|x |2 ,
ε x1

|x |2 , 0

)
, (2)

but a condition like a|Sd−1 ∈ L∞(Sd−1) with small norm (or similar weaker con-
ditions involving the Ld -norm or other Besov-type norms on the sphere) would
be enough. The basic idea is that the Cauchy problem for Navier–Stokes can be
solved, through the application of the contraction mapping theorem, in Banach
spaces made of functions invariant under the natural scaling. The profile U of the
self-similar solution u obtained in this way (that is U = u(x, 1)) then solves the
elliptic system (1).

Regularity properties and unicity classes of those (small) self-similar solutions
have been studied in different functional settings (see, for example, [9,14]) and are
now quite well understood.

On the other hand, probably because of the lack of known relations between
the self-similar profile U and the datum a, even in the case of self-similar flows
emanating from the simplest data, such as in (2), the problem of the asymptotic
behavior of the solutions U obtained in this way has not been addressed, before, in
the literature.

The main purpose of this paper is to construct an explicit formula relating U (x)

to a(x), and valid asymptotically for |x | → ∞.
We will also consider the more general problem of constructing asymptotic

profiles as |x | → ∞ for (not necessarily self-similar) solutions u(x, t) of the
Navier–Stokes equations with slow decay at infinity (tipically, |u(x, t)| � C |x |−1).
Our motivation for such generalization is that solutions with such type of decay
have, in general, a non-self-similar asymptotic for large time. In fact, Cazenave,
Dickstein and Weissler showed that their large time behavior can be much more
chaotic than for the solutions described by Planchon [16]. As shown in [7], however,
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one can obtain some understanding on the large time behavior of these solutions
from the analysis of their spatial behavior at infinity.

2. Main results and methods

2.1. Notations and functional spaces

If Q = (Q j;h,k) and B = (Bh,k) are, respectively, a three-order and a two-
order tensor in the Euclidean space R

d , we denote by Q : B the vector field with
components

(Q : B) j =
d∑

h,k=1

Q j;h,k Bh,k, j = 1, . . . , d.

Sometimes, in the proofs of our decay estimates, we will simply write QB instead of
Q : B when all components of such vectors can be bounded by the same quantities.

We denote the Gaussian function by

gt (x) = (4π t)−d/2e−|x |2/(4t), x ∈ R
d , t > 0.

As usual, we adopt the semi-group notation et∆a = gt ∗a for the solution of the heat
system ∂t u = ∆u, with u|t=0 = a for an initial datum a defined on the whole R

d .
All the functions we deal with are supposed to be measurable. By definition,

for any ϑ � 0 and m ∈ N,

f ∈ Ėm
ϑ ⇐⇒ f ∈ Cm(R\{0}), and

|x |ϑ+|α| ∂α f ∈ L∞(Rd) ∀α ∈ N
d , |α| � m.

(3)

We are especially interested in the case ϑ = 1. Indeed, the spaces Ėm
1 contain

homogeneous functions of degree −1 (and, in particular, the initial datum a(x)

given by (2)).
The non-homogeneous counterpart of Ėm

ϑ is the smaller space Em
ϑ , which is

defined by the additional requirement that ∂α f ∈ L∞(Rd) for all |α| � m. These
spaces are equipped with their natural norm:

‖ f ‖Ėm
ϑ

= max
|α|�m

sup
x∈Rd\{0}

|x |ϑ+|α||∂α f (x)|,

‖ f ‖Em
ϑ

= max
|α|�m

sup
x∈Rd

(1 + |x |)ϑ+|α||∂α f (x)|.

Our starting point is a classical result by Cannone, Meyer and Planchon about
the construction of self-similar solutions of the Navier–Stokes equations

⎧
⎪⎨
⎪⎩

∂t u + ∇ · (u ⊗ u) = ∆u − ∇ p

div u = 0

u|t=0 = a,

x ∈ R
d , t > 0.

Even though their construction goes through under very general assumptions on the
regularity of the initial data, here we are mainly interested in the following simple
result:
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Theorem 1. (see [5,6]) For all m ∈ N there exist ε, β > 0 such that for all initial
datum a ∈ Ėm

1 homogeneous of degree −1, divergence-free and satisfying

‖a‖Ėm
1

< ε, (4)

there exists a unique self-similar solution u(x, t) = 1√
t
U

(
x√
t

)
of the Navier–

Stokes system (written in the usual integral form, see (NS) below) starting from a,
and such that ‖U‖Em

1
< β. Moreover,

U (x) = e∆a + O(|x |−2), as |x | → ∞. (5)

More precisely, Cannone, Meyer and Planchon prove that

U (x) = e∆a(x) + R(x),

where the remainder term satisfies R ∈ Em
2 . Their result was stated in dimension

three, but their proof easily adapts for all d � 2.

2.2. Main results

Our main result shows that one can give a much more precise asymptotic formula
between the asymptotic profile U (x) and the datum a(x). It turns out that such
asymptotic profile has a different structure in different space dimensions.

Theorem 2. Let a(x) be a homogeneous datum of degree −1, such that a is smooth
on the unit sphere S

d−1 and satisfying the smallness condition (4) for some m � 3.

Let u(x, t) = 1√
t
U

(
x√
t

)
the self-similar solution constructed in Theorem 1. Then

the following profiles hold:

– If d = 2, we have as |x | → ∞,

U (x) = a(x) − log(|x |)Q(x) : A

|x |6 + O(|x |−3), (6a)

Here A = (Ah,k) is the 2 × 2 matrix given by Ah,k = ∫
S1(ahak) and Q(x) =(Q j;h,k(x)

)
, where the Q j;h,k are homogeneous polynomials of degree three

(given by the explicit formula (12) below)

– For d = 3, we have as |x | → ∞,

U (x) = a(x) + ∆a(x) − P∇ · (a ⊗ a) − Q(x) : B

|x |7 + O
(
|x |−5 log |x |

)
, (6b)

for a d × d constant real matrix B = (Bh,k) depending on a. Here P = I d −
∇(∆)−1div is the Leray–Hopf projector onto the divergence-free vector fields.

– For d � 4, the far-field asymptotics reads, as |x | → ∞,

U (x) = a(x) + ∆a(x) − P∇ · (a ⊗ a) + O
(
|x |−5 log |x |

)
. (6c)
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In Section 8 we will restate and prove this theorem in a more general form,
removing the assumption that a is homogeneous. Such more general theorem will
apply also for solutions u(x, t) of Navier–Stokes of non-self-similar form. On the
other hand, we will not seek for the greatest generality about the regularity of
the datum: even though there is a considerable interest in studying self-similar
solutions emanating from rough data (see [11,13]), in most of our statements we
will assume that a ∈ C3(Sd−1), which is of course non-optimal, but permits us to
greatly simplify the presentation of our results and to better emphasize the main
ideas.

The method that we present in this paper would allow us to compute, in principle,
the asymptotics of U up to any order, when a is smooth on S

d−1. However, the
higher-order terms have quite complicated expressions.

The functions ∆a and P∇ · (a ⊗a) appearing in our expansions are both homo-
geneous of degree −3 and smooth outside the origin. Therefore, our asymptotic
profiles imply that conclusion (5) of Theorem 1 can be improved into

U (x) = a(x) + O
(
|x |−3 log |x |

)
, as |x | → ∞, if d = 2,

and

U (x) = a(x) + O
(
|x |−3

)
, as |x | → ∞, if d � 3.

The datum a can be replaced here by its filtered version e∆a.
It turns out that such improved estimates are optimal for generic self-similar

solutions. For example, in the two-dimensional case, the logarithmic factor cannot
be removed, since the improved bound U (x) = a(x) + O (|x |−3

)
would require

Q : A ≡ 0. Such stringent condition can be proved to be equivalent to the orthogo-
nality relations

∫
S1 a2

1 = ∫
S1 a2

2 and
∫
S1 a1a2 = 0.

2.3. Main methods

We will use the semigroup method and the theory of mild solutions of the
Navier–Stokes equations as explained in detail in the books [4] and [13]. The main
novelty of our approach relies on the use of the following ingredients:

1. The first one is the use of remarkable, but little known, cancellation properties
hidden inside the kernel K(x, t) of the Oseen operator et∆

P, and inside other
related operators appearing in the integral formulation of Navier–Stokes.
To be more precise, we can write K(x, t) = K(x) + t−d/2

K2(x/
√

t), where
K(x) is a tensor whose components are homogeneous functions of degree −d
(namely, second-order derivatives of the fundamental solution of the Laplacian
in R

d ), and K2 is exponentially decaying as |x | → ∞. Such decomposition
already played an important role in our previous work [3], where we showed
that solutions u(x, t) arising from well-localized data behave like

u(x, t) ∼ ∇xK(x) : E(t), as |x | → ∞,
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where E(t) is the energy matrix of the flow:

E(t) =
(∫ t

0

∫
uhuk(y, s) dy ds

)
.

A crucial fact in the proof of the results of the present paper will be the use of
the identities, for j = 1, . . . , d,

∫

Sd−1
K(ω) dω = 0,

∫

Sd−1
ω j∇K(ω) dω = 0.

Such cancellations are somehow hidden in K, since the non-homogeneous part
K2 (and, a fortiori, the kernel K) does not have a vanishing integral on the
sphere.

2. Our second ingredient are asymptotic formulae for convolution integrals:
roughly speaking, these formulae consist in deducing the exact profile as
|x | → ∞ of a convolution product f ∗g(x), from information on the regularity,
the cancellations, and the behavior at infinity of the two factors f and g. In
their simplest form, and for f and g “well behaved” at infinity, those formulae
read

f ∗ g(x) ∼
(∫

f

)
g(x) +

(∫
g

)
f (x), as |x | → ∞. (7)

We will apply several generalizations and variants of (7) in different situations
(including the case of non-integrable functions) the factors f and g being either
the Oseen kernel, the heat kernel, or a function related to the non-linearity.
The assumptions for the validity of (7) are quite stringent (notice that (7)
is obviously wrong if, for example, f and g are both a Gaussian function).
Nevertheless, the method that we use here has a wide applicability and can be
used for constructing the far-field asymptotics for solutions of other equations.
See, for example, [2] for an application to a class of convection equations with
anomalous diffusion.

We will also make use of the so called bi-integral formula. Such a formula is
obtained by simply iterating the usual integral formulation of the Navier–Stokes
equations, which we now recall:

⎧
⎨
⎩

u(t) = et∆a −
∫ t

0
e(t−s)∆

P∇ · (u ⊗ u)(s) ds

div(a) = 0.

(NS)

Using the Oseen kernel K(x, t), we can define the Navier–Stokes bilinear
operator as

B(u, v)(t) =
∫ t

0
K(t − s) ∗ ∇ · (u ⊗ v)(s) ds.

Then (NS) can be written simply as u = et∆a − B(u, u). The bi-integral formula
is obtained by a straightforward iteration:

u(t) = et∆a − B(et∆a, et∆a) + 2B(et∆a, B(u, u)) − B(B(u, u), B(u, u)). (8)
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Roughly speaking, combining Eq. (8) with some nice properties of the heat
kernel and fine decay estimates of the bilinear operator, we can prove (for example
when d = 3) that

et∆a(x) ∼ a(x) + t∆a(x)

and

B(et∆a, et∆a)(x) ∼ t P∇ · (a ⊗ a)(x)

as |x | → ∞. After obtaining an explicit far-field asymptotics for u(x, t), it is easy
to deduce, in the self-similar case, the behavior at infinity of the profile U (x), by
passing to self-similar variables and eliminating t . The two last terms in the above
bi-integral formula will contribute to the remaining terms in the right-hand side of
expansion (6b).

Notice that, in the two-dimensional case, the term P∇ · (a ⊗ a) is not well-
defined when a is homogeneous of degree −1. This explains the different structure
of our asymptotic expansions in this case. The special structure of the asymptotic
profiles in the two-dimensional case can be observed also if, instead of considering
the behavior for |x | → ∞ as we do in this paper, one focuses on the the behavior
of solutions for large time. (See, for example, [8]).

For sake of simplicity, in this paper we consider only data such that a(x) ∼ |x |−1

as |x | → ∞, which is the natural assumption for the study of global strong solutions
and related self-similarity phenomena.

However, the study of the asymptotic behavior for large |x | of solutions u
(possibly defined only locally in time) is also of interest in more general situations,
such as a(x) ∼ |x |−ϑ . The far-field behavior of the solution u(x, t) of (NS), then
mainly depends on the competition between three factors. The first one is the spatial
localization of the datum (say, the value of the exponent ϑ) and the consequent
space-time decay of the linear evolution et∆a. The other two factors are the action
of the quadratic non-linearity u ⊗ u and of the non-local operator Pdiv(·).

When ϑ > d + 1, the action of this nonlocal operator (whose kernel behaves at
infinity like |x |−d−1) is predominant, and is responsible of spatial spreading effects.
When (d + 1)/2 < ϑ < d + 1 (the limit case ϑ = (d + 1)/2 corresponding to
the situations in which u ⊗ u decays like the kernel), the linear evolution becomes
predominant and the spatial spreading phenomenon is not directly observed on the
solution, but rather on its fluctuation u − et∆a. We refer to our previous paper [3]
for a sharp description of these issues.

The asymptotic profiles of u as |x | → ∞ in the cases 0 < ϑ < 1 and 1 < ϑ <

(d + 1)/2 should have a slightly different structure, but they are not known with
precision yet. The method that we use in this paper for ϑ = 1, and in particular
the idea of iterating the Duhamel formula making use of the cancellations of the
kernels, might be used to compute them. More and more iterations would be needed
to deal with data decaying slower than |x |−1, or to determine the asymptotics to a
higher order. On the other hand, no iteration or cancellation property was needed
for the faster decaying data studied in [3].

The plan of the paper is the following: we begin with the study of the Oseen
kernel. In Section 4, after some generalities about the asymptotic of convolutions,
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we describe the behavior at large distances of solutions to the heat equation. Sec-
tion 5 is devoted to the (more or less standard) construction of solutions with a
prescribed space-time decay. In Section 6 we show how to use the cancellations of
the Oseen kernel to get some new fine estimates. In the remaining part of the paper
we will state and prove a more general form of Theorem 2.

3. Asymptotics and cancellations of the Oseen kernel K and of the kernel F

Let K(x, t) be the kernel of et∆
P, let F(x, t) be the kernel of et∆

Pdiv(·). Both
K(·, t) and F(·, t) belong to C∞(Rd) and they satisfy the scaling properties

K(x, t) = t−d/2
K(x/

√
t, 1)

and

F(x, t) = t−(d+1)/2 F(x/
√

t, 1).

Denote by Γ the Euler Gamma function and by δ j,k the Kronecker symbol. The
following Proposition extends and completes a Lemma contained in [3].

Proposition 1. Let K = (K j,k), where K j,k(x) is the homogeneous function of
degree −d

K j,k(x) = Γ (d/2)

2πd/2 ·
(−δ j,k |x |2 + dx j xk

)

|x |d+2 , (9a)

and F = (F j;h,k), where F j;h,k = ∂hK j,k , which we can write also as

F j;h,k(x) = Γ
( d+2

2

)

πd/2 · σ j,h,k(x)|x |2 − (d + 2)x j xh xk

|x |d+4 , (9b)

whereσ j,h,k(x)= δ j,h xk+δh,k x j +δk, j xh, for j, h, k = 1, . . . , d. Then the following
decompositions hold:

K(x, t) = K(x) + |x |−dΨ
(

x/
√

t
)
, (10a)

and

F(x, t) = F(x) + |x |−d−1Ψ̃
(

x/
√

t
)
, (10b)

where Ψ and Ψ̃ are smooth outside the origin and such that, for all α ∈ N
d , and

x �= 0,

|∂αΨ (x)| + |∂αΨ̃ (x)| � Ce−c|x |2 .

Here C and c are positive constants, depending on |α| but not on x.
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Moreover, the following cancellations hold:
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

∫

Sd−1
K(ω) dσ(ω) =

∫

Sd−1
ω
K(ω) dσ(ω) = 0

∫

Sd−1
F(ω) dσ(ω) =

∫

Sd−1
ω
F(ω) dσ(ω) = 0

∫

Sd−1
ω
ωmF(ω)dσ(ω) = 0, 
, m = 1, . . . , d.

(11)

Remark 1. The homogeneous polynomials Q(x) = (Q j;h,k(x)
)

appearing in the
statement of Theorem 2 is defined by the relation

F(x) = |x |−d−4Q(x),

that is, with γd = Γ ( d+2
2 )/πd/2,

Q j;h,k(x) = γd

(
(δ j,h xk + δh,k x j + δk, j xh)|x |2 − (d + 2)x j xh xk

)
. (12)

Proof. The symbol of K is

K̂ j,k(ξ, t) = e−t |ξ |2
(

δ j,k − ξ jξk

|ξ |2
)

= e−t |ξ |2δ j,k −
∫ ∞

t
ξ jξke−s|ξ |2 ds

Taking the inverse Fourier transform, we get

K j,k(x, t) = δ j,k gt (x) +
∫ ∞

t
∂ j∂k gs(x) ds ≡ K

(1)
j,k(x, t) + K

(2)
j,k(x, t)

Computing the derivatives ∂ j∂k gs(x) and changing the variable λ = |x |√
4s

in the
integral, we obtain

K
(2)
j,k = π−d/2|x |−d

∫ |x |/√4t

0

(
−δ j,k λd−1 + 2λd+1 x j xk

|x |2
)

e−λ2
dλ.

But, for all r > 0 and α > −1,
∫ r

0
λαe−λ2

dλ = 1

2
Γ

(
α + 1

2

)
−

∫ ∞

r
λαe−λ2

dλ.

Choosing first α = d −1, then α = d +1 and using Γ ((d +2)/2) = (d/2)Γ (d/2),
we get

K
(2)
j,k(x, t) = |x |−d

2πd/2 Γ

(
d

2

) [
−δ j,k + d

x j xk

|x |2
]

+ |x |−dΨ j,k(x/
√

4t).

Here, Ψ = (Ψ j,k) is a family of functions such that,

∀α ∈ N
d , |∂αΨ (y)| � Cαe−c|y|2 , y ∈ R

3. (13)

Observing that K
(1)
j,k can be bounded by the second term on the right-hand side and

modifying, if necessary, the functions Ψ j,k (which can be done without affecting
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estimate (13)), we see that decomposition (10a) holds. The decomposition (10b) is
now an immediate consequence of the definition of F(x).

Observe that K j,k = ∂ j∂kEd , where Ed is the fundamental solution of −∆

in R
d . From the radial symmetry of Ed , we immediately get

∫

Sd−1
K j,k(ω) dσ(ω) =

∫

Sd−1
ω jK(ω) dσ(ω) = 0, j �= k

and

∫

Sd−1
F(ω) dσ(ω) =

∫

Sd−1
ω
ωmF(ω) dσ(ω) = 0, 
, m = 1, . . . , d.

Using again the radiality of Ed and ∆Ed = 0 on S
d−1, yields

∫

Sd−1
K j, j (ω) dσ(ω) = 0.

This argument also shows that the identities

∫

Sd−1
ω
 F j;h,k(ω) dσ(ω) = 0, j, h, k, 
 = 1, . . . , d

can be reduced to the proof of the equality

∫

Sd−1
ω
 ∂
∂

2
j Ed(ω) dσ(ω) =

∫

Sd−1
ω
 ∂3


 Ed(ω) dσ(ω), j �= 
. (14)

The fact that both terms in (14) are zero follows from ∂ j∂h∂kEd(ω) = Q j,h,k(ω),
for ω ∈ S

d−1 and formula (12). In the computation, one needs to use the moment
relation

∫

Sd−1
ω2

j dσ(ω) = 1

d

∫

Sd−1
dσ(ω)

and the well known identities (easily obtained via the Stokes formula)

⎧⎪⎪⎨
⎪⎪⎩

∫

Sd−1
ω4

j dσ(ω) = 3

d(d + 2)

∫

Sd−1
dσ(ω)

∫

Sd−1
ω2

jω
2
k dσ(ω) = 1

d(d + 2)

∫

Sd−1
dσ(ω), j �= k.

��
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4. Far-field asymptotics of convolutions and application to the heat equation

The purpose of our next result is to describe the exact behavior as |x | → ∞ of
the convolution product of two functions f and g from the asymptotic properties of
each factor. We will consider only a simple particular situation that will be sufficient
for our purposes.

Proposition 2. Let d � 1 and m � 1 two integers. Let f ∈ Ėm
ϑ for some 0 � ϑ < d

and g ∈ L1(Rd , (1+|x |)mdx)∩ Ė0
d+m. Then the convolution product f ∗g satisfies

f ∗ g(x) =
∑

γ∈Nd

0�|γ |�m−1

(−1)|γ |

γ !
(∫

yγ g(y) dy

)
∂γ f (x) + R(x), (15)

where R(x) is a remainder term satisfying, for some constant C > 0 independent
of f and g and all x �= 0:

|R(x)| � C |x |−m−ϑ‖ f ‖Ėm
ϑ

(
‖g‖Ė0

d+m
+ ‖g‖L1(Rd ,|x |m dx)

)
. (16)

Remark 2. The identity (15) is useful, for large |x |, when at least one derivative
|∂γ f | decays at infinity exactly as cγ |x |−ϑ−γ (at least in some directions). In this
case, R(x) is indeed a lower-order term as |x | → ∞.

Proof. We can assume, without restriction, that ‖ f ‖Ėm
ϑ

= ‖g‖Ė0
m+d

= 1. We have

to estimate the difference between
∫

f (x − y)g(y) dy and the first term on the
right-hand side of (15). Such differences can be written as the sum of four terms
D1 + · · · + D4, where

D1 ≡
∫

|y|�|x |/2

⎡
⎣ f (x − y) −

∑

|γ |�m−1

(−1)|γ |

γ ! ∂γ f (x)yγ

⎤
⎦ g(y) dy,

D2 ≡
∫

|y|�|x |/2
g(x − y) f (y) dy,

D3 ≡
∫

|y|�|x |/2, |x−y|�|x |/2
f (x − y)g(y) dy dy

and

D4 ≡ −
∑

|γ |�m−1

(−1)|γ |

γ ! ∂γ f (x)

∫

|y|�|x |/2
yγ g(y) dy.

Using the Taylor formula, we see that

|D1| � C |x |−ϑ−m
∫

|y|�|x |/2
|y|m |g(y)| dy,

which is bounded by the right-hand side of (16). Direct estimates show that |D2|,
|D3| and |D4| are bounded by C |x |−ϑ−m as well. ��
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Remark 3. We can give now a more precise statement about the asymptotics
claimed in (7). The simplest result reads as follow: if f, g ∈ E1

α+d (the non-
homogeneous space) for some α > 0, then

f ∗ g(x) =
(∫

f

)
g(x) +

(∫
g

)
f (x) + O

(
|x |−d−α∗)

,

as |x | → ∞, where α∗ = min{2α, α + 1}. When α = 1 the remainder must be
replaced by O (|x |−d−2 log(|x |)). The proof relies on the same argument as that
used in the proof of Proposition 2: the only difference is that the Taylor formula
is applied to both f and g, so that one has to introduce an additional term D5 in
the decomposition of f ∗ g. Of course, one could state many variants of this result:
here the most important condition was that the decay of the two factors f and g
(or at least the decay of the factor with the least spatial localization) must increase
after derivation; but one could put, instead, a more general condition in terms of
moduli of continuity.

Other useful functional spaces are, for m ∈ N, ϑ � 0,

Xm
ϑ =

{
u ∈ L1

loc((0,∞), Cm(Rd)) :

‖u‖Xm
ϑ

≡ max
|α|�m

ess sup
x,t

(
√

t + |x |)ϑ+|α||∂α
x u(x, t)| < ∞

}
.

The use of such spaces for the Navier–Stokes equations is more or less classical
(see, for example, [6,7]) but, unfortunately, there is no agreement on the notations.

The following lemma is elementary:

Lemma 1. Let m ∈ N, a ∈ Ėm
ϑ , with 0 � ϑ < d. Then there is a constant C > 0,

independent on a, such that

‖et∆a‖Xm
ϑ

� C‖a‖Ėm
ϑ
.

Proof. For α ∈ N
d , |α| � m, one writes

∂α
x et∆a(x) =

∫
∂α

x gt (x − y) a(y) dy

and splits the integral in R
d into the three new integrals, corresponding to the three

disjoint regions |y| � |x |/2, |x − y| < |x |/2 and the complementary region in R
d .

For the second integral one first applies |α|-times integration by parts. Then the
direct estimate |∂α

x gt (x)| � C |x |−d−|α| gives the spatial decay

|∂α
x et∆a(x)| � C |x |−ϑ−|α|.

On the other hand, a belongs to the Lorentz space Ld/ϑ,∞(Rd), and ∂α
x gt ∈

Ld/(d−ϑ),1(Rd). Then the time decay estimate

‖∂α
x et∆a‖∞ � Ct−(ϑ+|α|)/2

follows from the generalized Young inequality (see, for example [13]). ��



Fine properties of self-similar solutions of the Navier–Stokes equations 387

As an application, we get the exact asymptotic profile as |x | → ∞ for the solu-
tion of the Cauchy problem associated with the heat equation for slowly oscillating
data. We first recall two standard notations: if β ∈ N

d , we set:

(2β − 1)!! =
∏

j=1,...,d
β j �1

1 · 3 · · · · · (2β j − 1)

and

(2β)!! =
∏

j=1,...,d
β j �1

2 · 4 · · · · · 2β j .

Now we can state the following:

Lemma 2. (i) Let m � 1 be an integer, 0 � ϑ < d and a ∈ Ėm
ϑ . Then,

et∆a(x) =
∑

|2β|�m−1

(2t)β

(2β)!! ∂2βa(x) + O
(

tm/2|x |−ϑ−m
)
, as |x | → ∞,

uniformly for t > 0 (that is the remainder term is bounded by Ctm/2|x |−ϑ−m).
(ii) In particular, if m � 4 and a ∈ Ėm

1 :

et∆a(x) = a(x) + t∆a(x) + O
(

t2|x |−5
)
, as |x | → ∞,

uniformly for t > 0.

Proof. Indeed, writing et∆a(x) = gt ∗ a(x), we can apply Proposition 2 with
gt (x) = (4π t)−d/2e−|x |2/(4t) instead of g. Observing that, for all β ∈ N

d ,
∫

y2βgt (y) dy = 2β(2β − 1)!! tβ,

and that
∫

yγ gt (y) dy = 0 if γ ∈ N
d is not of the form γ = 2β, we obtain the

result. ��

5. Global existence of decaying solutions

We already recalled that F denotes the kernel of et∆
Pdiv(·) and, for t > 0,

F(x, t) = t−(d+1)/2 F(x/
√

t, 1). It is also well known that

|∂α
x F(x, 1)| � Cα(1 + |x |)−d−1−|α|

for all α ∈ N
d . A quick way to prove this decay at infinity is to observe that such esti-

mate is immediate for |x | � 1 for both terms in the right-hand side of equation (10b).
Moreover, it is clear from its definition that F(·, t) ∈ C∞(Rd) for t > 0.



388 Lorenzo Brandolese

Let us introduce the linear operator L, defined on d × d matrices w = (wh,k)

by the relation

L(w)(x, t) =
∫ t

0

∫
F(x − y, t − s)w(y, s) dy ds. (17)

More explicitly (and accordingly with the notation introduced in Section 2), the
j-component is given by

L(w) j (x, t) =
∫ t

0

∫ ∑
h.k

Fj;h,k(x − y, t − s)wh,k(y, s) dy ds.

The interest of considering such operator is that the Navier–Stokes bilinear operator
can be expressed as

B(u, v) = L(u ⊗ v).

We start with a simple lemma (already known in a slightly less general form,
see [7,15]).

Lemma 3. Let m ∈ N and w = (wh,k) ∈ Xm
2 . Then L(w) ∈ Xm

1 and, for some
constant C > 0 independent of w,

‖L(w)‖Xm
1

� C‖w‖Xm
2
. (18)

Proof. We can assume, with no loss of generality, ‖w‖Xm
2

= 1. We start writing

∂α
x L(w)(t) =

∫ t

0

∫
∂α

x F(x − y, t − s)w(y, s) ds. (19)

Let α ∈ N
d , such that |α| � m and x �= 0. We split the spatial integral in equa-

tion (19) into the three regions |y| � |x |/2, next |x − y| � |x |/2, then (|y| � |x |/2
and |x − y| � |x |/2), and we denote with I1, I2 and I3, the three corresponding inte-
grals. From the estimate (deduced from (10b)) |∂α

x F(x, t)| � C |x |−(d+|α|)t−1/2,
and the estimate |w(y, s)| � |y|−1s−1/2, we obtain immediately

|I1(x, t)| + |I3(x, t)| � C |x |−1−|α|. (20)

We now treat I2. When |α| = 0 we can simply use well known fact that ‖F(·, t)‖1 �
Ct−1/2 to obtain |I2(x, t)| � C |x |−1. When 1 � |α| � m we make as many inte-
gration by parts as needed, and use estimates of the form (deduced from the
rescaling properties of F recalled at the beginning of this section and the fact
that ∂α

x F(·, 1) ∈ L1(Rd , (1 + |x |)|α| dx) )

‖ |·|α∂α
x F(·, t − s)‖1 � C(t − s)−1/2.

Then observing that |∂α
y w(y, s)| � |y|−1−|α|s−1/2 for |α| � m, we conclude that

I2 can be estimated like I1 and I3 in (20). Summarizing, we showed that
∣∣∂α

x L(w)(x, t)
∣∣ � C |x |−1−|α|. (21)
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There is a well known strategy (see [15]) to deduce time decay estimates from
the corresponding space decay estimates. Namely, using the semi-group property
of the Oseen kernel,

L(w)(t) = et∆/2
L(w)(t/2) +

∫ t

t/2
F(t − s) ∗ w(s) ds ≡ K1(t) + K2(t).

From Young inequality in Lorentz spaces, and observing that ‖L(w)(t)‖Ld,∞ is
uniformly bounded, because of inequality (21), we get

∥∥∂α
x K1(t)

∥∥∞ �
∥∥∂α

x gt/2
∥∥

Ld/(d−1),1 ‖L(w)(t/2)‖Ld,∞

� C t−(1+|α|)/2.

Moreover,

∥∥∂α
x K2(t)

∥∥∞ �
∫ t

t/2
‖F(t − s)‖1‖∂α

x w(s)‖∞ ds

� C t−(1+|α|)/2.

Concluding, we showed that

∣∣∂α
x L(w)

∣∣ (x, t) � C
(
|x |−(1+|α|) ∧ t−(1+|α|)/2

)
� C ′(

√
t + |x |)−1−|α|.

This proves the natural estimate (18). ��
We now follow the standard procedure for constructing global solutions to (NS)

in the space Xm
1 . Our starting point will be the following basic existence result,

which is nothing but a reformulation of well-known results in the literature (see
[4,5,7,15]) in a slightly more general form.

Proposition 3. Let d � 2 and m � 0 be two integers. There exist two constants ε > 0
and M > 0 such that for all divergence-free vector field a ∈ Ėm

1 , satisfying

‖a‖Ėm
1

< ε,

there exists a unique solution u ∈ Xm
1 of (NS) starting from a (in the sense that

u(t) → a in S ′(Rd), as t → 0), such that ‖u‖Xm
1

� εM.

Proof. We only have to apply the size estimate for the linear evolution

‖et∆a‖Xm
1

� C‖a‖Ėm
1

(this is a particular case of Lemma 1) and the corresponding estimate for the bilinear
operator:

‖B(u, v)‖Xm
1

� C‖u‖Xm
1
‖v‖Xm

1
.

This last inequality is obtained applying Lemma 3 with w = u ⊗v. The existence a
solution u ∈ Xm

1 (and its unicity in a ball of such space) now follows from the appli-
cation of the contraction mapping theorem, as explained for example in Cannone’s
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book [4]. Slightly changing the estimates of the previous lemma we easily obtain,
for example, the bound |B(u, u)(x, t)| � C |x |−3/2t1/4, implying B(u, u)(t) → 0
in S ′(Rd) as t → 0. Thus, from (NS), u(t) → a as t → 0 in the distributional
sense. ��
Remark 4. In the particular case in which a is a homogeneous vector field of degree
−1 in R

d , the solution u constructed in Proposition 3 is self-similar:

u(x, t) = 1√
t
U

(
x√
t

)
,

for some with U ∈ Em
1 (the non-homogeneous space). This easily follows from the

scaling invariance of (NS) (see for example [4, Chapter 3]).

6. Fine estimates of the bilinear term

It follows from Lemma 3 that, for w ∈ X0
2, we have

|L(w)(x, t)| � C(t−1/2 ∧ |x |−1). (22)

This was enough for constructing a decaying solution of (NS).
However, to obtain such decay estimate we used only few properties of the ker-

nel F(x, t), namely, its pointwise decay and its rescaling properties. Next Lemma
will allow us to considerably improve estimate (22), at least in the parabolic region
|x | �

√
t . Its proof will make an essential use of the cancellations properties of

the kernel F(x, t) and requires some regularity for w.

Lemma 4. Let w = (wh,k), with w ∈ X2
2 . Let L(w) be defined by equality (17).

Then we have, for d � 3,

|L(w)(x, t)| � C
(

t−1/2 ∧ t |x |−3
)
. (23a)

When d = 2, we have the weaker estimate

|L(w)(x, t)| � Ct |x |−3 log

( |x |√
t

)
, |x | � e

√
t . (23b)

Under the more stringent assumption w ∈ X3
2 , we have the following estimates for

∇L(w):

|∇L(w)(x, t)| �

⎧⎪⎨
⎪⎩

C
(
t−1 ∧ t |x |−4

)
, if d � 3

Ct−1 if d = 2 and |x | � e
√

t

Ct |x |−4 log
(|x |/√t

)
if d = 2 and |x | � e

√
t .

In all these inequalities C > 0 is a constant dependent on w only through its ‖ ·‖X2
2

or its ‖ · ‖X3
2
-norm, and independent on x and t.
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Proof. We can limit ourselves to the region |x | � e
√

t . Indeed, when |x | � e
√

t
the result holds because of inequality (18), which, in the special case m = 0, 1,
implies |L(w)(x, t)| � Ct−1/2 and |∇L(x)(x, t)| � Ct−1.

Let us decompose

L(w)(x, t) =
∫ t

0

∫

|y|�|x |/2
F(x − y, t − s)w(y, s) dy ds

+
∫ t

0

∫

|y|�|x |/2
F(y, t − s)w(x − y, s) dy ds

+
∫ t

0

∫

|y|�|x |/2, |x−y|�|x |/2
F(x − y, t − s)w(y, s) dy ds

≡ L1 + L2 + L3 (24)

We start with estimating L3. Using |F(x − y, t −s)| � C |x − y|−d−1 � C ′|y|−d−1

(the two inequalities being valid in the region of R
d where we perform the integra-

tion) and |w(y, s)| � |y|−2, we get |L3(x, t)| � Ct |x |−3.
In view of the use of the Taylor formula, we further decompose L1 (recalling

also (10b)) as

L1 =
∫ t

0

∫

|y|�|x |/2
[F(x − y, t − s) − F(x, t − s)] w(y, s) dy ds

+F(x) :
∫ t

0

∫

|y|�|x |/2
w(y, s) dy ds

+ |x |−d−1
∫ t

0
Ψ̃ (x/

√
t − s)

∫

|y|�|x |/2
w(y, s) dy ds. (25)

Using |∇F(x, t)| � C |x |−d−2, next |y| |w(y, s)| � C |y|−1 shows that the first term
in (25) is bounded by Ct |x |−3.

When d � 3, since |w(y, s)| � C |y|−2, the second term in the right-hand side
of (25) is also bounded by Ct |x |−3. When d = 2, make use of the inequality
|w(y, s)| � C(

√
s + |y|)−2 and of the change of variables y = √

sz. This leads
to the weaker upper bound estimate of the form Ct |x |−3 log(|x |/√t), valid for
|x | � e

√
t .

The simplest way to treat the third term on the right-hand side of (25) is to
recall that |Ψ̃ (x)| � C . In this way, one can proceed exactly as for the previous
term and obtain the same bounds. This would be enough for the proof of this
lemma. However, for later use (namely, to shorten the proof of Lemma 6 below),
we want to prove that this last term in (25) is bounded, in the region |x | � e

√
t , by

Ct |x |−3 also when d = 2. This is easy: indeed Ψ̃ has a fast decay at infinity; here,
the use of the inequality |Ψ (x)| � C |x |−1 is enough to conclude.
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We now consider L2. We decompose it as

L2 =
∫ t

0

∫

|y|�|x |/2
F(y, t − s) [w(x − y, s) − w(x, s) + y · ∇w(x, s)] dy ds

=
∫ t

0
w(x, s)

∫

|y|�|x |/2
F(y, t − s) dy ds

−
∫ t

0
∇w(x, s) ·

∫

|y|�|x |/2
y F(y, t − s) dy ds. (26)

Now we use the inequalities |∇2w(x, t)|�C |x |−4 and |y|2 |F(y, t−s)|�C |y|−d+1,
and obtain that the first term on the right-hand side in (26) is bounded by Ct |x |−3.
We now conclude using the cancellations of the kernel F : more precisely, since∫

F(·, t −s) dy = 0 and |F(y, t −s)| � C |y|−d−1 the second term is also bounded
by Ct |x |−3.

A brutal estimate of the third term in (26) would give a non-optimal bound of
the form C |x |−3 log(|x |√t) for large |x |, which is not enough. But, for |x | � 2

√
t ,

the third term in (26) can be further decomposed as
∫ t

0
∇w(x, s) ·

∫

|y|�√
t−s

y F(y, t − s) dy ds

+
∫ t

0
∇w(x, s) ·

∫
√

t−s�|y|�|x |/2
y F(y) dy ds

+
∫ t

0
∇w(x, s) ·

∫
√

t−s�|y|�|x |/2
y |y|−d−1Ψ̃ (y/

√
t − s) dy ds. (27)

Now it is easy to see that the first and the third term in (27) are O(t |x |−3). But
F has vanishing first-order moments on the sphere (see Proposition 1) so that the
second term in (27) is zero.

Summarizing, we established inequality (23b) in the two-dimensional case and
inequality (23a) when d � 3.

To prove the inequality for ∇L, we fix 
 ∈ {1, . . . , d} and we write

∂
L(x, t) =
∫ t

0
F(x − y, t − s)∂
w(y, s) dy ds ≡ L̃1 + L̃2 + L̃3,

where the decoposition is obtained as before (see (24)). The two terms L̃2 and L̃3
are treated exactly as before, but we get now upper bound of the form Ct |x |−4

since ∂
w (and its derivatives up to the second order) decays faster than w (and its
corresponding derivatives). Notice that we need use here the assumption w ∈ X3

2
which ensures a decay for the derivatives up to the order three.

For treating L̃1 we integrate by parts. It is easy to see that the boundary term is
bounded by Ct |x |−4. The other term is

∫ t

0

∫

|y|�|x |/2
∂
F(x − y, t − s)w(y, s) dy ds,
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for which we obtain the usual bound Ct |x |−4 when d � 3 and the bound Ct |x |−4

log(|x |/√t) for d = 2 and |x | � e
√

t . ��
Remark 5. For later use, let us observe that if u ∈ X2

1 is the solution constructed
in Proposition 3, in the case m � 2, then, applying Lemma 4 to w = u ⊗ u, so that
L(w) = B(u, u), we get

|B(u, u)|(x, t) �

⎧
⎪⎨
⎪⎩

C(t−1/2 ∧ t |x |−3) if d � 3

Ct−1/2 if d = 2 and |x | � e
√

t

Ct |x |−3 log(|x |/√t) if d = 2 and |x | � e
√

t .

(28a)

In the case u ∈ X3
1 (this requires the more stringent assumption a ∈ Ė3

1 in
Proposition 3), in addition to the above estimates, the bilinear term satisfies

|∇B(u, u)|(x, t) �

⎧
⎪⎨
⎪⎩

C(t−1 ∧ t |x |−4), if d � 3

Ct−1 if d = 2 and |x | � e
√

t

Ct |x |−4 log(|x |/√t) if d = 2 and |x | � e
√

t .

(28b)

These estimates will play an essential role in the study of the bi-integral formula

u(t) = et∆a − B(et∆a, et∆a) + 2B(et∆a, B(u, u)) − B(B(u, u), B(u, u)). (29)

7. Asymptotic profiles of the velocity field in the 2D case

In the two-dimensional case, from Lemma 1 and Remark 5 we get, for (x, t) ∈
R

2 × (0,∞),

|et∆a ⊗ B(u, u)(x, t)| �
{

Ct−1 if |x | � e
√

t

Ct |x |−4 log(|x |/√t) if |x | � e
√

t .
(30)

The last term in (29) satisfies, always for (x, t) ∈ R
2 × (0,∞), an even stronger

estimate, namely

|B(u, u) ⊗ B(u, u)(x, t)| �
{

Ct−1 if |x | � e
√

t

Ct2|x |−6 log2(|x |/√t) if |x | � e
√

t .
(31)

Next the lemma allows us to show that the two last terms in the right-hand
side of (29) can be considered as remainders, that is, they can be included in the
O(t |x |−3) term.

Lemma 5. Let w = (wh,k) defined on R
2 × (0,∞) with wh,k(x, t) bounded by the

right-hand side of (30), or by the right-hand side of (31). Then, if L(w) is given
by (17), we have for some C > 0 independent on x or t,

|L(x, t)| � C
(

t−1/2 ∧ t |x |−3
)
.
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Proof. Our assumptions imply w ∈ X0
2. Then we deduce from Lemma 3 that

|L(x, t)| � Ct−1/2; therefore we can assume that |x | � e
√

t . Then we split the spa-
tial integral defining L (see (17)) into the three regions |y| � √

s,
√

s � |y| � |x |/2
and |y| � |x |/2. The first term that we obtain is bounded using |F(x − y, t − s)| �
C |x |−3 (this is true only in 2D) and |w(y, s)| � Cs−1. For the second term we use
the same bound for F and |w(y, s)| � Cs|y|−4 log(|y|/√s). The last term is treated
using the bound |w(y, s)| � C

√
s|y|−3 and that ‖F(t − s)‖1 � C(t − s)−1/2. ��

Next the lemma will be useful for treating the term B(et∆a, et∆a) arising in (29).
Note that for a ∈ Ė2

1 we have, from Lemma 1, et∆a ⊗ et∆a ∈ X2
2.

Lemma 6. Let w = (wh,k), with wh,k ∈ X2
2 for all h, k = 1, 2. Then we have

L(w)(x, t) = F(x) :
∫ t

0

∫

|y|�|x |
w(y, s) dy ds + O(t |x |−3), as |x | → ∞, (32)

uniformly with respect to t in the region |x | � e
√

t . Here L(w) is given by (17)
and F(x) is the homogeneous tensor of order three defined by Eq. (9b).

Proof. This follows from the proof of Lemma 4. Therein, we decomposed L(w) as
the sum of several terms, all of which, excepted one, could be bounded by Ct |x |−3.
The only term for which such an upper bound could brake down was

F(x) :
∫ t

0

∫

|y|�|x |/2
w(y, s) dy ds

(see the second term in the right-hand side of (25)). A simple modification of the
error term now shows that we can change the above domain of the spatial integral
into {|y| � |x |}. ��
Lemma 7. Let a(x) be a vector field defined on R

2, such that a ∈ Ė2
1 . Then, for

|x | → ∞ and uniformly in time, in the region |x | � e
√

t , we have:

∫ t

0

∫

|y|�|x |
(es∆a ⊗ es∆a)(y) dy ds =

∫ t

0

∫
√

s�|y|�|x |
(a ⊗ a)(y) dy ds + O(t 1)

(here and belowO(t 1)denotes a remainder function bounded by Ct for |x | � e
√

t).
In particular, if a is homogeneous in R

2 of degree −1

∫ t

0

∫

|y|�|x |
(es∆a ⊗ es∆a)(y) dy ds = t log

( |x |√
t

) (∫

S1
a ⊗ a

)
+ O(t 1),

as |x | → ∞,

Proof. Indeed, we can assume |x | �
√

t . Then

∫ t

0

∫

|y|�√
s
(es∆a ⊗ es∆a)(y) dy ds
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is bounded by Ct . It remains to treat
∫ t

0

∫
√

s�|y|�|x |
(es∆a ⊗ es∆a)(y) dy ds,

which we can rewrite as the sum of four new integrals, if we use the decomposition
et∆a(x) = a(x)+R(x, t) obtained in Lemma 2 (in the case ϑ = 1, m = 2). Here,
R satisfies |R(x, t)| � Ct |x |−3. An easy calculation shows that the three integrals
containing at least one factor R are bounded by Ct . ��
Theorem 3. Let u(x, t) ∈ X2

1 be the global solution of the Navier–Stokes equations
in R

2, with datum a ∈ Ė2
1 (as constructed in Proposition 3). Then u has the following

profile for |x | → ∞, uniformly with respect to t in the region |x | � e
√

t:

u(x, t) = a(x) − F(x) :
∫ t

0

∫
√

s�|y|�|x |
(a ⊗ a)(y) dy ds + O(t |x |−3). (33)

Moreover, if a is homogeneous of degree −1, then u(x, t) = 1√
t
U

(
x√
t

)
is self-

similar and the profile U (x) is such that

U (x) = a(x) − log(|x |)F(x) :
(∫

S1
a ⊗ a

)
+ O(|x |−3), (34)

as |x | → ∞.

Proof. The first statement follows from the bi-integral formula (29) and our pre-
vious Lemmata. Indeed, as we have already observed, by Lemma 2, we can write
et∆a(x) = a(x) + O(t |x |−3). Next, writing

B(et∆a, et∆a) = L(et∆a ⊗ et∆a),

we apply first Lemma 6 with w = et∆a ⊗ et∆a, and then Lemma 7. This shows
that −B(et∆a, et∆a) equals to the second term on the right-hand side of (33), up
to an error O(t |x |−3) for large |x |. The last two terms in the bi-integral formula
can also be included into the remainder term O(t |x |−3), as shown by combining
inequalities (30)–(31) with Lemma 5.

In the case of homogeneous data, an elementary computation shows that
∫ t

0

∫
√

s�|y|�|x |
(a ⊗ a)(y) dy ds =

(∫

S1
a ⊗ a

)
t log

( |x |√
t

)
+ t/2.

Then profile (34) follows from profile (33) passing to self-similar variables and
eliminating t . ��

8. Asymptotics in the higher-dimensional case

We now establish the analogue of Lemma 6 for the higher dimensional case.

Lemma 8. Let w = (wh,k) with wh,k ∈ X1
4 . Then we have, as |x | → ∞, and uni-

formly in time, for |x | � e
√

t ,
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L(w)(x, t) = F(x) :
∫ t

0

∫
w(y, s) dy ds + O

(
t |x |−5 log(|x |/√t)

)
(35a)

for d = 3, and

L(w)(x, t) = O
(

t |x |−5 log(|x |/√t)
)

(35b)

when d � 4.

Proof. We go back to the decomposition L = L1 + L2 + L3 obtained in (24).
Writing L1 as in (25) and using the estimate |w(y, s)| � C(

√
s +|x |)−4, the bound

|∇F(x, t)| � C |x |−d−2, and the fast decay of Ψ̃ shows that the first and the
third term in (25) are bounded by Ct |x |−5 (with an additional logarithmic factor
log(|x |/√t), for the first term in (25), when d = 3) for |x | � e

√
t . The second

term in (25) has the form

F(x) :
∫ t

0

∫

|y|�|x |/2
w(y, s) dy ds.

Using again that |w(y, s)| � C(
√

s + |x |)−4 and distinguishing the between the
cases d = 3 and d � 4 shows that such a term can be written as the right-hand
sides in (35a)–(35b).

We now decompose L2 as

L2 =
∫ t

0

∫

|y|�|x |/2
F(y, t − s) [w(x − y, s) − w(x, s)] dy ds

+
∫ t

0
w(x, s)

∫

|y|�|x |/2
F(y, t − s) dy ds. (36)

Owing to the inequality |∇w(x, t)| � C |x |−5, the first term in (36) is bounded
by C |x |−5t log(|x |/√t) for |x | � e

√
t . Combining the estimate |F(y, t − s)| �

|y|−d−1 with the condition
∫

F(·, t − s) ds = 0, shows that the second term in (36)
is bounded by Ct |x |−5. Such a bound holds also for L3 as easily checked using the
usual spatial decay estimates of F and w. ��

Our next lemma essentially states that if a and b are two functions defined on
R

d and well behaved at infinity (for example, the derivatives of a and b decay faster
than a and b as |x | → ∞), then

(et∆a)(et∆b) ∼ et∆(ab), as |x | → ∞.

More precisely, we have the following:

Lemma 9. Let d � 3 and a, b ∈ Ė1
1 . Then

(et∆a)(et∆b) = et∆(ab) − 2
∫ t

0
e(t−s)∆ [∇es∆a · ∇es∆b

]
ds. (37)
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Proof. Let v = et∆a and w = et∆b. Then we have ∂tv = ∆v and ∂tw = ∆w.
Multiplying by w the first equation and by v the second one, we get

∂t (vw) = w∆v + v∆w = ∆(vw) − 2∇v · ∇w.

Since d � 3, ab is locally integrable in R
d . But (vw)(t) → ab as t → 0+ weakly

(because v(t) → a and w(t) → b in L2
loc(R

d), for example, as t → 0). Then the
conclusion follows from the Duhamel formula. ��

In the above Lemma we only used, in fact, a, b ∈ E0
1 . The stronger assumption

a, b ∈ Ė1
1 , however, ensures that the last term in (37), decays faster as |x | → ∞

than et∆(ab).
We now give the higher-dimensional counterpart of Theorem 3.

Theorem 4. Let u(x, t) ∈ X3
1 be the global solution of the Navier–Stokes equations

starting from a ∈ Ė3
1 (as constructed in Proposition 3). Then u has the following

profile as |x | → ∞, uniformly in time for |x | � e
√

t . For d = 3,

u(x, t) = et∆a(x) − t et∆
P∇ · (a ⊗ a) − F(x) :Λ(t) + O

(
t2|x |−5 log

( |x |√
t

))
,

(38a)

for some matrix-valued function Λ(t)= (Λh,k(t)), satisfying |Λ(t)| � Ct3/2. More-
over, when d � 4,

u(x, t) = et∆a(x) − t et∆
P∇ · (a ⊗ a) + O

(
t2|x |−5 log

( |x |√
t

))
. (38b)

Remark 6. The function Λ(t) is not know explicitly, but it depends on u and a in
an explicit way: see formula (41) below. For more regular data, namely a ∈ Ė4

1 ,
and recalling Lemma 2 (applied with m = 4 and ϑ = 1), one can replace in the
above asymptotics the term et∆a(x) with a(x) + t∆a(x).

Proof. As for the proof of our previous theorem, we write u by means of the
bi-integral formula (29). As an application of Lemma 9, we can rewrite (for d � 3)
the term B(et∆a, et∆a) appearing in the bi-integral formula (29) in a more conve-
nient form (we denote here by TA the transposed of the matrix A):

B(et∆a, et∆a) =
∫ t

0
F(t − s) ∗ (

es∆a ⊗ es∆a
)

ds

=
∫ t

0
e(t−s)∆

Pes∆∇ · (a ⊗ a)

− 2
∫ t

0

∫ s

0
e(t−τ)∆

P∇ ·
[

T(∇ ⊗ eτ∆a
) (∇ ⊗ eτ∆a

)]
dτ ds

= tet∆
P · ∇(a ⊗ a)

− 2
∫ t

0
(t−τ)e(t−τ)∆

P∇ ·
[

T(∇ ⊗ eτ∆a
) (∇ ⊗ eτ∆a

)]
dτ, (39)

where we applied Fubini’s theorem in the last equality.
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We set

L̃(w)(t) ≡
∫ t

0
(t − τ)F(t − τ) ∗ w(τ) dτ

and

L(w)(t) ≡
∫ t

0
τ F(t − τ) ∗ w(τ) dτ.

Note that, excepted for the additional factors t − τ or τ , the operator L̃ and L agree
with the operator L introduced in (17) and studied before. If we introduce the matrix

w1 ≡ T(∇ ⊗ eτ∆a
) (∇ ⊗ eτ∆a

)
,

then we can rewrite (39) as

B(et∆a, et∆a) = t et∆
P∇ · (a ⊗ a) − 2L̃(w1).

The estimates of Lemma 1 (in the case m = ϑ = 1), imply w1 ∈ X1
4. But the result

of Lemma 8, established before for the operator L, can be easily adapted to the
operators L̃ and L; indeed the factors t − τ and τ are harmless in our estimates due
to the obvious inequalities t − τ � t and τ � t . Thus, we get, for d = 3,

L̃(w1) = F(x) :
∫ t

0
(t − τ)

∫
w1 dy ds + O

(
t2|x |−5 log

(
|x |/√t

))
.

When d � 4, we can simply write

L̃(w1) = O
(

t2|x |−5 log(|x |/√t)
)
.

It remains to write the asymptotics (or to estimate) the two last terms B(et∆a,

B(u, u)) and B(B(u, u), B(u, u)) appearing in the bi-integral formula (29). Let

w2 ≡ 1
t et∆a ⊗ B(u, u).

We get from Lemma 1 (applied with m = 1 and ϑ = 1) and Remark 5 that w2 ∈ X1
4.

In the same way, Remark 5 ensures that, if we set

w3 ≡ 1
t B(u, u) ⊗ B(u, u),

then w3 ∈ X1
4. Therefore, Lemma 8 (or more precisely, the adaptation of this Lemma

to L(w2) and L(w3) ) implies, for d = 3,

2B(es∆a, B(u, u)) − B(B(u, u), B(u, u))

= 2L(w2) − L(w3)

= F(x) :
∫ t

0
s
∫

(2w2 − w3) dy ds + O
(

t2|x |−5 log(|x |/√t)
)
, (40)

as |x | → ∞.
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When d � 4, the first term in the right-hand side of (40) can be dropped.
Therefore, the proof of the expansion (38b) follows from the bi-integral formula,
collecting the above estimates.

In the case d = 3, it is convenient to introduce the time-dependent matrix

Λ(t) =
∫ t

0

∫
[−2(t − s)w1 − 2s w2 + s w3] dy ds. (41)

The expansion (38a) now follows by collecting all the above expressions. The
estimate |Λ(t)| � Ct3/2 is immediate, because w1, w2 and w3 belong to X1

4. ��
As an application of this theorem, we can complete the proof of Theorem 2 by

giving the far-field asymptotics of self-similar solutions in the case d � 3.
End of the Proof of Theorem 2. We assumed that a ∈ C∞(Sd−1) and that a is

is homogeneous of degree −1. From the second part of Lemma 2,

et∆a(x) = a(x) + t∆a(x) + O(t2|x |−5).

But the solution u is of the self-similar form u(x, t) = 1√
t
U (x/

√
t). Moreover, the

linear part et∆a and the nonlinear part B(u, u) of u are also of self-similar form,
so that, with the same notations of the previous proof, w j (y, s) = 1

s2 W j (y/
√

s),
where

W j (y) = w j (y, 1), j = 1, 2, 3.

If follows from (41) that, in the case d = 3, Λ(t) is of the form Λ(t) = t3/2 B,
for some constant matrix B = (Bh,k). As for Λ(t), such matrix B is not known
explicitly, however, it is possible to obtain an explicit integral formula relating B
to the datum a and the profile U , performing a self-similar change of variables in
the integral (41). An easy computation yields

B = 1

3

∫
(−8W1 − 4W2 + 2W3) (y) dy. (42)

Now we can pass to self-similar variables in expansion (38a) and, after elimi-
nating t , we get, for d = 3,

U (x) = a(x) + ∆a(x) − e∆
P · ∇(a ⊗ a) − Q(x) : B

|x |7 + O
(
|x |−5 log(|x |)

)
,

(43a)

as |x | → ∞.
As before, for d � 4, the far-field asymptotics has a simpler structure, namely,

U (x) = a(x) + ∆a(x) − e∆
P · ∇(a ⊗ a) + O

(
|x |−5 log(|x |)

)
, (43b)

as |x | → ∞.
To finish the proof, it remains to show that we can drop the filtering operator e∆

appearing in the right-hand side of Eqs. (43a) and (43b). Recall that a is smooth on
the sphere. In fact, the condition a ∈ C∞(Sd−1) will allow us to carry the proof using
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only “soft arguments”. The datum a being homogeneous of degree −1, ∇·(a⊗a) is
a homogeneous distribution of degree −3 (here we need d � 3), which agree with
a C∞ function outside the origin. But the matrix Fourier multiplier of the operator
P (given by δ j,k − ξ jξk |ξ |−2) is homogeneous of degree zero and smooth outside
the origin). Then it follows (see, for example, [17, p. 262]) that P∇ · (a ⊗ a) is a
homogeneous distribution of degree −3 that agrees with a C∞ function outside the
origin.

Now let χ ∈ C∞
0 (Rd) be a cut-off function equal to 1 in a neighborhood of the

origin and write

e∆
P∇ · (a ⊗ a) = e∆χP∇ · (a ⊗ a) + e∆(1 − χ)A(x),

where A(x) a smooth function on R
d , agreeing with P∇ · (a ⊗ a) outside a neigh-

borhood of the origin. In particular, (1 − χ)A ∈ Em
3 , for all m ∈ N.

Note that e∆χ∇ · (a ⊗ a) is an analytic function, given by

e∆χP∇ · (a ⊗ a)(x) = 〈χP∇ · (a ⊗ a), g1(x − ·)〉,

where g1 the standard Gaussian and the 〈·, ·〉 refers to the duality product between
compactly supported distributions and C∞ functions. The properties of compactly
supported distributions guarantee the existence of a compact K in R

d and C > 0,
M ∈ N such that

|〈χP∇ · (a ⊗ a), g1(x − ·)〉| � C
∑

|α|�M

sup
y∈K

∂αg1(x − y) � C ′g1(x/2)

for large enough |x |. In particular, e∆χ∇ · (a ⊗ a) = O(|x |−5) as |x | → ∞.
Let us now apply the asymptotic formula for convolution integrals (15) with

g = g1 and f = (1−χ)A. We obtained this formula under the assumption f ∈ Ėm
ϑ ,

with 0 � ϑ < d. Here we have, instead, f ∈ Em
3 ⊂ Ėm

3 but it is easily checked that
such formula remains valid, in this case, also when d = 3, with the same proof,
since f is locally integrable. Applying this formula in the case m = 2, and using∫

g1 = 1 and
∫

y g1(y) dy = 0, we get, for |x | → ∞,

e∆(1 − χ)A(x) = g1 ∗ f (x) = f (x) + O(|x |−5)

= A(x) + O(|x |−5)

= P∇ · (a ⊗ a)(x) + O(|x |−5).

Theorem 2 is now completely proved. ��
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