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Abstract. The search for multiplier rules in dynamic optimization has been an important theme
in the subject for over a century; it was a central one in the classical calculus of variations, and the
Pontryagin maximum principle of optimal control theory is part of this quest. A more recent thread
has involved problems with so-called mixed constraints involving the control and state variables
jointly, a subject which now boasts a considerable literature. Recently, Clarke and de Pinho proved
a general multiplier rule for such problems that extends and subsumes rather directly most of the
available results, namely those which postulate some kind of rank condition or, more generally, a
constraint qualification (or generalized Mangasarian-Fromowitz condition). An exception to this
approach is due to Schwarzkopf, whose well-known theorem replaces the rank hypothesis, for relaxed
problems, by one of covering. The purpose of this article is to show how to obtain this type of
theorem from the general multiplier rule of Clarke and de Pinho. In so doing, we subsume, extend
and correct the currently available versions of Schwarzkopf’s result.
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1. Introduction. A long-standing problem in the calculus of variations has
been to establish strong multiplier rules for problems in which constraints such as
φ(t, x(t), x′(t)) = 0 are imposed along the competing arcs x(·). Such multiplier rules
have been obtained under rank hypotheses, requiring for example that the Jacobian
matrix Dvφ(t, x, v) have maximal rank in a certain region. In the setting of a stan-
dard optimal control problem, the so-called mixed constraints involve such conditions
as φ(t, x(t), u(t)) = 0, where u is the control variable. Again, rank hypotheses are
typically made in order to derive multiplier rules in a context related to the Pontrya-
gin maximum principle. When the constraints are described in more general fashion,
for example by a combination of equalities, inequalities, and unilateral inclusions, the
rank hypotheses are replaced by appropriate constraint qualifications, frequently of
Mangasarian-Fromowitz type. A considerable literature now exists on this topic: see
[1, 2, 3, 4, 7, 8, 9, 10, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 24].

Recently, Clarke and de Pinho [5] proved a general multiplier rule for such prob-
lems that extends and subsumes rather directly the majority of known results, which
postulate some kind of rank condition or constraint qualification. An exception to
this approach is due to Schwarzkopf [22, 23] (see also [11]), whose well-known theorem
replaces the rank hypothesis, for relaxed problems, by one of covering. The purpose
of this article is to show how to obtain this type of theorem from the general multi-
plier rule of Clarke and de Pinho. In so doing, we subsume, extend and correct the
currently available versions of Schwarzkopf’s result.

We shall make use below of certain constructs of nonsmooth analysis, in particular
the generalized (Clarke) normal cone NC

S (x) and the limiting normal cone NL
S (x) to

a closed set S at a point x ∈ S, as well as the generalized gradient ∂Cf(x) and the
limiting subdifferential ∂Lf(x). These concepts are recalled briefly in [5] and presented
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in detail in [6]; we mention that they all reduce to classical notions in the presence
of smoothness or convexity. For this reason, our theorem statements do not require
familiarity with nonsmooth analysis in order to be understood.

We denote by B(x, r) the closed ball of radius r centered at x. The notation | · |
always refers to the Euclidean norm.

2. Preliminaries. We recall here the main theorem of [5].1 We are given an
interval [a, b] in R and a subset S of [a, b]× Rn×Rm. We write

S(t) :=
{

(x, u) : (t, x, u) ∈ S
}
, S(t, x) :=

{
u : (t, x, u) ∈ S

}
.

Also given are a subset E of Rn×Rn together with functions

f : [a, b]×Rn×Rm → Rn, ` : Rn×Rn → R.

We consider the following problem (P ) of optimal control:

(P )


Minimize `(x(a), x(b))
subject to

x′(t) = ft(x(t), u(t)) a.e. t ∈ [a, b]
(x(t), u(t)) ∈ S(t) a.e. t ∈ [a, b]
(x(a), x(b)) ∈ E.

Notice that the t-dependence of f is reflected by means of a subscript. This will be
convenient for notational reasons, and should cause no confusion, since no partial
derivatives with respect to t are ever taken. The basic hypotheses on the problem
data are the following: f is L×B measurable2; S is L×B measurable; E is closed; `
is locally Lipschitz.

It is understood that this problem involves measurable control functions u(t) and
absolutely continuous functions x(t) (arcs). Such a pair (or process) (x, u) is said
to be admissible for (P ) if the constraints are satisfied. The theorems below feature
hypotheses directly related to a given pair (x∗, u∗) that is admissible for (P ).

Let R > 0. We say that (x∗, u∗) is a local minimum of radius R for (P ) provided
that for some ε > 0, for every pair (x, u) admissible for (P ) which also satisfies

|u(t)− u∗(t)| ≤ R, |x(t)− x∗(t)| ≤ ε a.e.,

∫ b

a

|x′(t)− x′∗(t)| dt ≤ ε,

we have `(x(a), x(b)) ≥ `(x∗(a), x∗(b)). The hypothesis that (x∗, u∗) is a local mini-
mum in this sense is strictly weaker than the more familiar ones (strong or W 1,1).

We define

Sε,R∗ (t) := {(x, u) ∈ S(t) : |x− x∗(t)| ≤ ε, |u− u∗(t)| ≤ R}.

We assume that S(t) is locally closed at each point (x, u) ∈ Sε,R∗ (t).
The two main hypotheses of the theorem concern Lipschitz behavior of f with

respect to (x, u) and a certain bounded slope condition bearing upon the sets S(t).

1We omit the integral cost term, however, since it is not needed here, and we further specialize
to the case of a finite constant radius R rather than a time-dependent one.

2This hypothesis, familiar in control theory, refers to measurability relative to the σ-field gener-
ated by the products of Lebesgue measurable subsets in R and Borel measurable subsets in Rn×Rm.
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[Lε,R∗ ] : There exist summable functions kfx , kfu such that, for almost every t in

[a, b], for every (xi, ui) in a neighborhood of Sε,R∗ (t) (i = 1, 2), we have

|ft(x1, u1)− ft(x2, u2)| ≤ kfx(t)|x1 − x2|+ kfu(t)|u1 − u2|.

Concerning the mixed constraint, the hypothesis is the following:

[BSε,R∗ ] : There exists a number kS such that, for almost every t, the following
bounded slope condition holds:

(x, u) ∈ Sε,R∗ (t), (α, β) ∈ NP
S(t)(x, u) =⇒ |α| ≤ kS |β|.

The following theorem asserts necessary conditions under optimality and regular-
ity hypotheses which are imposed only for a radius R, and whose conclusions hold to
the same extent; this situation is referred to in [4] as stratified. This feature plays an
important role in what is to come.

Theorem 2.1. Let (x∗, u∗) be a local minimum of radius R for (P ), where, for

some ε > 0, [BSε,R∗ ] holds and f satisfies [Lε,R∗ ]. Then there exist an arc p and a
nonnegative number λ0 satisfying the nontriviality condition

λ0 + ‖p‖∞ = 1,

the transversality condition

(p(a),−p(b)) ∈ ∂Lλ0`(x∗(a), x∗(b)) +NL
E (x∗(a), x∗(b)),

the Euler adjoint inclusion for almost every t:

(−p′(t), 0) ∈ ∂C
{
〈p(t), ft〉

}
(x∗(t), u∗(t))−NC

S(t)(x∗(t), u∗(t)),

as well as the Weierstrass condition of radius R for almost every t:

(x∗(t), u) ∈ S(t), |u− u∗(t)| ≤ R =⇒ 〈p(t), ft(x∗(t), u)〉 ≤ 〈p(t), ft(x∗(t), u∗(t))〉 .

A special case. When the mixed constraint (x, u) ∈ S(t) has special structure
defined through functional equalities and inequalities, it turns out to be possible in
many cases to conveniently specify conditions in terms of that structure that imply
the bounded slope condition needed in Theorem 2.1. In addition, such structure may
give rise to a more explicit adjoint equation by providing an interpretation of the
normal cone appearing in the Euler inclusion via multipliers. This theme is developed
in detail in [5]. It turns out that various types of results encountered in the literature
are subsumed by this approach. However, we require for the purposes of this article
a special case concerning the following problem that features affine structure relative
to the control variable c = (c0, c1, . . . , cN ) ∈ RN+1: to minimize `(x(a), x(b)) subject
to (x(a), x(b)) ∈ E and

x′(t) = ft(x(t), c(t)) :=
∑
i

cigit(x(t)) a.e.

φt(x(t), c(t)) :=
∑
i

ciθit(x(t)) ∈ Φt, c(t) ∈ Σ a.e.

Here, gi : [a, b] × Rn → Rn and θi : [a, b] × Rn → Rκ (i = 0, 1, . . . , N) are given
functions, Φ is a multifunction from [a, b] to the closed subsets of Rκ (all the data is
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taken L × B measurable), and Σ ⊂ RN+1 is a given compact convex set.3 The basic
hypotheses remain in force and, as before, we let (x∗, c∗) be a local minimum of radius
R for the problem. The problem is clearly the special case of the general problem (P )
in which (identifying c with u)

S(t) :=
{

(x, u) : u ∈ Σ, φt(x, u) ∈ Φt
}

(and in which f has the indicated structure).
We assume that for a certain summable function kg and constant kθ, for almost

every t in [a, b], for each i = 0, 1 . . . , N , we have, for all x, y in a neighborhood of
B(x∗(t), ε):

|git(x)− git(y)| ≤ kgt |x− y|, |θit(x)− θit(y)| ≤ kθ|x− y|.

It is assumed in addition that for each i, the function x 7→ θit(x) is strictly differentiable
at x∗(t) a.e., and that the function t 7→ git(x∗(t)) is summable. We recall that a
function ψ : Rn → Rk is strictly differentiable at x if the derivative ψ′(x) exists and

lim
y, z→ x, y 6=z

|ψ(z)− ψ(y)− ψ′(x)(z − y)|/|z − y| = 0.

This is a stricter requirement than mere differentiability, and a weaker one than
continuous differentiability.

We posit the following calibrated constraint qualification of the type introduced
in [5]: for some constant M , for almost every t,

(x, c) ∈ Sε,R∗ (t), λ ∈ NC
Φt

(φt(x, c)) , γ ∈ NC
Σ (c),

β = ∇c{〈λ, φt〉}(x, c) + γ = (λ · θ0
t (x), λ · θ1

t (x), . . . , λ · θNt (x)) + γ

=⇒ |λ| ≤M |β|. (2.1)

The following result paves the way for the next section, but is of independent
interest. Note that, in contrast to Theorem 2.1, the Euler inclusion below has been
projected to involve only its first component. Further, the Weierstrass inequality,
which involves control values c for which φt(x∗(t), c) may not belong to Φt (thus,
inadmissible ones), is asserted globally, and not just to radius R. It is the special
structure of the problem that makes these modifications possible.

Corollary 2.2. Under the hypotheses above, there exist an arc p and a nonneg-
ative number λ0 satisfying the nontriviality and transversality conditions of Theorem
2.1, as well as a summable function λ : [a, b]→ Rκ satisfying

λ(t) ∈ NC
Φt

(φt(x∗(t), c∗(t))) a.e.

such that the adjoint inclusion takes the explicit multiplier form

−p′(t) ∈ ∂C
{
〈p(t), ft(·, c∗(t))〉 − 〈λ(t), φt(·, c∗(t))〉

}
(x∗(t)) a.e.

and such that, for almost every t, the following extended Weierstrass condition holds:

c ∈ Σ =⇒ 〈p(t), ft(x∗(t), c)〉 − 〈λ(t), φt(x∗(t), c)〉
≤ 〈p(t), ft(x∗(t), c∗(t))〉 − 〈λ(t), φt(x∗(t), c∗(t))〉 .

3The control set Σ is allowed to be of the form {1} ×B(0, 1), for example, forcing c0 ≡ 1. Thus
the problem may incorporate a ‘drift term’.
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Proof. We shall justify applying Theorem 2.1. Observe first that our hypotheses
imply that the set S(t) is locally closed at each (x, c) ∈ Sε,R∗ (t). Now let σ satisfy
c ∈ Σ =⇒ |c| ≤ σ, and set

m(t) :=

N∑
i=0

max
x∈B(x∗(t),ε)

|git(x)| ∈ L1(a, b).

It is evident that f satisfies [Lε,R∗ ] with kfx = σ(N + 1)kg and kfu = m, so we turn to

[BSε,R∗ ]. Let t be such that the Lipschitz condition and (2.1) hold. Let (x, c) ∈ Sε,R∗ (t)
and (α, β) ∈ NP

S(t)(x, c). Then, by known results in nonsmooth analysis,4 there exists

(λ, γ) ∈ NL
Φt

(φt(x, c))×NC
Σ (c)

such that

(α, β) ∈ ∂C {〈λ, φt〉+ 〈γ, c〉}(x, c). (2.2)

If a function h(x, c) of two variables is of the form 〈F (x), c〉 and (α, β) ∈ ∂Ch(x, c)
(jointly), then α ∈ ∂C 〈F (x), c〉 (taken in x) and β = F (x). (This follows, for example,
from the Gradient Formula for generalized gradients [6, Th. 2.8.1].) In view of this
fact, looking at the second component of (2.2), we derive

β = (λ · θ0
t (x), λ · θ1

t (x), . . . , λ · θNt (x)) + γ

which, in view of (2.1), yields |λ| ≤ M |β|. Observe next that the first component
implies

α ∈ ∂C {〈λ, φt(·, c)〉}(x),

which yields the bound |α| ≤ σkθ(N + 1)|λ| (by estimating the Lipschitz constant).

Combining the last two inequalities, we discover [BSε,R∗ ], with kS := σkθ(N + 1)M .
The hypotheses of Theorem 2.1 are all satisfied, and we deduce the existence of an

arc p and a number λ0 ≥ 0 satisfying the nontriviality and transversality conditions of
Theorem 2.1, as well as the Euler and Weierstrass conditions. We know as above that
for almost every t, for any element (α, β) of NC

S(t)(x∗(t), c∗(t)), there exists (λ(t), γ(t))
such that

(λ(t), γ(t)) ∈ NC
Φt

(φt(x∗(t), c∗(t)))×NC
Σ (c∗(t))

and such that

(−p′(t), γ) ∈ ∂C{〈p(t), ft〉}(x∗(t), c∗(t))−∇x,c{〈λ(t), φt〉}(x∗(t), c∗(t))
= ∂C{〈p(t), ft〉 − 〈λ(t), φt〉}(x∗(t), c∗(t)) a.e.

(We have used here the fact that φ is strictly differentiable at (x∗(t), c∗(t)) a.e.) The
functions involved may be taken to be measurable. Looking at the first component
in this inclusion gives the required adjoint equation, and, upon writing for γ the
definition of normal vector to the convex set Σ, the second component gives precisely

4For example, one may apply Prop. 4.1 of [5] with u = (x, c), φ(u) = (φ(x, c), c), Φ = Φt × Σ.
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the stated Weierstrass condition. The second component of the inclusion also shows
that (for almost every t) there exists ζ(t) satisfying

|ζ(t)| ≤ |p(t)|m(t), ζ(t) = ∇c{〈λ(t), φt〉}(x∗(t), c∗(t)) + γ.

It follows from (2.1) that |λ(t)| ≤M |p(t)|m(t), so that λ is summable.
Remark. As shown in [5], the constraint qualification (2.1) follows from certain

sets of additional (and more easily verifiable) hypotheses on the data. For example,
let the θi be continuously differentiable and Φt ≡ {0}. Then (2.1) holds (by [5, Prop.
4.4]) if there exist positive r and δ such that, for every t and for every x ∈ B(x∗(t), ε),
we have {∑

i

ciθit(x) : |c| ≤ δ

}
⊃ B(0, r).

This type of covering condition is precisely what is substantially generalized in the
next section.

3. The main theorem. We consider now the following optimal control problem:

(Q)



Minimize `(x(a), x(b))
subject to

x′(t) = ft(x(t), u(t)) a.e. t ∈ [a, b]
θt(x(t), u(t)) ∈ Φt a.e. t ∈ [a, b]

u(t) ∈ Ut a.e. t ∈ [a, b]
(x(a), x(b)) ∈ E.

Here, f : [a, b] × Rn × Rm → Rn and θ : [a, b] × Rn × Rm → Rκ are given functions,
Φ is a multifunction from [a, b] to the subsets of Rκ, and U is a multifunction from
[a, b] to the subsets of Rm. We assume that the admissible process (x∗, u∗) is a local
minimum in the following sense: for some ε > 0, for every pair (x, u) admissible for
(Q) which also satisfies

x(t) ∈ B(x∗(t), ε) ∀ t,
∫ b

a

|x′(t)− x′∗(t)| dt ≤ ε,

we have `(x(a), x(b)) ≥ `(x∗(a), x∗(b)).

Hypotheses for Theorem 3.1.

[H1] The function ` is locally Lipschitz, and the set E is closed.
[H2] The function (t, u) 7→ (ft(x, u), θt(x, u)) is L × B measurable for each x; the

multifunction Φ is measurable and closed-valued; the graph of U is L × B
measurable.

[H3] There exists a summable function kf such that, for almost every t, for every

u ∈ Ut, the function ft(·, u) is Lipschitz with constant kft on B(x∗(t), ε).
[H4] There exists a constant kθ such that, for almost every t, for every u ∈ Ut, the

function θt(·, u) is Lipschitz with constant kθ on B(x∗(t), ε), and this function
is strictly differentiable at x∗(t).

[H5] There exist a summable function r and δ > 0 such that the multifunction
Ur(t) := {u ∈ Ut : |ft(x∗(t), u)| ≤ r(t)} satisfies

θt(x∗(t), Ur(t)) ⊃ B(θt(x∗(t), u∗(t)), δ) a.e.
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[H6] For almost every t, for every x ∈ B(x∗(t), ε), the following set is convex:

{(ft(x, u), θt(x, u)) : u ∈ Ut} .

Theorem 3.1. Under the hypotheses above, there exist an arc p and a nonneg-
ative number λ0 satisfying the nontriviality and transversality conditions of Theorem
2.1, as well as a summable function λ : [a, b]→ Rκ satisfying

λ(t) ∈ NC
Φt

(θt(x∗(t), u∗(t))) a.e.

such that the adjoint inclusion takes the explicit multiplier form

−p′(t) ∈ ∂C
{
〈p(t), ft(·, u∗(t))〉 − 〈λ(t), θt(·, u∗(t))〉

}
(x∗(t)) a.e.

and such that, for almost every t, the following extended Weierstrass condition holds:

u ∈ Ut =⇒ 〈p(t), ft(x∗(t), u)〉 − 〈λ(t), θt(x∗(t), u)〉
≤ 〈p(t), ft(x∗(t), u∗(t))〉 − 〈λ(t), θt(x∗(t), u∗(t))〉 . (3.1)

Proof. There is no loss of generality in assuming that θt(x∗(t), u∗(t)) = 0 a.e.,
since we can simply redefine θ and Φ as follows:

θ̃t(x, u) := θt(x, u)− θt(x∗(t), u∗(t)), Φ̃t := Φt − θt(x∗(t), u∗(t)),

and both the hypotheses and conclusions are robust with respect to this modification.
We may also suppose that the Lipschitz property in [H3][H4] holds on a neighborhood
of B(x∗(t), ε).

The canonical basis vectors of Rκ are denoted {e1, e2, . . . , eκ}. According to
[H5], and by measurable selections, there exist control functions u+

1 (t) and u−1 (t)
with values in Ur such that, for almost every t, we have θt(x∗(t), u

+
1 (t)) = δe1 and

θt(x∗(t), u
−
1 (t)) = −δe1. We choose analogously two control functions u+

i and u−i for
each canonical vector ei.

In light of [H4] it follows that, by suitably shrinking ε if necessary, we can arrange
that for almost every t we have, for each i = 1, 2 . . . , κ:

|θt(x, u+
i (t))− δei| < δ/(6κ), |θt(x, u−i (t)) + δei| < δ/(6κ) ∀x ∈ B(x∗(t), ε). (3.2)

We proceed now to define another set of control functions figuring in the auxiliary
problem being constructed. Let d > 0 (later d will decrease to 0), and define

f∗t := ft(x∗(t), u∗(t))

ht(p, λ, u) := 〈p, ft(x∗(t), u)− f∗t 〉 − 〈λ, θt(x∗(t), u)〉
Udt := {u ∈ Ut : |(ft(x∗(t), u)− f∗t , θt(x∗(t), u))| ≤ 1/d} ,

Hd
t (p, λ) := sup

{
ht(p, λ, u) : u ∈ Udt

}
.

Let {(pj , λj)} be a finite subset of B(0, 1) ⊂ Rn × Rκ such that the union of the
balls B((pj , λj), d

2) covers B(0, 1). We choose to label these points with indices j
ranging from 2κ+ 1 to a certain integer Nd. Measurable selection theory implies the
existence of control functions vj , j = 2κ+ 1, 2κ+ 2, . . . , Nd with values in Udt having
the property that for almost every t we have

ht(pj , λj , vj(t)) > Hd
t (pj , λj)− d. (3.3)
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We now proceed to define a problem having the affine structure that will allow
us to invoke Corollary 2.2. The functions of the problem are given by

g0
t (x) := ft(x, u∗(t)), θ0

t (x) := θt(x, u∗(t))
git(x) := ft(x, u

+
i (t))− f∗t , θit(x) := θt(x, u

+
i (t)), i = 1, 3, . . . , 2κ− 1

git(x) := ft(x, u
−
i (t))− f∗t , θit(x) := θt(x, u

−
i (t)), i = 2, 4, . . . , 2κ

git(x) := ft(x, vi(t))− f∗t , θit(x) := θt(x, vi(t)), i = 2κ+ 1, 2κ+ 2, . . . , Nd,

and we define the control set by

Σ :=

{
c = (c0, c1, . . . , cNd

) : c0 = 1, ci ≥ 0 (i = 1, 2, . . . , Nd),

Nd∑
1

ci ≤ 1

}
.

The cost function and boundary constraints of this new problem are those of the
original problem (Q); Φ is also unchanged. It follows from [H6] that any admissible
state trajectory x for this problem is an admissible state trajectory for (Q), from
which we deduce that a (local) solution to the problem is obtained by taking the
control c∗(t) := (1, 0, . . . , 0) and its corresponding state trajectory x∗. Evidently, for
any R > 0, the process (x∗, c∗) is a local minimum of radius R. We shall exploit this
fact presently in applying Corollary 2.2; the point is that this will require verifying
the constraint qualification (2.1) only for points c near c∗. Specifically, we choose R
small enough so that

c ∈ Σ, |c− c∗| ≤ R =⇒ max
1≤i≤Nd

ci < 1,

Nd∑
1

ci < 1.

We observe that the normal cone at any such point c to the convex set Σ defined
above consists of vectors of the form (η, γ) ∈ R× RNd for which γ ≤ 0 (in the vector
sense).

We proceed now to verify the hypothesis (2.1) of Corollary 2.2. Let (x, c), λ, and
β be as described there. With the above in mind, and looking for the moment at only
the second and third coordinates of the inclusion in (2.1) (for indices 1 and 2), we
find (in light of (3.2)):

β1 = δλ1 + µ1|λ|+ γ1, β2 = −δλ1 + µ2|λ|+ γ2, (3.4)

where |µ1|, |µ2| < δ/(6κ) and γ1, γ2 ≤ 0. These equations imply γ1 + γ2 = β1 + β2 −
(µ1 + µ2)|λ|, whence

|γ1| ≤ |β1 + β2|+ |µ1 + µ2||λ| ≤ 2|β|+ δ|λ|/(3κ).

Substituting this in the first of the preceding equalities, we obtain |λ1| ≤ 3|β|/δ +
|λ|/(2κ). A similar argument holds for the other coordinates of λ, and by summing
we obtain |λ| ≤ 3κ|β|/δ + |λ|/2. This confirms that the constraint qualification (2.1)
holds, with M := 6κ/δ.

The other hypotheses of Corollary 2.2 are easily verified (the summability of the
functions |ft(x∗(t), u+

i (t))|, |ft(x∗(t), u−i (t))| and f∗t is used here), so we deduce the
existence of p, λ0 and λ as described there. It is easy to see that the adjoint equation
is precisely the one stated in the theorem. The Weierstrass condition implies (for
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almost every t) the following first-order necessary condition:

β :=
(〈
p(t), g1

t (x∗(t))
〉
,
〈
p(t), g2

t (x∗(t))
〉
, . . . ,

〈
p(t), gNd

t (x∗(t))
〉)

=
(〈
p(t), ft(x∗(t), u

+
1 (t))

〉
,
〈
p(t), ft(x∗(t), u

−
1 (t))

〉
, . . . , 〈p(t), ft(x∗(t), vNd

(t))〉
)

=
(〈
λ(t), θ1

t (x∗(t))
〉
,
〈
λ(t), θ2

t (x∗(t))
〉
, . . . ,

〈
λ(t), θNd

t (x∗(t))
〉)

+ γ(t),

where γ(t) ≤ 0. As shown above, this implies

|λ(t)| ≤ 6κ|(β1, β2, . . . , β2κ)|/δ ≤ (12κ2/δ)r(t), (3.5)

since the u+
i , u−i have values in Ur and |p(t)| ≤ 1.

For almost every t, the Weierstrass condition also yields (by taking

c = (1, 0, . . . , 1, . . . , 0),

where the second 1 is in the jth position):

ht(p(t), λ(t), vj(t)) = 〈p(t), ft(x∗(t), vj(t))− f∗t 〉 − 〈λ(t), θt(x∗(t), vj(t))〉
≤ 0 = ht(p(t), λ(t), u∗(t)), j = 2κ+ 1, 2κ+ 2, . . . , Nd.

Set

Λt := (12κ2/δ)r(t) + 1,

so that |(p(t), λ(t))| ≤ Λt a.e. by (3.5). Fix a value of t for which all estimates hold.
There exists an index j for which |(p(t), λ(t))− Λt(pj , λj)| < d2Λt. Then

0 ≥ ht(p(t), λ(t), vj(t)) ≥ Λtht(pj , λj , vj(t))− d2Λt/d

≥ ΛtH
d
t (pj , λj)− 2dΛt (see (3.3))

= Hd
t (Λt(pj , λj))− 2dΛt ≥ Hd

t (p(t), λ(t))− 3dΛt,

in view of how Udt is defined, and since |(p(t), λ(t))− Λt(pj , λj)| < d2Λt.

Summarizing, we have p, λ0 and λ satisfying:

‖p‖∞ + λ0 = 1 (3.6)

(p(a),−p(b)) ∈ ∂Lλ0`(x∗(a), x∗(b)) +NL
E (x∗(a), x∗(b)) (3.7)

−p′(t) ∈ ∂C
{
〈p(t), ft(·, u∗(t))〉 − 〈λ(t), θt(·, u∗(t))〉

}
(x∗(t)) a.e. (3.8)

Hd
t (p(t), λ(t)) ≤ 3dΛt a.e. (3.9)

These would be exactly the required conclusions if d were 0. To conclude the proof, we
now allow d to decrease to 0 along a sequence di. In view of the adjoint equation, the
uniform L1 estimate (3.5), and the Dunford-Pettis criterion for weak compactness, we
may assume by taking subsequences that the resulting sequence pi converges uniformly
to an arc p, λi converges weakly in L1 to λ, and λ0i

to λ0; it follows from standard
arguments that (3.6) to (3.9) hold in the limit with d = 0.
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Remark on [H5]. If we assume additionally that all the data are continuous and
that U is autonomous and compact, then [H5] is evidently equivalent to the following:

[H5]′ For some δ > 0, we have

θt(x∗(t), U) ⊃ B(θt(x∗(t), u∗(t)), δ) a.e.

(that is, we may take Ur = U in [H5]). This is the type of covering hypothesis
made in Schwarzkopf’s article [22], in the more restrictive setting of a single equality
constraint. In the absence of such additional hypotheses, however, and other things
being equal, it turns out that hypothesis [H5]′ is strictly weaker than [H5]. In fact,
Theorem 3.1 fails if [H5] is replaced by [H5]′, contrary to the assertion in [11]; we now
provide a counterexample.

We take the state and the control in one dimension, [a, b] = [0, 1], with

x′ = ft(x, u) = x+ u, φt(x, u) = tu, Ut = R.

We seek to minimize −x(1) subject to x(0) = 0, φt(x, u) = 0 a.e. (so that Φ ≡ {0}).
It is clear that the only admissible process is x∗ = u∗ = 0, which is thereby optimal.

All the hypotheses of Theorem 3.1 are evidently satisfied, except that [H5]′ holds
(for arbitrary positive δ) rather than [H5]. Let (p, λ0, λ) satisfy the conclusions of that
theorem. Then the adjoint equation and transversality yield −p′ = p, p(1) = λ0, so
that p(t) = λ0e

1−t. From nontriviality we deduce λ0 > 0. The Weierstrass condition
(3.1) implies p(t)− λ(t)t = 0 a.e., whence λ(t) = λ0e

1−t/t a.e. But this function fails
to lie in L1: the conclusions of the theorem fail to hold.

Remark on [H6]. As shown by an example in [11], Theorem 3.1 may fail in the
absence of the convexity hypothesis [H6]. However, it has been an open question as
to whether the theorem might be true without [H6] if the Weierstrass condition (3.1)
is replaced by the following weaker (nonextended) one:

u ∈ Ut, θt(x∗(t), u) ∈ Φt =⇒ 〈p(t), ft(x∗(t), u)〉 ≤ 〈p(t), ft(x∗(t), u∗(t))〉 .

(This is implied by (3.1) whenever Φ has convex values, as for example in the case
of equality and inequality constraints.) We now show by a counterexample that the
answer to the question is negative.

We take the state in one dimension, [a, b] = [0, 1], and the control (u, v) in two
dimensions. We set:

x′ = ft(x, u, v) = u, θt(u, v) = u(x+ v2), U = unit ball in R2, Φ ≡ {0},

and we seek to minimize −x(1) subject to x(0) = 0, θt(x, u, v) = 0 a.e. We observe that
all admissible states x remain nonpositive, for if x is zero at c and positive on (c, d),
then x+ v2 > 0 on (c, d), forcing u = 0 there; but then x ≡ 0 on [ c, d], contradiction.
It follows that the state x∗ = 0 and the control u∗ = v∗ = 0 are optimal.

All the hypotheses of Theorem 3.1 are evidently satisfied, except [H6]. (Note that
[H5] holds with Ur = U .) Let p, λ0, λ satisfy the conclusions of that theorem. Then we
have p ≡ λ0, so p is a positive constant. The maximization in the weaker Weierstrass
condition implies p = 0, contradiction.

Tangential covering conditions. On the basis of known results on restricted
implicit function theorems5, it is natural to suspect that the covering condition [H5]

5See for example [6, Theorem 3.3.4].
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might be replaced with a more subtle one involving normals or tangents to the set
Φt, for example:{

θt(x∗(t), u)− TCΦt
(θt(x∗(t), u)) : u ∈ Ur(t)

}
⊃ B(θt(x∗(t), u∗(t)), δ) a.e.,

where TC denotes the (generalized) tangent cone polar to NC . This is evidently less
restrictive than [H5], since the tangent cone contains 0. However, extra hypotheses
on Φ must then be added to ensure that this leads to the required local (and uniform)
constraint qualification when x∗(t) is replaced by nearby values of x.

One approach leading to an easily-stated result is to postulate that Φt is a closed
convex cone for each t (which covers in particular the case when the mixed constraints
are given by functional equalities and inequalities). We then have TCΦt

(z) ⊃ Φt at all
points z ∈ Φt, and the following hypothesis suggests itself:

[H5]T There exist a summable function r and δ > 0 such that the multifunction
Ur(t) := {u ∈ Ut : |ft(x∗(t), u)| ≤ r(t)} satisfies{

θt(x∗(t), u)− Φt : u ∈ Ur(t)
}
⊃ B(θt(x∗(t), u∗(t)), δ) a.e.

The proof of Theorem 3.1 adapts to give:
Theorem 3.2. If in the context of Theorem 3.1 we replace hypothesis [H5] by

[H5]T, where Φt is a closed convex cone for each t, then we obtain the same conclu-
sions.

The only modification required is to now choose u+
1 (t) ∈ Ur(t) to satisfy

θt(x∗(t), u
+
1 (t)) = δe1 + τ1(t), where τ1(t) ∈ Φt,

and so on. This leads as before to (3.4), since (for example) λ · τ1 ≤ 0, as a result of
the fact that λ ∈ NC

Φt
(φt(x, c)); the resulting nonpositive term is simply absorbed in

γ1 by redefining the latter. The proof then proceeds as before.
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