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The purpose of this paper is to enhance a correspondence between the dynamics of
the differential equations 3(t) = g(y(t)) on R? and those of the parabolic equations
4 = Au + f(z,u,Vu) on a bounded domain . We give details on the similarities of
these dynamics in the cases d = 1, d = 2 and d > 3 and in the corresponding cases
Q= (0,1), Q@ = T and dim(Q2) > 2 respectively. In addition to the beauty of such a
correspondence, this could serve as a guideline for future research on the dynamics of
parabolic equations.
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1. Introduction

In this paper, we want to point out the similarities between the dynamics of vector
fields in R? and those of reaction-diffusion equations on bounded domains. More
precisely, we consider the following classes of equations.
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birthday of Michelle Schatzman. The second author would like to express her gratitude towards
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1.1. Class of vector fields

Let d > 1and r > 1 and let g € C"(R? R?) be a given vector field. We consider the

ordinary differential equation

(1) = t t>0

90 = ofu() .
y(0) =yo € R

where ¢(t) denotes the time-derivative of y(t).
Equation (1.1) defines a local dynamical system T, (¢) on R¢ by setting T} (t)yo =
y(t). We assume that there exists M > 0 large enough such that

Yy eRY, |ly| > M = (ylg(y)) <O0.

This condition ensures that T,(t) is a global dynamical system. Moreover, the ball
B(0, M) attracts the bounded sets of RY. Therefore, T, (t) admits a compact global
attractor® A,. The attractor A4, contains the most interesting trajectories such as
periodic, homoclinic and heteroclinic orbits® and any a- or w-limit set.* Therefore,
if one neglects the transient dynamics, the dynamics on A, is a good representation
of the whole dynamics of T(t).

1.2. Class of scalar parabolic equations

Let d > 1 and let Q be either a regular bounded domain of RY, or the torus
T%. We choose p > d’ and a € ((p + d')/2p,1). We denote X* = D((—~An)*)
the fractional power space® associated with the Laplacian operator Ay on LP(2)
with homogeneous Neumann boundary conditions. It is well known® that X is
continuously embedded in the Sobolev space W?2*P(Q)) and thus it is compactly
embedded in C'(€2). Let » > 1 and f € C"(Q x R x RY R). We consider the
parabolic equation

u(z,t) = Au(x, t) + f(z,u(z,t), Vu(z, t)), (x,t) € Q x (0,+00),

%(m) =0, (2,t) € 9Q x (0,4+0), (1.2)

u(z,0) = up(x) € X,

where 4(t) is the time-derivative of u(t).
Equation (1.2) defines a local dynamical system S¢(t) on X (see [41]) by setting
S¢(t)up = u(t). We assume moreover that there exist ¢ € C°(R4,Ry), € > 0 and

2To make the reading of this paper easier for the reader who is not familiar with dynamical systems
theory or with the study of PDEs, we add a short glossary at the end of the paper.
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K > 0 such that f satisfies

YR>0, V¢eR?, sup |f(x,2,8)| < e(R)(1+ [€[*79)
(z,2)EQX[—R,R]

and
VzeR, VzeQ, |z|>k = zf(z,2,0)<0.

Then, Eq. (1.2) defines a global dynamical system in X® which admits a compact
global attractor A (see [73]).

The reader, which is not familiar with partial differential equations, may neglect
all the technicalities about X ®, the Sobolev spaces and the parabolic equations in a
first reading. The most important point is that S¢(¢) is a dynamical system defined
on an infinite-dimensional function space. Compared with the finite-dimensional
case, new difficulties arise. For example, the existence of a compact global attractor
requires compactness properties, coming here from the smoothing effect of (1.2).
We also mention that, even if the backward uniqueness property holds, backward
trajectories do not exist in general for (1.2). The reader interested in the dynamics
of (1.2) may consult [25, 41, 35, 73] or [79].

The purpose of this paper is to emphasize the different relationships between the
dynamics of (1.1) and (1.2). The correspondence is surprisingly perfect. It can be
summarized in Table 1. This correspondence has already been noticed for some of
the properties of the table. We complete here the correspondence for all the known
properties of the dynamics of the parabolic equation. Table 1 will be discussed in
more details in Sec. 2 and, for cooperative systems, in Sec. 4. Some of the properties
presented in the table concerning finite-dimensional dynamical systems are trivial,
others are now well-known. However, the corresponding results for the parabolic
equation are more involved and some of them are very recent. These properties are
mainly based on Sturm—Liouville arguments and unique continuation properties for
the parabolic equations as explained in Sec. 3. The study of the dynamics generated
by vector fields in dimension d > 3 is still a subject of research. Taking into account
the correspondence presented in Table 1 should give a guideline for research on the
dynamics of the parabolic equations. Some examples of open questions are given
in Sec. 5.

We underline that we only consider the dynamics on the compact global attrac-
tors. Hence, we deal with dynamical systems on compact sets. It is important to be
aware of the fact that, even if the dimension of the compact global attractor A of
the parabolic equation (1.2) is finite, it can be made as large as wanted by choosing
a suitable function f. This is true even if ) is one-dimensional. Therefore, all the
possible properties of the dynamics of (1.2) do not come from the low dimension
of A but from properties, which are very particular to the flow of the parabolic
equations.

Finally, we remark that most of the results described here also hold in more
general frames than (1.1) and (1.2). For example, R? could be replaced by a compact
orientable manifold without boundary. We could also choose for (1.2) more general
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Table 1. The correspondence between the dynamics of vector fields and the ones of parabolic
equations.

ODE PDE
d=1 e Gradient dynamics Q= (0,1)

(Or more e Convergence to an equilibrium point

generally e Automatic transversality of stable and

tridiagonal unstable manifolds

cooperative e Genericity of Morse-Smale property

system of e Knowledge of the equilibrium points implies

ODEs) knowledge of the whole dynamics

e Dimension of the attractor equal to the
largest dimension of the unstable manifolds
e Realization of the ODE in the PDE

d=2 e Poincaré-Bendixson property Q=T!
General case e Automatic transversality of stable and General case
(Or more unstable manifolds of two hyperbolic critical
generally cyclic elements if one of them is a hyperbolic
tridiagonal periodic orbit or if both are equilibrium
cooperative points with different Morse indices.
system of e Non-existence of homoclinic orbits for
ODESs) periodic orbits

e Genericity of Morse-Smale property
e Realization of the ODE in the PDE

d=2 e Automatic transversality of stable and Q=T!
g radially unstable manifolds of equilibrium points flz,u, Vu) = f(u, Vu)
symmetric and periodic orbits

e No homoclinic orbit

e Knowledge of the equilibrium points and of
the periodic orbits implies knowledge of the
whole dynamics

e Genericity of the Morse-Smale property.

e Dimension of the attractor equal to the
largest dimension of the unstable manifolds

e Realization of the ODE in the PDE

d>3 e Existence of persistent chaotic dynamics dim(Q2) > 2
e Genericity of Kupka-Smale property
e Realization of the ODE in the PDE

Any d e Gradient dynamics Any Q
g=VG e Genericity of the Morse-Smale property flz,u, Vu) = f(x,u)
e Realization of a generic ODE in the PDE

boundary conditions than Neumann ones, or less restrictive growing conditions for
f- The domain 2 may be replaced by a bounded smooth manifold. Finally, notice
that the case Q = T can be seen as Q = (0,1)? with periodic boundary conditions.

2. Details and Comments about the Correspondence Table

We expect the reader to be familiar with the basic notions of the theory of dynamical
systems and flows. Some definitions are briefly recalled in the glossary at the end
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of this paper. For more precisions, we refer for example to [50, 57, 62, 81] or [85] for
finite-dimensional dynamics and to [37, 41, 82] or [36] for the infinite-dimensional
ones.

We would first like to give short comments and motivations concerning the
properties appearing in Table 1. Notice that we do not deal in this section with
the cooperative systems of ODEs. The properties of these systems are discussed in
Sec. 4.

A generic property of the dynamics is a property satisfied by a countable inter-
section of open dense subsets of the considered class of dynamical systems. Generic
dynamics represent the typical behavior of a class of dynamical systems. For finite-
dimensional flows, we mainly consider classes of the form (7)(t))scc1 (re re)- The
parameter is the vector field g, which belongs to the space C'(R? R?) endowed
with either the classical C' or the C! Whitney topology. Notice that the question
whether or not a property is generic for g € C"(R% R?) for some r > 2 may be
much more difficult than C' genericity. We will not discuss this problem here.
In some cases, we restrict the class of vector fields to subspaces of C!'(R? R9)
such as radially symmetric, gradient vector fields or cooperative systems. In a
similar way, for infinite-dimensional dynamics, we consider families of the type
(S5 (t)) fecr @xrxra ) Where C'(Q x R x R, R) is endowed with either the clas-
sical C' or the C! Whitney topology. For some results, we restrict the class of
nonlinearities f to homogeneous ones or to those, which are independent of the last
variable &.

Poincaré—Bendixson property and the convergence to an equilibrium or a peri-
odic orbit are properties related to the following question: how simple are the a- and
w-limit sets of the trajectories? For vector fields, the restriction of the complexity of
the limit sets may come from the restriction of freedom due to the low dimension of
the flow. As mentioned above, there is no restriction on the dimension of the global
attractor for the parabolic equations. The possible restrictions of the complexity of
the limit sets come from particular properties of the parabolic equations, see Sec. 3.

Hyperbolicity of equilibria and periodic orbits, tranversality of stable and unsta-
ble manifolds, Kupka—Smale and Morse—Smale properties are properties related to
the question of stability of the local and global dynamics respectively. Morse-Smale
property is the strongest one. It implies the structural stability of the global dynam-
ics: if the dynamical system T, () satisfies the Morse-Smale property, then for g
close enough to g, the dynamics of Tj(¢), restricted to its attractor Ay, are qualita-
tively the same as the ones of T, (t) on Ay, see [61, 63] and [62]. The same structural
stability result holds for parabolic equations satisfying the Morse-Smale property,
see [37, 36] and [60]. It is natural to wonder if almost all the dynamics satisfy these
properties, that is if these properties are generic.

The fact that the knowledge of the equilibria and the periodic orbits implies the
knowledge of the whole dynamics may be studied at different levels. Two equilibria
or periodic orbits being given, can we know if they are connected or not by a
heteroclinic orbit? Are two dynamics with the same equilibria and periodic orbits
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equivalent? Is there a simple algorithm to determine the global dynamics from the
position of the equilibria and the periodic orbits? These questions are among the
rare dynamical questions coming from the study of partial differential equations
and not from the study of vector fields. Indeed, for finite-dimensional dynamical
systems, the answers, either positive or negative, are too simple. In contrast, such
kinds of results are probably among the most amazing ones for the dynamics of the
parabolic equations.

The persistent chaotic dynamics and the fact that the dimension of the attractor
is equal to the largest dimension of the unstable manifolds, are related to the follow-
ing question: how complicated may be the dynamics? In general, the dimension of
the attractor of a dynamical system may be larger than the largest dimension of the
unstable manifolds. The classes of systems, where these dimensions automatically
coincide, are strongly constrained, which in some sense implies a simple behav-
ior. On the contrary, chaotic dynamics have very complicated behavior. Chaotic
dynamics may occur through several phenomena, and the notion of chaotic behav-
ior depends on the authors. In this paper, “persistent chaotic dynamics” refers to
the presence of a tranversal homoclinic orbit generating a Smale horseshoe (see [89]).
The persistent chaotic dynamics provide complicated dynamics, which cannot be
removed by small perturbations of the system. Such an open set of chaotic dynamics
is a counterexample to the genericity of the Morse—Smale systems.

The question of the realization of vector fields in the parabolic equations is as
follows: a vector field g € C"(R% RY) being given, can we find a function f and
an invariant manifold M C LP(Q) such that the dynamics of the parabolic equa-
tion (1.2) restricted to M is equivalent to the dynamics generated by the vector
field g7 A positive answer to this question implies that the dynamics of the con-
sidered class of parabolic equations is at least as complicated as the dynamics of
the considered class of vector fields. Such a realization result is very interesting
since, on the opposite, the other properties stated in Table 1 roughly say that
the dynamics of the parabolic equation (1.2) cannot be much more complicated
than the ones of the corresponding class of finite-dimensional flows. One has to
keep in mind that the manifold M, on which the finite-dimensional dynamics are
realized, is not necessarily stable with respect to the dynamics of the parabolic
equation. Typically, M cannot be stable if the finite-dimensional system contains
a stable periodic orbit, since all periodic orbits of (1.2) are unstable (see for
example [45]).

Now, we give short comments and references for the correspondences stated in
Table 1.
ed=1and Q=(0,1)

The dynamics generated by a one-dimensional vector field is very simple. Its attrac-
tor consists in equilibrium points and heteroclinic orbits connecting two of them.
The existence of these heteroclinic orbits is easily deduced from the positions of the
equilibrium points. Moreover, these heteroclinic connections are trivially transver-
sal. Finally, (1.1) is clearly a gradient system with associated Lyapunov functional
F(y) = — foy g(s)ds. As a consequence, the Morse—Smale property is equivalent



Similitude Between the Dynamics of ODEs and of Parabolic Equations 477

to the hyperbolicity of all the equilibrium points, which holds for a generic one-
dimensional vector field.

The dynamics Sf(t) generated by (1.2) for Q@ = (0, 1) is richer since its attractor
may have a very large dimension. However, these dynamics satisfy similar prop-
erties. These similarities are mainly due to the constraints coming from the non-
increase of the number of zeros of solutions of the linear parabolic equation (see
Theorem 3.1). Zelenyak has proved in [97] that S;(¢) admits an explicit Lyapunov
function and thus that it is gradient. He also showed that the w-limit sets of the
trajectories consist in single equilibrium points. In Proposition 3.2, we give a short
proof of this result, due to Matano. The fact that the stable and unstable manifolds
of equilibrium points always intersect transversally comes from Theorem 3.1 and
the standard Sturm-Liouville theory. This property has been first proved by Henry
in [40] and later by Angenent [2] in the weaker case of hyperbolic equilibria. As a
consequence of the previous results, the Morse-Smale property is equivalent to the
hyperbolicity of the equilibrium points and is satisfied by the parabolic equation on
(0,1) generically with respect to f. The most surprising result concerning (1.2) on
Q = (0,1) is the following one. Assuming that every equilibrium point is hyperbolic
and that the equilibrium points ey, ..., e, are known, one can say if two given equi-
libria e; and e; are connected or not by a heteroclinic orbit. This property has been
proved by Brunovsky and Fiedler in [12] for f = f(u) and by Fiedler and Rocha in
[21] in the general case. The description of the heteroclinic connections is obtained
from the Sturm permutation which is a permutation generated by the respective
positions of the values e;(0) and e;(1) of the equilibrium points at the endpoints
of @ = (0,1). The importance of Sturm permutation has been first underlined by
Fusco and Rocha in [28]. We also refer to the work of Wolfrum [96], which presents
a very nice formalism for this property. Fiedler and Rocha showed in [23] that
the Sturm permutation characterizes the global dynamics of (1.2) on (0,1). They
proved in [22] that it is possible to give the exact list of all the permutations which
are Sturm permutations for some nonlinearity f and thus to give the list of all the
possible dynamics of the parabolic equation on (0,1). The fact that the dimension
of the attractor is equal to the largest dimension of the unstable manifolds has
been shown by Rocha in [83]. The previous works of Jolly [46] and Brunovsky [11]
deal with the particular case f = f(u), but show a stronger result: the attractor
can be embedded in a C! invariant graph of dimension equal to the largest dimen-
sion of the unstable manifolds. Finally, let us mention that it is easy to realize any
one-dimensional flow in an invariant manifold of the semi-flow generated by the
one-dimensional parabolic equation. For example, in the simplest case of Neumann
boundary conditions as in (1.2), one can realize the flow of any vector field g as
the restriction of the dynamics of the equation @ = Au + g(u) to the subspace of
spatially constant functions.

e d=2 and Q =T!, general case
Even if they are richer than in the one-dimensional case, the flows generated by
vector fields on R? are constrained by the Poincaré-Bendixson property (see the
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original works of Poincaré [67] and Bendixson [7] or any textbook on ordinary
differential equations). In particular, this constraint precludes the existence of non-
trivial non-wandering points in Kupka—Smale dynamics. Due to the low dimension
of the dynamics, the stable and unstable manifolds of hyperbolic equilibria or peri-
odic orbits always intersect transversally if either one of the manifolds corresponds
to a periodic orbit or if the invariant manifolds correspond to two equilibrium
points with different Morse indices. Moreover, there is no homoclinic trajectory for
periodic orbits. Using these particular properties, Peixoto proved in [64] that the
Morse-Smale property holds for a generic two-dimensional vector field.

The first correspondence between two-dimensional flows and the dynamics of
the parabolic equation (1.2) on the circle 2 = T* has been obtained by Fiedler and
Mallet—Paret in [20]. They proved that the Poincaré-Bendixson property holds for
(1.2) on T!, by using the properties of the zero number (see Theorem 3.1). The
realization of any two-dimensional flow in a two-dimensional invariant manifold of
the parabolic equation on the circle has been proved by Sandstede and Fiedler
in [86]. Very recently, Czaja and Rocha have shown in [18] that the stable and
unstable manifolds of two hyperbolic periodic orbits always intersect transversally
and that there is no homoclinic connection for a periodic orbit. The other automatic
transversality results and the proof of the genericity of the Morse—Smale property
have been completed by the authors in [48] and [49)].

e d=2and Q =T, radial symmetry and T!-equivariance
When the vector field g satisfies a radial symmetry, the dynamics of the two-
dimensional flow generated by (1.1) becomes roughly one-dimensional. The closed
orbits consist in 0, circles of equilibrium points and periodic orbits being circles
described with a constant rotating speed. The dynamics are so constrained that
the closed orbits being given, it is possible to describe all the heteroclinic connec-
tions. Notice that no homoclinic connection is possible. We also underline that the
Morse-Smale property is generic in the class of radially symmetric vector fields.
If the two-dimensional radial vector fields are too simple to attract much atten-
tion, the corresponding case for the parabolic equation (1.2) on Q@ = T!' with
homogeneous nonlinearity f(x,u,d,u) = f(u,d,u) has been extensively studied.
Since Theorem 3.1 holds for (1.2) with any one-dimensional domain €2, it is natu-
ral to expect results for (1.2) on = T! similar to the ones obtained for (1.2)
on Q@ = (0,1). In particular, one may wonder if it is possible to describe the
global dynamics of (1.2) knowing the equilibria and the periodic orbits only. How-
ever, this property is still open for general nonlinearities f(z,u,0d,u) in the case
Q = T'. Moreover, if one believes in the correspondence stated in this paper, one
can claim that it is in fact false for a general nonlinearity f(z,u,d,u). There-
fore, it was natural to first study the simpler case of homogeneous nonlinearities
f = f(u,0ru). Indeed, the dynamics in this case are much simpler, in particular the
closed orbits are either homogeneous equilibrium points e(z) = e € R, or circles of
nonhomogeneous equilibrium points, or periodic orbits consisting in rotating waves
u(z,t) = u(z — ct) (notice the correspondence with the closed orbits of a radially
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symmetric two-dimensional flow). This property is a consequence of the zero number
property of Theorem 3.1 and has been proved in [4] by Angenent and Fiedler. The
works of Matano and Nakamura [55] and of Fiedler, Rocha and Wolfrum [24] show
that the unstable and stable manifolds of the equilibria and the periodic orbits
always intersect transversally and that no homoclinic orbit can occur. Moreover,
n [24], the authors give an algorithm for determining the global dynamics of the
parabolic equation (1.2) on = T! with homogeneous nonlinearity f = f(u, d,u).
This algorithm uses the knowledge of the equilibria and the periodic orbits only. In
[84], Rocha also characterized all the dynamics, which may occur. Due to the auto-
matic transverse intersection of the stable and unstable manifolds and due to the
possibility of transforming any circle of equilibrium points into a rotating periodic
orbit (see [24]), one can show that the Morse-Smale property holds for the parabolic
equation on T* for a generic homogeneous nonlinearity f(u,d,u) (see [48]). Finally,
the realization of any radially symmetric two-dimensional flow in the dynamics of
(1.2) on T! for some f = f(u,d,u) and the fact that the dimension of the attractor
is equal to the largest dimension of the unstable manifolds are shown in [36].

e d >3 and dim(2) > 2

The genericity of the Kupka-Smale property for vector fields in R, d > 3, has been
proved independently by Kupka in [51] and by Smale in [88]. Their proofs have
been simplified by Peixoto in [65] (see [1] and [62]). The strong difference with the
lower dimensional vector fields is that, when d > 3, (1.1) may admit transversal
homoclinic orbits consisting in the transversal intersection of the stable and unstable
manifolds of a hyperbolic periodic orbit. The existence of such an intersection is
stable under small perturbations and yields a Smale horseshoe containing an infinite
number of periodic orbits and chaotic dynamics equivalent to the dynamics of the
shift operator, see [89]. Therefore, the Morse-Smale property cannot be dense in
vector fields on R? with d > 3. Even worse, the set of vector fields, whose dynamics
are structurally stable under small perturbations, is not dense (notice that this set
contains the vector fields satisfying the Morse-Smale property). Indeed, as shown
in [33], there exists an open set U of vector fields of R® and a foliation of U by
2-codimensional leaves (Uy)er2 such that each g € U admits a Lorenz attractor A,
and such that the dynamics of two attractors A, and Aj are qualitatively equivalent
if and only if ¢ and g belong to the same leave U). The possible presence of other
chaotic dynamics such as Anosov systems or wild dynamics is also noteworthy,
see [5, 56] and [9]. For the interested reader, we refer to [81] or [90].

The genericity of the Kupka—Smale property for the parabolic equation (1.2) on
any domain € is proved by Brunovsky and both authors in [13]. There exist several
results concerning the embedding of the finite-dimensional flows into the parabolic
equations. Polacik has shown in [69] that any ordinary differential equation on R?
can be embedded into the flow of (1.2) for some f and for some domain Q C R9.
The constraint that the dimension of 2 is equal to the dimension of the imbedded
flow is removed in [70], however the result concerns a dense set of flows only. A
similar result has been obtained by Dancer and Pold¢ik in [19] for homogeneous
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nonlinearities f(u, Vu) (see also [74]). These realization results imply the possible
existence of persistent chaotic dynamics in the flow of the parabolic equation (1.2)
as soon as 2 has a dimension larger than one: transversal homoclinic orbits, Anosov
flows on invariant manifolds of any dimension, Lorenz attractors etc.

e Gradient case
When g is a gradient vector field VG with G € C*(R%, R), then —G is a strict
Lyapunov function and (1.1) is a gradient system. In this case, the Kupka—
Smale property is equivalent to the Morse-Smale property. The genericity of the
Morse—Smale property for gradient vector fields has been obtained by Smale in [87].
In the case where the nonlinearity f € C"(Q2 x R,R) (that is, f = f(x,u) does
not depend on Vu) the parabolic equation (1.2) admits a strict Lyapunov function
given by E(u) = [(3|Vu(z)]* — F(z,u(z)))dx, where F(z,u) fo (x,s)ds is
a primitive of f, and hence generates a gradient system. Brunovsky and Polacik
have shown in [14] that the Morse-Smale property holds for the parabolic equation,
generically with respect to f(x,u). It is noteworthy that the Morse—Smale property
is no longer generic if one restricts the nonlinearities to the class of homogeneous
functions f = f(u) (see [72]). Poldcik has shown in [71] that any generic gradient
vector field of R? can be realized in the flow of the parabolic equation (1.2) on a
bounded domain of R? with an appropriate nonlinearity f(z,u). The paper [71] also
contains the realization of particular dynamics such as non-transversal intersections
of stable and unstable manifolds.

e Caveat: general ODEs or cooperative systems?

In Table 1, we have given the striking correspondence between the flow generated by
Eq. (1.1) and the semiflow generated by the parabolic equation (1.2). In addition, we
have pointed out that some classes of cooperative systems are also involved in this
correspondence. In fact, the reader should be aware that the dynamics of (1.2) is
much closer to the ones of a cooperative system than to the ones of the general vec-
tor field (1.1). Indeed, the semiflow S (t) generated by the parabolic equation (1.2)
belongs to the class of strongly monotone semiflows, which means that this semiflow
has more constraints than the flow T, (t) generated by a general vector field g (see
Sec. 4). That is why, it could be more relevant to write Table 1 in terms of coopera-
tive systems only (for example, by replacing the case of the general ODE with d > 3
by the case of a cooperative system of ODEs in dimension d > 4). However, we
have chosen to mainly write Table 1 in terms of general ODEs for several reasons:

— as far as the properties stated in Table 1 are concerned, there is no difference
between the dynamics of a general ODE and the ones of a parabolic PDE;,

— the dynamics of general ODEs are common knowledge, whereas speaking in
terms of cooperative systems may not give a good insight of the dynamics
of (1.2),

— not all the properties stated in Table 1 are known for the class of cooperative
systems (for example the genericity of Kupka—Smale property is not yet known
for d > 4).
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3. Zero Number and Unique Continuation Properties
for the Scalar Parabolic Equation

The results presented in Table 1 and in Sec. 2 strongly rely on properties specific
to the parabolic equations. The purpose of this section is to give a first insight of
these particular properties and of their use, to the reader.

Dynamical systems generated by vectors fields are flows on R?, whereas the
phase-space of the parabolic equation is an infinite-dimensional space X°. It is
important to be aware of the fact that the parabolic equations generate only a
small part of all possible dynamical systems on the Banach space X®. On one
hand, this implies less freedom in perturbing the dynamics and hence in obtaining
density results. In particular, whereas one can easily construct perturbations of a
vector field g which are localized in the phase space R?, the perturbations of the
nonlinearity f act in a nonlocal way on X (many different functions u can have the
same values of u and Vu at a given point x). Therefore, it is important to obtain
unique continuation results in order to find values (x,u, Vu), which are reached
only once by a given periodic, heteroclinic or homoclinic orbit. On the other hand,
the small class of dynamics generated by the parabolic equations admits special
properties. These properties may in particular yield the constraints, which make
the dynamics similar to the ones of low-dimensional vector fields.

The scalar parabolic equation in space dimension one (2 = (0, 1) or T') satisfies
a very strong property: the number of zeros of the solutions of the linearized equa-
tion is nonincreasing in time. This property is often called Sturm property since
its idea goes back to Sturm [95] in 1836. There are different versions of this result,
which have been proved by Nickel [58], Matano [53, 54], Angenent and Fiedler [3, 4]
and Chen [16] (see also [30] for a survey). By similar techniques, a geometrical result
on braids formed by solutions of the one-dimensional parabolic equation is obtained
in [32].

Theorem 3.1. Let Q = (0,1) with Neumann boundary conditions or @ = T'. Let
T>0,acWh?(Qx[0,T],R) and b € L>®(Q x [0,T],R). Let v:Q x (0,T) — R
be a bounded nontrivial classical solution of

Orv = 92,0 + a(w, 1)0ev + b, t)v,  (2,t) € @ x (0, 7).

Then, for any t € (0,T), the number of zeros of the function x € Q — v(z,t) is
finite and non-increasing in time. Moreover, it strictly decreases at t = to if and
only if x — v(x,tg) has a multiple zero.

Theorem 3.1 is the fundamental ingredient of almost all the results given in
Table 1 in the cases Q = (0,1) and Q = T!. It can be used either as a strong
comparison principle or as a strong unique continuation property, as shown in the
following examples of applications. General surveys can be found in [25, 35] and [36].

In the first application presented here, Theorem 3.1 is used as a strong maximum
principle. In some sense, it yields an order on the phase space which is preserved
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by the flow. This illustrates how Theorem 3.1 may imply constraints similar to the
ones of low-dimensional vector fields. The following result was first proved in [97]
and the proof given here comes from [53] (see also [25]).

Proposition 3.2. Let Q = (0,1), let up € X< and let u(x,t) be the correspond-
ing solution of the parabolic equation (1.2) with homogeneous Neumann boundary
conditions. The w-limit set of ug consists of a single equilibrium point.

Proof. We first notice that v(x,t) = dyu(x,t) satisfies the equation

opv(z,t) = 92, v(w,t) + fl(x, u(z,t), Opu(w,t))v(z,t)

+ fo,u (@, ulx, ), Opu(x, t))0pv(z, t).

Due to the Neumann boundary conditions, we have 9,u(0,t) = 02,u(0,t) =
0,v(0,t) = 0 for all ¢ > 0. In particular, as soon as v(0,t) = 0, v(¢) has a dou-
ble zero at © = 0. Due to Theorem 3.1, either v is a trivial solution, that is v =0
for all ¢, and w is an equilibrium point, or v(0,¢) vanishes at most a finite number
of times since v(t) can have a multiple zero only a finite number of times. Assume
that u is not an equilibrium, then «(0, ¢) must be monotone for large times and thus
converges to a € R. Any trajectory w in the w-limit set of uy must hence satisfy
w(0,t) = a for all ¢. Therefore, dyw(0,t) = 0 for all ¢ and dyw(0,t) has a multiple
zero at x = 0 for all times. Using Theorem 3.1, we deduce as above that w is an
equilibrium point of (1.2). But there exists at most one equilibrium w satisfying
w(0) = a and the Neumann boundary condition d,w(0) = 0. Therefore, the w-limit
set of ug is a single equilibrium point w. O

The second application comes from [48]. It shows how Theorem 3.1 can be
used as a unique continuation property. This kind of property roughly says that,
if two solutions coincide too much near a point (zo,tp), then they must be equal
everywhere. The motivation beyond this example of application is the following.
We consider a time-periodic solution of (1.2) on = T!. The problem is to find a
perturbation of the nonlinearity f, which makes this periodic orbit hyperbolic. As
enhanced above, such a perturbation is nonlocal in the phase space of (1.2). To be
able to perform perturbation arguments, it is important to show that one can find
a perturbation of f which acts only locally on the periodic orbit. To this end, one
proves the following result.

Proposition 3.3. Let p(z,t) be a periodic orbit of (1.2) on Q=T!. Let T > 0 be
its minimal period. Then, the map

(z,t) € T x [0,T) — (z,p(x,t), Oup(z,t))

18 one-to-one.

Proof. Assume that this map is not injective. Then there exist xq, to € [0,T) and
t1 € [O,T), to 7é t1 such that

p(xo,to) = p(xo,t1) and 0xp(xo,to) = 0zp(xo,1t1).
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The function v(z,t) = p(x,t +t1 —to) — p(x,t) is a solution of the equation
Opv(z,t) = Ozv(x, t) + a(z, t)v(z, t) + bz, t)0gv(x, t),

where a(z,t) fo f’ (z,p(z,t) + s(p(z,t + t1 — to) — p(x, 1)), 0xp(x, t +t1 — to))ds
and b(x, 1) fo (x,p(x,t), 05 (p(x, t) + s(p(x, t +t1 — to) — p(x, t)))ds. Moreover,
the functlon v(z, t) satisfies v(xo,t0) = 0 and J,v(xg,t0) = 0 and does not vanish
everywhere since |t; — tp| < T. Due to Theorem 3.1, the number of zeros of v(t)
drops strictly at ¢t = to and never increases. However, v(t) is a periodic function of
period T, and thus, its number of zeros is periodic. This leads to a contradiction
and proves the proposition. O

In a domain Q of dimension d’ > 2, there is no known counterpart for
Theorem 3.1 as shown in [29]. In particular, Proposition 3.3 does no longer hold.
However, to be able to construct relevant perturbations of periodic orbits, one needs
a result similar to Proposition 3.3, even if weaker. The following result can be found
in [13]. Its proof is based on a generalization of the arguments of [38] and on unique
continuations properties of the parabolic equations.

Theorem 3.4. Let p(x,t) be a periodic orbit of (1.2) with minimal period T > 0.
There exists a generic set of points (xo,to) € Q x [0,T) such that if t € [0,T)
satisfies p(xo,t) = p(xo,to) and Vp(xo,t) = Vp(xo,to), then t = tg.

4. Cooperative Systems of ODEs

We consider a system of differential equations

g(t) = g(y(t), y(0) =yo € RV, (4.1)

where g = (g;)i=1... n is a C* vector field.

Due to the analogy with biological models, the following definitions are natural.
We say that (4.1) is a cooperative (respectively competitive) system if for any y € RY
andi # j, 5 agl (y) is non-negative (respectively non-positive) and the matrix (gij]; )(y)
is 1rredu01ble i.e. it is not a block diagonal matrix (the simpler assumption that all

891 (y) are positive is sometimes made instead of the irreducibility).

We say that (4. 1) is a tridiagonal system if ag; =0 for |i — j| > 2 and a cyclic

tridiagonal system if the indices 7 and j are considered modulo NV, i.e. if, in addition,
we allow gygzlv and %QTJI’ to be nonzero. For the reader interested in cooperative
systems, we refer to [94].

In this section, we only consider cooperative systems. However, notice that, by
changing t into —t or y; into —y;, we obtain similar results for competitive systems
and for systems with different sign conditions.

The dynamics of cooperative systems may be as complicated as the dynamics of
general vector fields. Indeed, Smale has shown in [91] that any vector field in RV 1

can be realized in an invariant manifold of a cooperative system in RY. Notice

the coefficients
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that this realization result implies that any one-dimensional vector field can be
imbedded in a tridiagonal cooperative system and any two-dimensional vector field
can be imbedded in a cyclic tridiagonal cooperative system. This explains why we
present the tridiagonal cooperative systems in Table 1 as generalization of one- and
two-dimensional vector fields.

However, the dynamics of a cooperative system (4.1) is really different from
the ones of the general ODE (1.1) since a cooperative system generates a strongly
monotone flow, that is, a flow which preserves a partial order. It is noteworthy
that the semiflow Sy (t) generated by the parabolic equation (1.2) also belongs to
the class of strongly monotone semiflows (it preserves the order of X induced by
the classical order of CY(£2)). Therefore, the semiflow of (1.2) is much closer to the
one of the cooperative system (4.1), both admitting more constraints than the flow
T,(t) generated by a general vector field g. In [42] and [45] for example, Hirsch has
shown that almost all bounded trajectories of a strongly monotone semiflow are
quasiconvergent, that is, their w-limit sets consist only of equilibria. More precisely,
all initial data, which have bounded nonquasiconvergent trajectories, form a meager
subset (that is, the complement of a generic subset) of the phase space. Later, in
[68], Polacik has proved that the set of all initial data ug € X, which have bounded
nonconvergent trajectories in the semiflow of the parabolic equation (1.2), is meager
in X

Moreover, since the works of Hirsch and Smillie, it is known that the dynamics
of cooperative systems, which are in addition tridiagonal, are very constrained in
any dimension N. Indeed, in [43, 44] and [92], strong properties of the limit sets
of cooperative systems are proved. In particular, any three-dimensional coopera-
tive system satisfies the Poincaré—Bendixson property and the trajectory of any
tridiagonal cooperative system converges to a single equilibrium point. Inspired by
the articles of Henry and Angenent about the parabolic equation on (0, 1), Fusco
and Oliva (see [26]) showed a theorem similar to Theorem 3.1 (see [93] for a more
general statement).

Theorem 4.1. Let N be the set of vector y € RN such that, for all i =1,..., N,
either y; # 0 or y; = 0 and y;—1y;+1 < 0 (where yo = yyy1 = 0). For every y € N,
we set N(y) to be the number of sign changes for y;, when i goes from 1 to N. Let
y(t) # 0 be a solution of

y(t) = A)y(®), (4.2)

where A € C°(R, My (R)) satisfies A;j(t) >0 for allt € R and all i # j.
Then, the times t where y(t) € N are isolated and, if y(to) &€ N, then, for every
e > 0 small enough, N(y(t +¢)) < N(y(t —¢)).

In other words, the number of sign changes of the solutions of the linear equation
(4.2) is non-increasing in time and strictly drops at ¢, if and only if y(¢o) has in some
sense a multiple zero. The parallel with Theorem 3.1 is of course striking. Using
Theorem 4.1, Fusco and Oliva have shown that the stable and unstable manifolds of
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equilibrium points of a tridiagonal cooperative system always intersect transversally.
As a consequence, the Morse-Smale property is generic in the class of tridiagonal
cooperative systems.

Theorem 4.1 also holds for cyclic tridiagonal cooperative systems, see [27] and
[93]. Using this fundamental property, Fusco and Oliva have shown in [27] that
the stable and unstable manifolds of periodic orbits of cyclic tridiagonal cooper-
ative systems always intersect transversally. In addition, Mallet-Paret and Smith
have shown in [52] that cyclic tridiagonal cooperative systems satisfy the Poincaré-
Bendixson property. Notice that, following [48] and [49], one should be able to
prove the genericity of the Morse-Smale property for cyclic tridiagonal cooperative
systems. This has been proved very recently by Percie du Sert (see [66]).

Considering all these results, it is not surprising that there exists a paral-
lel between tridiagonal cooperative systems and the parabolic equation on (0, 1).
Indeed, consider a solution v of the linear one-dimensional parabolic equation

o(x,t) = 02, v(x, t) + a(z, t)0.v(2, t) + bz, )v(x,t), (v,t) ER xRy,  (4.3)
We discretize the segment (0, 1) by a sequence of points xp = (k—1)/(N — 1) with

k=1,...,N. The natural approximation of v is given by y; &~ v(zx) solution of
. t) — 2y(t) + yr—1( —
in(ty = Lt 2D E 0@ | e 20y ), ()

where ay(t) = a(zk,t), bp(t) = b(zk,t) and h = 1/(N — 1). If h is small enough,
(4.4) is a tridiagonal cooperative system. The relation between Theorems 3.1 and
4.1 is obvious in this framework.

5. Beyond Kupka—Smale and Other Open Problems

One of the main goals of the study of dynamical systems is to understand the
behavior of a generic dynamical system. The most recent results concerning the
parabolic equations are related to the genericity of Kupka—Smale property. However,
such a property cannot give a good insight of the complex and chaotic dynamics
that may be generated by homoclinic connections. For this reason, the study of
finite-dimensional flows has been pursued further the Kupka—Smale property and
is still in progress. The corresponding results should serve as a guideline for the
study of the flow generated by the parabolic equation (1.2).

As for vector fields, going beyond the Kupka—Smale genericity property for
scalar parabolic equations will be an important and difficult problem. For vector
fields, one of the main steps for this purpose is Pugh’s closing lemma: if p is a
non-wandering point of the dynamical system T, (t) generated by (1.1), then there
exists a Cl-perturbation g of g such that p is a periodic point of Tj(¢) (the case of a
C"-perturbation with r > 2 is still open). The proof of Pugh in [75] concerns discrete
dynamical systems. It has been adapted to the case of flows by Pugh and Robinson
in [77] (see also [80] for an introduction to the proof). A direct consequence of
Pugh closing lemma is the general density theorem: for a generic finite-dimensional
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flow, the non-wandering points are the closure of the periodic points (see [76] and
[81]). Other connecting lemmas have been proved by Hayashi [39] and Bonatti
and Crovisier [8]. They enable a better understanding of generic dynamics. For
example, the class of finite-dimensional dynamical systems which either satisfy the
Morse-Smale property or admit a transversal homoclinic connection is generic (see
[78, 10] and [17] for discrete dynamical systems in dimensions d = 2, d = 3 and
d > 4 respectively, and see [6] for three-dimensional flows). Obtaining similar results
for the flow of the parabolic equation should be a very interesting and difficult
challenge.

Other interesting open problems concern the realization of finite-dimensional
dynamics in the semiflow of parabolic equations. Indeed, we only know that one
can realize the dynamics of a dense set of general ODEs in the flow of a parabolic
equation (1.2) on a two-dimensional domain. One may wonder if it is possible to
realize the dynamics of all ODEs. Since the parallel between parabolic equations
and cooperative systems is stronger, the following strong realization conjecture may
be more plausible: any flow of a cooperative system of ODEs can be realized in an
invariant manifold of the flow of a parabolic equation (1.2) on a two-dimensional
domain.

Finally, the genericity of the Morse- and Kupka—Smale properties is also an inter-
esting problem for other classes of partial differential equations. The genericity of
the Morse—Smale property is known for the wave equations i + yu = Au + f(z,u)
with constant damping v > 0 (see [15]) and with variable damping ~v(z) > 0
in space dimension one (see [47]). We recall that, in both cases, the associated
dynamical system is gradient. Nothing is known for other classes of PDEs, in par-
ticular for the equations of fluids dynamics and for systems of parabolic equations
U= AU+ f(x,U), with U(z,t) € RN In all these cases, the main problem consists
in understanding how the perturbations act on the phase plane of the PDE. Either
one proves unique continuation results similar to Theorem 3.4 in order to be able
to use local perturbations of the flow (as in [48, 49] and [13]), or one uses particular
nonlocal perturbations in a very careful way (as in [14, 15] and [47]).

6. Glossary

In this section, S(t) denotes a general continuous dynamical system on a Banach
space X . An orbit of S(t) is denoted by z(t) = S(t)zo with ¢ € I, where I = [0, +00),
I = (—o00,0]or I = (—00,400) in the case of a positive, negative or global trajectory
respectively.

Compact global attractor: If it exists, the compact global attractor A4 of S(t)
is a compact invariant set which attracts all the bounded sets of X. Notice that A
is then the set of all the bounded global trajectories. See [34].

o~ and w-limit sets: Let zp € X. The o-limit set a(xo) and the w-limit set w(zo)
of x( are the sets of accumulation points of the negative and positive orbits coming
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from xg respectively. More precisely,

a(zg) = {x € X/3(tn)nen, tn, —— —oo and a negative trajectory x(t)

n—oo

such that x(0) = ¢ and xz(t,) —— x},

n—oo

w(zg) = {x € X/3(tn)nen, tn — =+ such that S(t,)zo —— x}

n—oo
The limit sets a(zp) and w(zg) are non-empty connected compact sets.

Homoclinic or heteroclinic orbit: Let z(t) = S(t)zo be a global trajectory
of S(t). Assume that the a- and w-limit sets of o exactly consists in one orbit,
denoted z_ (t) and x4 (t) respectively, this orbit being either an equilibrium point or
a periodic orbit. The trajectory z(t) is said to be a homoclinic orbit if x_(t) = x4 (t)
and a heteroclinic orbit if z_ (t) # x4 (t).

Backward uniqueness property: S(¢) satisfies the backward uniqueness prop-
erty if for any time to > 0 and any trajectories x1(f) and z2(t), x1(to) = x2(to)
implies x1(t) = x2(t) for all ¢ € [0,ty]. Notice that this does not mean that S(t)
admits negative trajectories.

Hyperbolic equilibrium points or periodic orbits: An equilibrium point e of
S(t) is hyperbolic if the linearized operator  — D.S(1)x has no spectrum on the
unit circle. Let p(t) be a periodic solution of S(¢) with minimal period T'. For each
z € X, we denote t — II(¢,0)z the corresponding trajectory of the linearization of
S(t) along the periodic solution p(t). Then, p(t) is said to be hyperbolic if the linear
map z — II(T, 0)z has no spectrum on the unit circle except the eigenvalue 1 which
is simple. Remark that then, for any integer k # 0, the linear map x +— II(kT,0)x
has no spectrum on the unit circle except the eigenvalue 1 (which is simple).

Stable and unstable manifolds: Let ¢ be a hyperbolic equilibrium point of S(t).
There exists a neighborhood N of e such that the set

Wie.(e) = {zo € X, 3 a negative trajectory x(t) with z(0) = zo
and Vit <0, z(t) € N'}

is a submanifold of X, in which all negative trajectories converge to e when
t goes to —oo. The manifold W% (e) is called the local unstable manifold of
e. Pushing W* (e) by the flow S(t), one can define the (global) unstable set
Wt (e) = U>0S(t) Wk (e), which consists in all the negative trajectories converg-
ing to e when ¢ goes to —oo. This unstable set W*(e) is an immersed submanifold
under suitable properties. For instance, backward uniqueness properties are needed
to extend the manifold structure.



488 R. Joly & G. Raugel

In the same way, one defines the local stable manifold
We.(e)={xo € X, Vt >0, S(t)xg € N'}

= {xo €X , Vt>0, S{t)xg € N and S(t)xo P e}.
General partial differential equations (and parabolic equations in particular) do
not admit negative trajectories. Therefore, it is less easy to extend the local stable
manifold to a global stable manifold. However, one can define the stable set W*(e)
of e as follows:
We(e) = {xo € X, S(t)xo P—— e}.

Under suitable additional properties (which are satisfied by the parabolic equation
(1.2)), one can show that W9(e) is also an immersed submanifold. For instance,
backward uniqueness properties of the adjoint dynamical system S*(t) on X* and
finite-codimensionality of W} _(e) are needed (see [41] for more details).

If p(t) is a hyperbolic periodic orbit, one defines its unstable and local stable
manifolds in the same way. See for example [62] for more details.

Non-wandering set: A point xg € X is non-wandering if for any neighborhood
N 3 xy and any time £y > 0, there exists ¢ > to such that S(H)N NN # 0.

The Kupka—Smale and Morse—Smale properties: S(t) satisfies the Kupka—
Smale property if all its equilibrium points and periodic orbits are hyperbolic and
if their stable and unstable manifolds intersect transversally. It satisfies the Morse—
Smale property if in addition its non-wandering set consists only in a finite number
of equilibrium points and periodic orbits. We refer to [62] for more precisions on
these notions.

Gradient dynamical systems: S(¢) is gradient if it admits a Lyapunov func-
tional, that is a function ® € C%(X,R) such that, for all zg € X, t — ®(S(t)x0) is
non-increasing and is constant if and only if xg is an equilibrium point. We recall
that a gradient dynamical system does not admit periodic or homoclinic orbits.

Cooperative system of ODEs: See Sec. 4.

Generic set and Baire space: A generic subset of a topological space Y is a set
which contains a countable intersection of dense open subsets of Y. A property is
generic in Y if it is satisfied for a generic set of Y. The space Y is called a Baire
space if any generic set is dense in Y. In particular, a complete metric space is a
Baire space.

Whitney topology: Let £ > 0 and let M be a Banach manifold. The Whitney
topology on C¥(M,R) is the topology generated by the neighborhoods

{g € C*(M,R), |Dif(x) — Dig(x)| < é(z), Vi {0,1,...,k}, Vo€ M},
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where f is any function in C¥(M,R) and § is any positive function in
CF(M, (0,40o0)). Notice that C*(M,R) endowed with the Whitney topology is a
Baire space even if it is not a metric space when M is not compact. We refer for
instance to [31].

The fractional power space X%: Let A be a positive self-adjoint operator with
compact inverse on L?(Q). Let ()\,) be the sequence of its eigenvalues, which are
positive, and let (¢,,) be the corresponding sequence of eigenfunctions, which is an
orthonormal basis of L?(2). For each o € R, we define the fractional power of A
by A(Y,, enon) = 3., cnA%pn. In particular, A® = Id and A' = A. The space X
is the domain of A that is

X« :{gp ceL3(Q), ¢ = chgpn such that (¢, AY) € éz(N)}.

It is possible to define fractional powers of more general operators, called sectorial
operators, see [41].

The Sobolev space W*P(Q): If s is a positive integer, W*P(2) is the space of
(classes of) functions f € LP(Q), which are s times differentiable in the sense of
distributions and whose derivatives up to order s belong to LP(£2). It is possible to
extend this notion to positive numbers s which are not integers by using interpola-
tion theory.

Unique continuation properties: Let us consider a partial differential equation
on 2 and let u(x,t) be any solution of it. A unique continuation property for this
PDE is a result stating that if u(z,¢) vanishes on a subset of 2 x Ry which is too
large in some sense, then u(x,t) must vanish for all (z,¢) in Q x Ry.

Acknowledgments

The authors are very grateful to Sylvain Crovisier and Lucien Guillou for fruitful
discussions.

References

1. R. Abraham and J. Robbin, Transversal Mappings and Flows (W. A. Benjamin, 1967).

2. S. B. Angenent, The Morse-Smale property for a semilinear parabolic equation, J.
Differential Equations 62 (1986) 427-442.

3. S. B. Angenent, The zero set of a solution of a parabolic equation, J. Reine
Angew. Math. 390 (1988) 79-96.

4. S. B. Angenent and B. Fiedler, The dynamics of rotating waves in scalar reaction
diffusion equations, Trans. Amer. Math. Soc. 307 (1988) 545-568.

5. D. V. Anosov, Geodesic flows on closed Riemannian manifolds of negative curvature,
Trudy Mat. Inst. Imeni V. A. Steklova 90 (1967) 3-210.

6. A. Arroyo and F. Rodriguez Hertz, Homoclinic bifurcations and uniform hyperbolicity
for three-dimensional flows, Ann. Inst. H. Poincaré, Anal. Non Linéaire 20 (2003)
805-841.



490 R. Joly & G. Raugel

7.

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

253.

26.

27.

28.

29.

I. Bendixson, Sur les courbes définies par des équations différentielles, Acta Math. 24
(1901) 1-88.

C. Bonatti and S. Crovisier, Récurrence et généricité, Invent. Math. 158 (2004)
33-104.

C. Bonatti and L. Diaz, Connexions hétéroclines et généricité d’une infinité de puits
et de sources, Ann. Sci. Ecole Norm. Sup. 32 (1999) 135-150.

C. Bonatti, S. Gan and L. Wen, On the existence of non-trivial homoclinic classes,
Ergodic Theory Dynam. Systems 27 (2007) 1473-1508.

P. Brunovsky, The attractor of the scalar reaction diffusion equation is a smooth
graph, J. Dynam. Differential Equations 2 (1990) 293-323.

P. Brunovsky and B. Fiedler, Connecting orbits in scalar reaction diffusion equations.
I1. The complete solution, J. Differential Equations 81 (1989) 106-135.

P. Brunovsky, R. Joly and G. Raugel, Generic Kupka—Smale property for the parabolic
equations, in preparation.

P. Brunovsky and P. Pold¢ik, The Morse-Smale structure of a generic reaction-
diffusion equation in higher space dimension, J. Differential Equations 135 (1997)
129-181.

P. Brunovsky and G. Raugel, Genericity of the Morse-Smale property for damped
wave equations, J. Dynam. Differential Equations 15 (2003) 571-658.

X.-Y. Chen, A strong unique continuation theorem for parabolic equations, Math.
Ann. 311 (1998) 603-630.

S. Crovisier, Birth of homoclinic intersections: A model for the central dynamics of
partially hyperbolic systems, Ann. of Math. 172 (2010) 1641-1677.

R. Czaja and C. Rocha, Transversality in scalar reaction-diffusion equations on a
circle, J. Differential Equations 245 (2008) 692-721.

E. N. Dancer and P. Polacik, Realization of vector fields and dynamics of spatially
homogeneous parabolic equations, Mem. Amer. Math. Soc. 140 (1999) n°668.

B. Fiedler and J. Mallet-Paret, A Poincaré-Bendixson theorem for scalar reaction-
diffusion equations, Arch. Rational Mech. Anal. 107 (1989) 325-345.

B. Fiedler and C. Rocha, Heteroclinic orbits of semilinear parabolic equations,
J. Differential Equations 125 (1996) 239-281.

B. Fiedler and C. Rocha, Realization of meander permutations by boundary value
problems, J. Differential Equations 156 (1999) 282-308.

B. Fiedler and C. Rocha, Orbit equivalence of global attractors of semilinear parabolic
differential equations, Trans. Amer. Math. Soc. 352 (2000) 257-284.

B. Fiedler, C. Rocha and M. Wolfrum, Heteroclinic orbits between rotating waves
of semilinear parabolic equations on the circle, J. Differential Equations 201 (2004)
99-138.

B. Fiedler and A. Scheel, Spatio-temporal dynamics of reaction-diffusion patterns, in
Trends in Nonlinear Analysis (Springer-Verlag, 2003), pp. 23-152.

G. Fusco and W. M. Oliva, Jacobi matrices and transversality, Proc. Roy. Soc. Edin-
burgh Sect. A 109 (1988) 231-243.

G. Fusco and W. M. Oliva, Transversality between invariant manifolds of periodic
orbits for a class of monotone dynamical systems, J. Dynam. Differential Equations
2 (1990) 1-17.

G. Fusco and C. Rocha, A permutation related to the dynamics of a scalar parabolic
PDE, J. Differential Equations 91 (1991) 111-137.

G. Fusco and S. M. Verduyn Lunel, Order structures and the heat equation,
J. Differential Equations 139 (1997) 104-145.



30.

31.

32.

33.

34.

35.

36.

37.

38.

39.

40.

41.

42.

43.

44.

45.

46.

47.

48.

49.

50.

51.

52.

53.

Similitude Between the Dynamics of ODEs and of Parabolic Equations 491

V. A. Galaktianov and P. J. Harwin, Sturm’s theorems on zero sets in nonlinear
parabolic equations, in Sturm Liouville Theory: Past and Present, eds. W. O. Amrein,
A. M. Hinz and D. B. Pearson (Birkh&user-Verlag, 2005).

M. Golubitsky and V. Guillemin, Stable Mapping and Their Singularities, Graduate
Texts in Mathematics, Vol. 14 (Springer-Verlag, 1973).

R. W. Ghrist and R. C. Vandervorst, Scalar parabolic PDEs and braids, Trans. Amer.
Math. Soc. 361 (2009) 2755-2788.

J. Guckenheimer and R. F. Williams, Structural stability of Lorenz attractors, Publ.
Math. Inst. Hautes Etudes Sci. 50 (1979) 59-72.

J. K. Hale, Asymptotic Behavior of Dissipative Systems, Mathematical Surveys and
Monographs, Vol. 25 (Amer. Math. Soc., 1988).

J. K. Hale, Dynamics of a scalar parabolic equation, Canad. Appl. Math. Quart. 5
(1997) 209-305.

J. K. Hale, R. Joly and G. Raugel, book in preparation.

J. K. Hale, L. Magalhaes and W. Oliva, An Introduction to Infinite Dimensional
Dynamical Systems, Applied Mathematical Sciences, Vol. 47 (Springer-Verlag, 1984);
Second edition, Dynamics in Infinite Dimensions (Springer-Verlag, 2002).

R. Hardt and L. Simon, Nodal sets for solutions of elliptic equations, J. Differential
Geom. 30 (1989) 505-522.

S. Hayashi, Connecting invariant manifolds and the solution of the C! stability and
Q-stability conjectures for flows, Ann. Math. 145 (1997) 81-137.

D. B. Henry, Some infinite-dimensional Morse-Smale systems defined by parabolic
partial differential equations, J. Differential Equations 59 (1985) 165-205.

D. Henry, Geometric Theory of Semilinear Parabolic Equations, Lecture Notes in
Mathematics, Vol. 840 (Springer-Verlag, 1981).

M. W. Hirsch, Differential equations and convergence almost everywhere in strongly
monotone semiflows, Contemp. Math. 17 (1983) 267—-285.

M. W. Hirsch, Systems of differential equations which are competitive or cooperative.
1. Limit sets, SIAM J. Math. Anal. 13 (1982) 167-179.

M. W. Hirsch, Systems of differential equations that are competitive or cooperative.
I1. Convergence almost everywhere, STAM J. Math. Anal. 16 (1985) 423-439.

M. W. Hirsch, Stability and convergence on strongly monotone dynamical systems,
J. Reine Angew. Math. 383 (1988) 1-53.

M. Jolly, Explicit construction of an inertial manifold for a reaction diffusion equation,
J. Differential Equations 78 (1989) 220-261.

R. Joly, Generic transversality property for a class of wave equations with variable
damping, J. Math. Pures Appl. 84 (2005) 1015-1066.

R. Joly and G. Raugel, Generic hyperbolicity of equilibria and periodic orbits of the
parabolic equation on the circle, Trans. Amer. Math. Soc. 362 (2010) 5189-5211.

R. Joly and G. Raugel, Generic Morse—-Smale property for the parabolic equation on
the circle, Ann. Inst. H. Poincaré, Anal. Non Linéaire 27 (2010) 1397-1440.

A. Katok and B. Hasselblatt, Introduction to the Modern Theory of Dynamical Sys-
tems, with a supplementary chapter by Katok and Leonardo Mendoza, Encyclopedia
of Mathematics and its Applications, Vol. 54 (Cambridge Univ. Press, 1995).

I. Kupka, Contribution a la théorie des champs génériques, Differential Equations 2
(1963) 457-484 [Addendum and corrections, ibid. 3 (1964) 411-420].

J. Mallet-Paret and H. L. Smith, The Poincaré-Bendixson theorem for monotone
cyclic feedback systems, J. Dynam. Differential Equations 2 (1990) 367—421.

H. Matano, Convergence of solutions of one-dimensional semilinear parabolic equa-
tions, J. Math. Kyoto Univ. 18 (1978) 221-227.



492 R. Joly & G. Raugel

54.

53.

56.

57.

58.

59.

60.

61.

62.

63.

64.

65.

66.
67.

68.

69.

70.

71.

72.

73.

74.

75.
76.

7.

78.

79.

H. Matano, Nonincrease of the lap-number of a solution for a one-dimensional semi-
linear parabolic equation, J. Fac. Sci. Univ. Tokyo Sect. IA Math. 29 (1982) 401-441.
H. Matano and K.-I. Nakamura, The global attractor of semilinear parabolic equations
on TY, Disc. Cont. Dynam. Syst. 3 (1997) 1-24.

S. E. Newhouse, Diffeomorphisms with infinitely many sinks, Topology 13 (1974) 9-18.
S. E. Newhouse, Lectures on dynamical systems, in Dynamical Systems: C.I.M.E.
Lectures, Bressanone, Italy, June 1978, eds. J. Guckenheimer, J. Moser and S. E.
Newhouse, Progress in Mathematic, Vol. 8 (Birkhauser-Verlag, 1980).

K. Nickel, Gestaltaussagen iiber Losungen parabolischer Differentialgleichungen,
J. Reine Angew. Math. 211 (1962) 78-94.

Z. Nitecki, Differentiable Dynamics (MIT Press, 1971).

W. M. Oliva, Morse-Smale semiflows. Openess and A-stability, in Differential Equa-
tions and Dynamical Systems (Lisbon, 2000), Fields Inst. Commun., Vol. 31 (Amer.
Math. Soc., 2002), pp. 285-307.

J. Palis, On Morse-Smale dynamical systems, Topology 8 (1968) 385-404.

J. Palis and W. de Melo, Geometric Theory of Dynamical Systems. An Introduction,
Translated from the Portuguese by A. K. Manning (Springer-Verlag, 1982).

J. Palis and S. Smale, Structural stability theorems, in Global Analysis, Proc. Sympos.
Pure Math., Vol. X1V, Berkeley, Calif., 1968 (Amer. Math. Soc., 1970), pp. 223-231.
M. M. Peixoto, Structural stability on two-dimensional manifolds, Topology 1 (1962)
101-120.

M. M. Peixoto, On an approximation theorem of Kupka and Smale, J. Differential
Equations 3 (1967) 214-227.

M. Percie du Sert, in preparation.

H. Poincaré, Sur les courbes définies par une équation différentielle, C. R. Acad. Sci.
Paris 90 (1880) 673-675 [see also (Buvres, Gauthier-Villars, Paris, Vol. 1 (1928)].

P. Polacik, Convergence in smooth strongly monotone flows defined by semilinear
parabolic equations, J. Differential Equations 79 (1989) 89-110.

P. Polacik, Imbedding of any vector field in a scalar semilinear parabolic equation,
Proc. Amer. Math. Soc. 115 (1992) 1001-1008.

P. Polacik, High-dimensional w-limit sets and chaos in scalar parabolic equations,
J. Differential Equations 119 (1995) 24-53.

P. Polacik, Reaction-diffusion equations and realization of gradient vector fields, in
International Conference on Differential Equations (Lisboa, 1995), (World Scientific,
1998), pp. 197-206.

P. Polécik, Persistent saddle connections in a class of reaction-diffusion equations,
J. Differential Equations 56 (1999) 182-210.

P. Polécik, Parabolic equations: Asymptotic behavior and dynamics on invariant man-
ifolds, in Handbook of Dynamical Systems, Vol. 2 (North-Holland, 2002), pp. 835-883.
M. Prizzi and K. Rybakowski, Complicated dynamics of parabolic equations with
simple gradient dependence, Trans. Amer. Math. Soc. 350 (1998) 3119-3130.

C. C. Pugh, The closing lemma, Amer. J. Math. 89 (1967) 956-1009.

C. C. Pugh, An improved closing lemma and a general density theorem, Amer.
J. Math. 89 (1967) 1010-1021.

C. C. Pugh and C. Robinson, The ct closing lemma, including Hamiltonians, Ergodic
Theory Dynam. Systems 3 (1983) 261-313.

E. R. Pujals and M. Sambarino, Homoclinic tangencies and hyperbolicity for surface
diffeomorphisms, Ann. Math. 151 (2000) 961-1023.

G. Raugel, Global attractors in partial differential equations, in Handbook of Dynam-
ical Systems, Vol. 2 (North-Holland, 2002), pp. 885-982.



80.

81.

82.

83.

84.

85.

86.

87.
88.

89.

90.

91.

92.

93.

94.

95.

96.

97.

Similitude Between the Dynamics of ODEs and of Parabolic Equations 493

C. Robinson, Introduction to the closing lemma, in The Structure of Attractors in
Dynamical Systems (Proc. Conf., North Dakota State Univ., Fargo, N.D., 1977), Lec-
ture Notes in Mathematics, Vol. 668 (Springer, 1978), pp. 225-230.

C. Robinson, Dynamical Systems. Stability, Symbolic Dynamics, and Chaos, 2nd edn.,
Studies in Advanced Mathematics (CRC Press, 1999).

J. C. Robinson, Infinite-Dimensional Dynamical Systems. An Introduction to Dissipa-
tive Parabolic PDEs and the Theory of Global Attractors, Cambridge Texts in Applied
Mathematics (Cambridge Univ. Press, 2001).

C. Rocha, Properties of the attractor of a scalar parabolic PDE, J. Dynam. Equations
3 (1991) 575-591.

C. Rocha, Realization of period maps of planar Hamiltonian systems, J. Dynam.
Differential Equations 19 (2007) 571-591.

D. Ruelle, Elements of Differentiable Dynamics and Bifurcation Theory (Academic
Press, 1989).

B. Sandstede and B. Fiedler, Dynamics of periodically forced parabolic equations on
the circle, Ergod. Th. Dynam. Syst. 2 (1992) 559-571.

S. Smale, On gradient dynamical systems, Ann. Math. T4 (1961) 199-206.

S. Smale, Stable manifolds for differential equations and diffeomorphisms, Ann. Scuola
Nor. Super. Pisa 17 (1963) 97-116.

S. Smale, Diffeomorphisms with many periodic points, in Differential and Combina-
torial Topology, A Symposium in Honor of Marston Morse (Princeton Univ. Press,
1965), pp. 63-80.

S. Smale, Differentiable dynamical systems, Bull. Amer. Math. Soc. T3 (1967)
747-817.

S. Smale, On the differential equations of species in competition, J. Math. Biol. 3
(1976) 5-7.

J. Smillie, Competitive and cooperative tridiagonal systems of differential equations,
SIAM J. Math. Anal. 15 (1984) 530-534.

H. L. Smith, A discrete Lyapunov function for a class of linear differential equations,
Pac. J. Math. 144 (1990) 345-360.

H. L. Smith, Monotone Dynamical Systems. An Introduction to the Theory of Com-
petitive and Cooperative Systems, Mathematical Surveys and Monographs, Vol. 41
(Amer. Math. Soc., 1995).

C. Sturm, Sur une classe d’équations a différences partielles, J. Math. Pures Appl. 1
(1836) 373-444.

M. Wolfrum, A sequence of order relations: Encoding heteroclinic connections inscalar
parabolic PDE, J. Differential Equations 183 (2002) 56-78.

T. 1. Zelenyak, Stabilization of solutions of boundary value problems for a second-
order parabolic equation with one space variable, Differencialnye Uravnenija 4 (1968)
34-45 [Translated in Differential Equations 4, 17-22].



	1 Introduction
	1.1 Class of vector fields
	1.2 Class of scalar parabolic equations

	2 Details and Comments about the Correspondence Table
	3 Zero Number and Unique Continuation Properties for the Scalar Parabolic Equation
	4 Cooperative Systems of ODEs
	5 Beyond Kupka--Smale and Other Open Problems
	6 Glossary

