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Abstract. We study the generating functions for cylindric partitions with profile (c1, c2, c3) for all c1, c2, c3
such that c1 + c2 + c3 = 5. This allows us to discover and prove seven new A2 Rogers–Ramanujan identities
modulo 8 with quadruple sums, related with work of Andrews, Schilling, and Warnaar.

1. Introduction and statement of results

A partition of a positive integer n is a non-increasing sequence of natural numbers whose sum is n. For
example, the partitions of 4 are 4, 3 + 1, 2 + 2, 2 + 1 + 1, and 1 + 1 + 1 + 1.

The Rogers–Ramanujan identities [RR19], given by∑
n≥0

qn
2

(q; q)n
=
∏
n≥0

1

(q; q5)∞(q4; q5)∞
,(1.1)

∑
n≥0

qn
2+n

(q; q)n
=
∏
n≥0

1

(q2; q5)∞(q3; q5)∞
,(1.2)

are probably the most famous identities in the theory of q-series and partitions. Here we used the standard
q-series notation, for n ∈ N ∪ {∞} and j ∈ N,

(a; q)n :=

n−1∏
k=0

(1− aqk),

(a1, . . . , aj ; q)n := (a1; q)n · · · (aj ; q)n.
We also use the convention that 1/(q; q)n = 0 for negative n.

The Rogers–Ramanujan identities were interpreted in terms of partitions by MacMahon [Mac16] and
Schur [Sch17] independently, and can be formulated as follows.

Theorem 1.1 (Rogers–Ramanujan identities, partition version). Let i = 0 or 1. For every natural number
n, the number of partitions of n such that the difference between two consecutive parts is at least 2 and the
part 1 appears at most i times is equal to the number of partitions of n into parts congruent to ±(2 − i)
mod 5.

In addition to Combinatorics and Number Theory, the Rogers–Ramanujan are related to several other
fields of mathematics such as representation theory of affine Lie algebras [LW84, LW85], mathematical physics
[Bax81], and algebraic geometry [BMS13], to name only a few. They were proved and generalized in many
ways over the years, see for example [And74, And89, Bre79, Bre83, Cor17, GM81, Gor61, GOW16, Pas20].
The book of A. Sills give a good introduction to the subject [Sil17].

Among these generalizations, an important one is due to Gordon [Gor61], who embedded Theorem 1.1 in
an infinite family of combinatorial identities.

Theorem 1.2 (Gordon’s identities). Let r and i be integers such that r ≥ 2 and 1 ≤ i ≤ r. Let Sr,i(n) be
the number of partitions λ = λ1 + λ2 + · · ·+ λs of n such that λj − λj+r−1 ≥ 2 for all j, and at most i− 1
of the λj are equal to 1. Let Pr,i(n) be the number of partitions of n whose parts are not congruent to 0,±i
mod 2r + 1.
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Then for every positive integer n, we have

Sr,i(n) = Pr,i(n).

The Rogers–Ramanujan identities correspond to the cases r = i = 2 and r = 2, i = 1.
Andrews later extended Gordon’s identities in a q-series form [And74], which can be stated as follows.

Theorem 1.3 (Andrews–Gordon identities). Let r ≥ 2 and 1 ≤ i ≤ r be two integers. We have

(1.3)
∑

n1≥···≥nr−1≥0

qn
2
1+···+n2

r−1+ni+···+nr−1

(q; q)n1

[
n1

n1 − n2

]
q

· · ·
[

nr−2

nr−2 − nr−1

]
q

=
(q2r+1, qi, q2r−i+1; q2r+1)∞

(q; q)∞
,

where for two integers n and m,[
m+ n

m

]
q

:=


(q; q)m+n

(q; q)m(q; q)n
for m,n ≥ 0,

0 otherwise,

is the classical q-binomial coefficient.

Note that (1.1) (resp. (1.2)) is the particular case of (1.3) where r = i = 2 (resp. r = 2 and i = 1).

The Andrews–Gordon identities can be proved using the powerful machinery of Bailey pairs, first in-
troduced by Bailey [Bai49], later developed by Andrews [And84a] and generalised to the Bailey lattice by
Agrawal, Andrews, and Bressoud [AAB87]. All the identities provable by using classical Bailey lattice are
related to certain characters of the Lie algebra A1 [ASW99], and are therefore called A1 Rogers–Ramanujan
identities. In the beginning of the 1990s, Milne and Lilly [ML92, ML95] extended the Bailey lemma to An−1

for general n. However, even though their work led to many q-series identities, they did not discover any
An−1 Rogers–Ramanujan identities.

In 1999, Andrews, Schilling and Warnaar [ASW99] were able to describe an A2 Bailey lemma and Bailey
lattice. This allowed them to prove four A2 Rogers–Ramanujan identities, one of which is the following:

Theorem 1.4 (Andrews–Schilling–Warnaar).∑
n1,n2≥0

qn
2
1+n2

2−n1n2

(q; q)n1

[
2n1

n2

]
q

=
1

(q, q, q3, q4, q6, q6; q7)∞
.

Shortly after, Warnaar [War06] showed how to prove these identities using Hall–Littlewood polynomials.
In their paper, Andrews, Schilling and Warnaar found several very general families of sum-product iden-

tities (Theorems 5.1, 5.3, and 5.4 of [ASW99]). They are quite intricate to state, so we will not do it in full
generality here. However, let us note the important fact that, after multiplication by (q; q)∞, the product
side of these identities can be interpreted in terms of characters of the W3 algebra. However, in general,
after multiplication by (q; q)∞, the sum-side does not have obviously positive coefficients anymore, even
though we know the coefficients are positive because of their interpretation as characters. So far, the four A2

Rogers–Ramanujan identities of Andrews, Schilling, and Warnaar (Theorem 1.4 and three other identities
of the same shape) and a fifth identity of the same family conjectured by Feigin, Foda, and Welsh [FFW08]
and proved by Corteel and Welsh [CW19] were the only cases in which the character could be expressed as
a sum with obviously positive coefficients.

For example, the particular case k = 3, i = 1 in Theorem 5.3 of [ASW99] can be stated as follows.

Theorem 1.5 (Andrews–Schilling–Warnaar).

(q, q)∞
∑

a1,b1,a2,b2∈Z

qa
2
1+b21+a22+b22−a1b1+a2b2+a1+a2+b1+b2

(q; q)a1−a2(q; q)b1−b2(q; q)a2(q; q)b2(q; q)a2+b2+1
=

1

(q2, q3, q3, q4, q4, q5, q5, q6; q8)∞

The product on the right represents a character, but the (q, q)∞ prevents us from interpreting the left-hand
side as a sum with positive coefficients.

In 2016, Foda and Welsh [FW16] had the brilliant idea to prove the Andrews–Gordon identities and the
Bressoud identities using the combinatorics of cylindric partitions. We will define these objects in Section 2.

2



Soon after, Corteel [Cor17] gave a combinatorial proof of the Rogers–Ramanujan identities using cylindric
partitions and the Robinson–Schensted–Knuth correspondence. Corteel and Welsh in [CW19] built on these
ideas to give a short proof of Andrews, Schilling and Warnaar’s four A2 Rogers–Ramanujan identities and
the fifth one conjectured by Feigin, Foda, and Welsh [FFW08], using the combinatorics of cylindric partitions
as well.

Our goal in this paper is to continue these lines of work by presenting a new family of A2 Rogers–
Ramanujan identities using cylindric partitions. These new identities also give an expression of Andrews,
Schilling and Warnaar’s products related to characters as sums with obviously positive coefficients.

We prove simultaneously seven new identities. The four simpler ones are stated below, while the three
more complicated ones can be found in Theorem 2.5.

Theorem 1.6. We have∑
n1,n2,n3,n4≥0

qn
2
1+n2

2+n2
3+n2

4+n1+n2+n3+n4−n1n2+n2n4

(q; q)n1

[
n1

n2

]
q

[
n1

n4

]
q

[
n2

n3

]
q

=
1

(q2, q3, q3, q4, q4, q5, q5, q6; q8)∞
,

∑
n1,n2,n3,n4≥0

qn
2
1+n2

2+n2
3+n2

4+n2+n3+n4−n1n2+n2n4

(q; q)n1

[
n1

n2

]
q

[
n1

n4

]
q

[
n2

n3

]
q

=
1

(q, q2, q3, q4, q4, q5, q6, q7; q8)∞
,

∑
n1,n2,n3,n4≥0

qn
2
1+n2

2+n2
3+n2

4+n3−n1n2+n2n4

(q; q)n1

[
n1

n2

]
q

[
n1

n4

]
q

[
n2

n3

]
q

=
1

(q, q, q3, q3, q5, q5, q7, q7; q8)∞
,

∑
n1,n2,n3,n4≥0

qn
2
1+n2

2+n2
3+n2

4−n1n2+n2n4

(q; q)n1

[
n1

n2

]
q

[
n1

n4

]
q

[
n2

n3

]
q

=
1

(q, q, q2, q4, q4, q6, q7, q7; q8)∞
.

The first equation of our theorem gives an expression of the product in Theorem 1.5 as a sum with
obviously positive coefficients, and we give a combinatorial interpretation in terms of cylindric partitions.
More generally, our full main result, Theorem 2.5, gives a positive sum expression for all the products in the
case k = 3 in Theorem 5.3 of Andrews, Schilling, and Warnaar’s paper [ASW99].

The two challenges in proving Theorem 2.5 were the following: first, we “guessed” the sum-side by
guessing the generating functions for certain cylindric partitions with bounded entries. Second, we proved
these identities simultaneously by using a result of Corteel and Welsh (see Theorem 2.3). As it is quite
intricate to handle quadruple sums, we used a recent computer algebra implementation of Ablinger and
Uncu [AU19] and we give an automated proof of the main result.

This paper is organized as follows. In Section 2 we introduce cylindric partitions and the methodology. To
give a simple example on how to use cylindric partitions to prove partitions identities, we prove the classical
Rogers–Ramanujan identities. In Section 3, we prove Theorem 2.5.

Acknowledgements. JD wants to thank the hospitality of the department of Mathematics at UC Berkeley
where some of the results were proven. JD is partially funded by the ANR COMBINé ANR-19-CE48-0011.
The research of AU is supported by the Austrian Science Fund (FWF) SFB50-11 Project. The authors thank
Ole Warnaar and Trevor Welsh for their interest and helpful remarks. They also thank the anonymous referee
for their very careful reading and suggestions to improve the paper.

2. Introduction and methodology

Cylindric partitions were introduced by Gessel and Krattenthaler [GK97]. They are defined as follows.

Definition. Let k and ` be positive integers. Let c = (c1, c2, . . . , ck) be a composition, where c1 + c2 +
· · · + ck = `. A cylindric partition with profile c is a vector partition Λ = (λ(1), λ(2), . . . , λ(k)), where each

λ(i) = λ
(i)
1 + λ

(i)
2 + · · ·+ λ

(i)
si is a partition, such that for all i and j,

λ
(i)
j ≥ λ

(i+1)
j+ci+1

and λ
(k)
j ≥ λ(1)

j+c1
.
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We define the size |Λ| of a cylindric partition Λ = (λ(1), λ(2), . . . , λ(k)) to be the sum of all the parts in the
partitions λ(1), λ(2), . . . , λ(k). We also define the largest part of a cylindric partition Λ to be the maximum
part among all the partitions in Λ, and denote it by max(Λ). We now define the bivariate generating function
for cylindric partitions

Fc(z, q) :=
∑

Λ∈Pc

zmax (Λ)q|Λ|,

where Pc denotes the set of all cylindric partitions with profile c.
In 2007, Borodin [Bor07] showed that when one sets z = 1 in this bivariate generating function, it becomes

a beautiful infinite product.

Theorem 2.1 (Borodin, 2007). Let k and ` be positive integers, and let c = (c1, c2, . . . , ck) be a composition
of `. Define t := k + ` and s(i, j) := ci + ci+1 + · · ·+ cj. Then,

Fc(1, q) =
1

(qt; qt)∞

k∏
i=1

k∏
j=i

ci∏
m=1

1

(qm+j−i+s(i+1,j); qt)∞

k∏
i=2

i∏
j=2

ci∏
m=1

1

(qt−m+j−i−s(j,i−1); qt)∞
.

In other words, if we denote by µ the partition s(1, 1) + s(1, 2) + · · ·+ s(1, k), and by µc its complement
inside the k × s(1, k) rectangle, we have

Fc(1, q) =
1

(qt; qt)∞

∏
�∈µ

1

(qh(�); qt)∞

∏
�∈µc

1

(qt−h(�); qt)∞
,

where h(�) denotes the hook length of the box �, see Figure 1.

µ

µc

c1 c2 ck

k

Figure 1. The Borodin formula in terms of hooks

Theorem 2.1 is very useful for computing generating functions for cylindric partitions. For example, using
the hooks given in Figure 2, we can easily obtain that the generating function for cylindric partitions with
profile (3, 1, 1) is

F(3,1,1)(1, q) =
1

(q; q)∞
× 1

(q, q, q3, q3, q5, q5, q7, q7; q8)∞
.

7 6 5 3 1

5 4 3 1

3 2 1 5

7

7

Figure 2. The Borodin formula for profile (3, 1, 1)

Note that using the definition of cylindric partitions it is trivial to check that

Fc(z, q) = FS(c)(z, q)

where S(c) = (c2, . . . , ck, c1). In the case k = 3, we have an extra identity.
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Corollary 2.2. For any positive integers c1, c2, c3, we have

F(c1,c2,c3)(1, q) = F(c2,c1,c3)(1, q).

Proof: We can assume without loss of generality that c1 > c2. In Figure 3, we can see that the hooks in the
plain colored areas are exactly the same for both profiles.

c1 c2 c3 c1c2 c3

A

B

C

DE

F

c2 c2

(c1, c2, c3) (c2, c1, c3)

c2

Figure 3. The Borodin formula for profiles (c1, c2, c3) and (c2, c1, c3)

It remains to see what happens in the dashed areas. First, we have∏
�∈C

1

(qh(�); qt)∞
=
∏
�∈E

1

(qt−h(�); qt)∞
.

Indeed, {h(�)|� ∈ C} = {c2 + c3 + 3, . . . , c1 + c3 + 2}. On the other hand, {h(�)|� ∈ E} = {c2 + 1, . . . , c1},
so that {t− h(�)|� ∈ E} = {c2 + c3 + 3, . . . , c1 + c3 + 2}.

Finally, the only thing left to do is proving that

(2.1)
∏
�∈B

1

(qh(�); qt)∞

∏
�∈A

1

(qt−h(�); qt)∞
=
∏
�∈F

1

(qh(�); qt)∞

∏
�∈D

1

(qt−h(�); qt)∞
.

Indeed, we have:

{h(�)|� ∈ B} = {c2 + 2, . . . , c1 + 1},
{t− h(�)|� ∈ A} = {t− (c2 + 2), . . . , t− (c2 + c3 + 1)}

= {c1 + 2, . . . , c1 + c3 + 1}.

On the side of the (c2, c1, c3) profile, we have:

{h(�)|� ∈ F} = {c2 + c3 + 2, . . . , c1 + c3 + 1},
{t− h(�)|� ∈ D} = {t− (c1 + 2), . . . , t− (c1 + c3 + 1)}

= {c2 + 2, . . . , c2 + c3 + 1}.

Thus {h(�)|� ∈ B} ∪ {t− h(�)|� ∈ A} = {h(�)|� ∈ F} ∪ {t− h(�)|� ∈ D} and (2.1) is proved. �

Corteel and Welsh [CW19] showed that Fc(z, q) satisfies a nice q-difference equation. Let c = (c1, . . . , ck)
and use the convention that c0 = ck. Denote by Ic the set of indices j ∈ {1, . . . , k} such that cj > 0. Given
a subset J of Ic, the composition c(J) = (c1(J), . . . , ck(J)) is defined by:

ci(J) :=


ci − 1 if i ∈ J and i− 1 /∈ J,
ci + 1 if i /∈ J and i− 1 ∈ J,
ci otherwise.

The q-difference equation is as follows.
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Theorem 2.3 (Corteel–Welsh). For any profile c,

Fc(z, q) =
∑
∅⊂J⊆Ic

(−1)|J|−1Fc(J)(zq
|J|, q)

(1− zq|J|)
,

with the initial conditions Fc(0, q) = Fc(z, 0) = 1.

Writing, for every composition c,

Gc(z, q) := (zq; q)∞Fc(z, q),

Theorem 2.3 can be rewritten in the following form given in [CW19].

Theorem 2.4 (Corteel–Welsh, 2019). For any profile c,

Gc(z, q) =
∑
∅⊂J⊆Ic

(−1)|J|−1(zq; q)|J|−1Gc(J)(zq
|J|, q),

with the initial conditions Gc(0, q) = Gc(z, 0) = 1.

Cylindric partitions, and in particular Theorems 2.1 and 2.4, are a very interesting tool to discover and
prove Rogers–Ramanujan type identities.

Before we prove our new results, we present a warm-up exercise that gives a quick proof of the Rogers–
Ramanujan identities, as in [Cor17] . These identities can be proved quite easily by using cylindric partitions
with profiles (3, 0) and (2, 1). By Theorem 2.1, we have

G(3,0)(1, q) =
1

(q2, q3; q5)∞
,(2.2)

G(2,1)(1, q) =
1

(q, q4; q5)∞
.(2.3)

By Theorem 2.4, we also have

G(3,0)(z, q) = G(2,1)(zq, q),(2.4)

G(2,1)(z, q) = G(3,0)(zq, q) +G(2,1)(zq, q)− (1− zq)G(2,1)(zq
2, q).(2.5)

Substituting (2.4) into (2.5), we obtain

G(2,1)(z, q) = G(2,1)(zq, q) + zqG(2,1)(zq
2, q).

This equation is a classical linear second-order q-difference equation, and can be found for example in
[And84b, eq. (7.1.1)]. Then we can easily show that

G(2,1)(z, q) =
∑
n≥0

znqn
2

(q; q)n
,

and deduce from (2.4) that

G(3,0)(z, q) =
∑
n≥0

znqn
2+n

(q; q)n
.

Combining this with (2.2) and (2.3) proves the Rogers–Ramanujan identities.
This method was crucial in the recent paper of Corteel and Welsh [CW19], where they studied all cylindric

partitions profiles where k = 3 and ` = 4 to reprove the A2 Rogers–Ramanujan identities due to Andrews,
Schilling and Warnaar [ASW99].

In this paper, we use Theorems 2.1 and 2.4 on cylindric partitions with all profiles (c1, c2, c3) such that
c1 + c2 + c3 = 5, to prove new A2 Rogers–Ramanujan type identities. Our results can be stated as follows.

Theorem 2.5. We have

G(5,0,0)(1, q) =
∑

n1,n2,n3,n4≥0

qn
2
1+n2

2+n2
3+n2

4+n1+n2+n3+n4−n1n2+n2n4

(q; q)n1

[
n1

n2

]
q

[
n1

n4

]
q

[
n2

n3

]
q
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=
1

(q2, q3, q3, q4, q4, q5, q5, q6; q8)∞
,

G(4,1,0)(1, q) = G(4,0,1)(1, q)

=
∑

n1,n2,n3,n4≥0

qn
2
1+n2

2+n2
3+n2

4+n2+n3+n4−n1n2+n2n4

(q; q)n1

[
n1

n2

]
q

[
n1

n4

]
q

[
n2

n3

]
q

=
∑

n1,n2,n3,n4≥0

qn
2
1+n2

2+n2
3+n2

4+n1+n3−n1n2+n2n4
(
1 + qn1+n2+n4+1

)
(q; q)n1

[
n1

n2

]
q

[
n1

n4

]
q

[
n2

n3

]
q

=
1

(q, q2, q3, q4, q4, q5, q6, q7; q8)∞
,

G(3,0,2)(1, q) = G(3,2,0)(1, q)

=
∑

n1,n2,n3,n4≥0

qn
2
1+n2

2+n2
3+n2

4+n1−n1n2+n2n4
(
1 + qn1+n3+1 + q2n1+n2+n3+n4+2

)
(q; q)n1

×
[
n1

n2

]
q

[
n1

n4

]
q

[
n2

n3

]
q

=
∑

n1,n2,n3,n4≥0

qn
2
1+n2

2+n2
3+n2

4+n1−n1n2+n2n4
(
qn3 + qn1+1 + q2n1+n3+2 + q3n1+n2+n3+n4+3

)
(q; q)n1

×
[
n1

n2

]
q

[
n1

n4

]
q

[
n2

n3

]
q

=
1

(q, q2, q2, q3, q5, q6, q6, q7; q8)∞
,

G(3,1,1)(1, q) =
∑

n1,n2,n3,n4≥0

qn
2
1+n2

2+n2
3+n2

4+n3−n1n2+n2n4

(q; q)n1

[
n1

n2

]
q

[
n1

n4

]
q

[
n2

n3

]
q

=
1

(q, q, q3, q3, q5, q5, q7, q7; q8)∞
,

G(2,2,1)(1, q) =
∑

n1,n2,n3,n4≥0

qn
2
1+n2

2+n2
3+n2

4−n1n2+n2n4

(q; q)n1

[
n1

n2

]
q

[
n1

n4

]
q

[
n2

n3

]
q

=
1

(q, q, q2, q4, q4, q6, q7, q7; q8)∞
.

3. Proof of Theorem 2.5

In this section, we prove our Rogers–Ramanujan type identities. For the product side, a direct application
of Theorem 2.1 gives the following.

Corollary 3.1. We have

G(5,0,0)(1, q) =
1

(q2, q3, q3, q4, q4, q5, q5, q6; q8)∞
,

G(4,1,0)(1, q) = G(4,0,1)(1, q) =
1

(q, q2, q3, q4, q4, q5, q6, q7; q8)∞
,

G(3,0,2)(1, q) = G(3,2,0)(1, q) =
1

(q, q2, q2, q3, q5, q6, q6, q7; q8)∞
,
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G(3,1,1)(1, q) =
1

(q, q, q3, q3, q5, q5, q7, q7; q8)∞
,

G(2,2,1)(1, q) =
1

(q, q, q2, q4, q4, q6, q7, q7; q8)∞
.

We will now use Theorem 2.4 to prove the sum sides. Our main result is the following expressions for
Gc(z, q) as quadruple series.

Theorem 3.2. We have

G(5,0,0)(z, q) =
∑

n1,n2,n3,n4≥0

zn1qn
2
1+n2

2+n2
3+n2

4+n1+n2+n3+n4−n1n2+n2n4

(q; q)n1

[
n1

n2

]
q

[
n1

n4

]
q

[
n2

n3

]
q

,

(3.1)

G(4,1,0)(z, q) =
∑

n1,n2,n3,n4≥0

zn1qn
2
1+n2

2+n2
3+n2

4+n2+n3+n4−n1n2+n2n4

(q; q)n1

[
n1

n2

]
q

[
n1

n4

]
q

[
n2

n3

]
q

,

(3.2)

G(4,0,1)(z, q) =
∑

n1,n2,n3,n4≥0

zn1qn
2
1+n2

2+n2
3+n2

4+n1+n3−n1n2+n2n4
(
1 + zqn1+n2+n4+1

)
(q; q)n1

[
n1

n2

]
q

[
n1

n4

]
q

[
n2

n3

]
q

(3.3)

G(3,0,2)(z, q) =
∑

n1,n2,n3,n4≥0

zn1qn
2
1+n2

2+n2
3+n2

4+n1−n1n2+n2n4
(
1 + zqn1+n3+1 + zq2n1+n2+n3+n4+2

)
(q; q)n1

(3.4)

×
[
n1

n2

]
q

[
n1

n4

]
q

[
n2

n3

]
q

,

G(3,2,0)(z, q) =
∑

n1,n2,n3,n4≥0

zn1qn
2
1+n2

2+n2
3+n2

4+n1−n1n2+n2n4
(
qn3 + zqn1+1 + zq2n1+n3+2 + zq3n1+n2+n3+n4+3

)
(q; q)n1

(3.5)

×
[
n1

n2

]
q

[
n1

n4

]
q

[
n2

n3

]
q

,

G(3,1,1)(z, q) =
∑

n1,n2,n3,n4≥0

zn1qn
2
1+n2

2+n2
3+n2

4+n3−n1n2+n2n4

(q; q)n1

[
n1

n2

]
q

[
n1

n4

]
q

[
n2

n3

]
q

,

(3.6)

G(2,2,1)(z, q) =
∑

n1,n2,n3,n4≥0

zn1qn
2
1+n2

2+n2
3+n2

4−n1n2+n2n4

(q; q)n1

[
n1

n2

]
q

[
n1

n4

]
q

[
n2

n3

]
q

.

(3.7)

Note that even though, when z = 1, G(4,1,0)(1, q) = G(4,0,1)(1, q) and G(3,0,2)(1, q) = G(3,2,0)(1, q), in
general G(4,1,0)(z, q) is not equal to G(4,0,1)(z, q) and G(3,0,2)(z, q) is not equal to G(3,2,0)(z, q).

Proof: Applying Theorem 2.4, we obtain the following q-difference equations for the compositions under
consideration.

G(5,0,0)(z, q) = G(4,1,0)(zq, q),(3.8)

G(4,1,0)(z, q) = G(4,0,1)(zq, q) +G(3,2,0)(zq, q)− (1− zq)G(3,1,1)(zq
2, q),(3.9)

G(4,0,1)(z, q) = G(5,0,0)(zq, q) +G(3,1,1)(zq, q)− (1− zq)G(4,1,0)(zq
2, q),(3.10)

G(3,2,0)(z, q) = G(3,1,1)(zq, q) +G(3,0,2)(zq, q)− (1− zq)G(2,2,1)(zq
2, q),(3.11)

G(3,1,1)(z, q) = G(4,1,0)(zq, q) +G(3,0,2)(zq, q) +G(2,2,1)(zq, q)(3.12)

− (1− zq)
(
G(4,0,1)(zq

2, q) +G(3,2,0)(zq
2, q) +G(2,2,1)(zq

2, q)
)
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+ (1− zq)(1− zq2)G(3,1,1)(zq
3, q),

G(3,0,2)(z, q) = G(4,0,1)(zq, q) +G(2,2,1)(zq, q)− (1− zq)G(3,1,1)(zq
2, q),(3.13)

G(2,2,1)(z, q) = G(3,2,0)(zq, q) +G(3,1,1)(zq, q) +G(2,2,1)(zq, q)(3.14)

− (1− zq)
(
G(3,1,1)(zq

2, q) +G(3,0,2)(zq
2, q) +G(2,2,1)(zq

2, q)
)

+ (1− zq)(1− zq2)G(2,2,1)(zq
3, q).

We use Ablinger and Uncu’s qFunctions package [AU19] together with Koutschan’s HolonomicFunctions
package [Kou09] to prove (3.1), (3.2), (3.6) and (3.7). The coupled q-difference equation system (3.8)-(3.14)
corresponds to a coupled q-recurrence system. To that end, for any profile c we define the formal

Gc(z, q) =
∑
k≥0

gc(k)zk,

where gc(k) is a function of q. The initial conditions gc(0) = 1 and gc(k) = 0 for every k ≤ 0 define these
sequences uniquely for all the relevant profiles c. Then, for example (3.9) is equivalent to

(3.15) g(4,1,0)(k) = qkg(4,0,1)(k) + qkg(3,2,0)(k)− q2kg(3,1,1)(k) + q2k−1g(3,1,1)(k − 1),

for all k ∈ Z. Uncoupling a coupled system of recurrences corresponds to Gaussian elimination and can
be done automatically by symbolic computation implementations. Here we use the HolonomicFunctions

package [Kou09], which uses Gröbner bases calculations to uncouple a given linear system of recurrences. Un-
coupling the recurrences shows that the coefficients g(5,0,0)(k), g(4,1,0)(k), g(3,2,0)(k), g(3,1,1)(k), and g(2,2,1)(k)
each satisfy recurrences of order 4 and g(4,0,1)(k) and g(3,0,2)(k) satisfy recurrences of order 6. We present
the recurrence that g(4,1,0)(k) satisfies as an explicit example:

ak(q)g(4,1,0)(k)− bk(q)g(4,1,0)(k − 1)− ck(q)g(4,1,0)(k − 2) + dk(q)g(4,1,0)(k − 3) + ek(q)g(4,1,0)(k − 4) = 0,

(3.16)

where

ak(q) = (1− qk)(1− qk−2 − 2qk−1 − qk + q2k−3 + q2k−2 + q2k−1 − q3k−5 − q3k−4 − q3k−3

− q4k−5 − q4k−4 − q4k−3 + q5k−7 + q5k−6 + q5k−5 − q6k−8 − q6k−7 − q6k−6),

bk(q) = q2k+1(1 + qk−2 − q2k−6 − 2q2k−5 − 4q2k−4 − 5q2k−3 − 5q2k−2 − 2q2k−1 − q2k + q3k−7 + 2q3k−6

+ 4q3k−5 + 5q3k−4 + 6q3k−3 + 5q3k−2 + 3q3k−1 + q3k − q4k−8 − 4q4k−7 − 6q4k−6 − 8q4k−5

− 7q4k−4 − 7q4k−3 − 4q4k−2 − 2q4k−1 + q5k−8 + 2q5k−7 + 2q5k−6 + q5k−5 − q5k−2 + q6k−9

+ q6k−8 + 2q6k−7 + 2q6k−6 + 3q6k−5 + 3q6k−4 + 3q6k−3 + 2q6k−2 − q7k−10 − 3q7k−9

− 5q7k−8 − 7q7k−7 − 7q7k−6 − 7q7k−5 − 5q7k−4 − 4q7k−3 − q7k−2 + q8k−10 + 3q8k−9

+ 5q8k−8 + 6q8k−7 + 4q8k−6 + 3q8k−5 + q8k−4 + q8k−3 − q9k−10 − 2q9k−9 − 3q9k−8

− 2q9k−7 − q9k−6 − q10k−9 − q10k−8 − 2q10k−7 − q10k−6 − q10k−5 + q11k−10 + 2q11k−9

+ 2q11k−8 + q11k−7 − q12k−10 − q12k−9 − q12k−8),

ck(q) = q3k−2(1 + q − 2qk−1 − 3qk − 2qk+1 − qk+2 + q2k−2 + 2q2k−1 + 2q2k + q2k+1 + q2k+2 − q3k−5 − q3k−4

− 3q3k−3 − 3q3k−2 − 3q3k−1 − q3k − q3k+1 + q4k−7 + 2q4k−6 + 3q4k−5 + 3q4k−4 + 3q4k−3

+ q4k−2 − 2q4k − q4k+1 − q4k+2 − q5k−8 − 2q5k−7 − 3q5k−6 − 2q5k−5 − 3q5k−4 − q5k−3

+ 2q5k−1 + 2q5k + q5k+1 + q6k−9 + 3q6k−8 + 4q6k−7 + 4q6k−6 + 2q6k−5 + q6k−4 − 2q6k−3

− 2q6k−2 − 4q6k−1 − 2q6k − q6k+1 − q7k−9 − q7k−8 − q7k−7 + q7k−6 + 2q7k−5 + 3q7k−4 + 3q7k−3

+ 2q7k−2 + q7k−1 + q8k−9 − 2q8k−6 − 2q8k−5 − 3q8k−4 − 2q8k−3 − q8k−2 + q9k−9 + 2q9k−8

+ 3q9k−7 + 3q9k−6 + 2q9k−5 + q9k−4 − q10k−9 − q10k−8 − q10k−7 + q11k−9 + q11k−8 + q11k−7),

dk(q) = q5k−4(1− qk−3 − qk−2 − qk−1 + q2k−7 + q2k−3 − q2k − q3k−8 − 2q3k−7 − 2q3k−6 − 2q3k−5 − 2q3k−4
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− q3k−3 + q3k−1 + q3k + q4k−8 + q4k−7 + q4k−6 − q4k−3 − q4k−2 − q4k−1 − q5k−9 − q5k−8

− q5k−7 − q5k−6 − q5k−5 − q5k−4 − q6k−8 − q6k−7 − q6k−6 − q6k−5 − q6k−4 − q6k−3 + q7k−9

+ q7k−8 + q7k−7 − q8k−9 − q8k−8 − q8k−7 − q8k−6 − q8k−5 − q8k−4),

ek(q) = q6k−9(1− qk−1 − 2qk − qk+1 + q2k−1 + q2k + q2k+1 − q3k−2 − q3k−1 − q3k − q4k−1 − q4k − q4k+1

+ q5k−2 + q5k−1 + q5k − q6k−2 − q6k−1 − q6k).

The recurrence (3.16) alone shows that symbolic computation implementations such as HolonomicFunctions
[Kou09] is a necessity for modern applications to perform tedious calculations with ease and eliminate any
errors. Generating the coupled system of q-difference equations (3.8)-(3.14), turning these q-difference equa-
tions into q-recurrences in the form of (3.15) and uncoupling of the recurrence system (implicitly using
HolonomicFunctions) can be automatically done by the qFunctions [AU19] package.

Now we can turn our attention on the claimed explicit expression (3.2) for G(4,1,0)(z, q). We can find a
recurrence that the coefficients

gk(q) :=
∑

n2,n3,n4≥0

qk
2+n2

2+n2
3+n2

4+n2+n3+n4−kn2+n2n4

(q; q)k

[
k

n2

]
q

[
k

n4

]
q

[
n2

n3

]
q

of zk in (3.2) satisfy using HolonomicFunctions [Kou09]. This is done by a successive application of
Zeilberger’s creative telescoping algorithm. Here one sees that gk(q) satisfies the same recurrence (3.16) that
g(4,1,0)(k) satisfies. We can easily check that gk(q) and g(4,1,0)(k) satisfy the same initial conditions. This
proves (3.2).

Same steps can be taken to prove (3.1), (3.6), and (3.7). In these cases, the uncoupled recurrences that
come from (3.8)-(3.14) and the recurrences we get from the right-hand sides of (3.1), (3.6), and (3.7) coincide.
Checking the trivial initial conditions proves these claims.

In the remaining cases, (3.3), (3.4), and (3.5), we cannot directly apply the available symbolic computation
implementations. This is due to the extra polynomial factors that appear in these expressions. Technically
speaking, we can still split these sums and find recurrences for each piece. Later we can use the closure
properties of holonomic sequences under addition to find a recurrence that is satisfied by all pieces simulta-
neously. This gives us a recurrence of much higher order than necessary. These recurrences do not match
the recurrences we find from the coupled system (3.8)-(3.14). Therefore, to finish the proofs this way, we
would need to use the closure properties once again. This is complicated and it can be avoided all together.

With the identities (3.2), (3.6), and (3.7) proven, we now turn to the remaining sum formulas of Theorem
3.2. The formula (3.1) follows easily from (3.2) and (3.8).

Replacing z by zq in (3.8), we have

G(5,0,0)(zq, q) = G(4,1,0)(zq
2, q).

Substituting this into (3.10) yields

(3.17) G(4,0,1)(z, q) = G(3,1,1)(zq, q) + zqG(4,1,0)(zq
2, q).

Using (3.2) and (3.6) in this new equation (3.17), we prove (3.3).
Now in (3.13), we replace G(4,0,1)(zq, q) by its expression given by (3.17), and obtain

(3.18) G(3,0,2)(z, q) = G(2,2,1)(zq, q) + zqG(3,1,1)(zq
2, q) + zq2G(4,1,0)(zq

3, q).

So we can prove (3.4) by using (3.2), (3.6), and (3.7) in (3.18).
Finally, in (3.11), we replace G(3,0,2)(zq, q) by its expression given by (3.18). This gives

(3.19) G(3,2,0)(z, q) = G(3,1,1)(zq, q) + zqG(2,2,1)(zq
2, q) + zq2G(3,1,1)(zq

3, q) + zq3G(4,1,0)(zq
4, q).

Thus we can prove the final sum (3.5) by using (3.2), (3.6), and (3.7) in (3.19). �

Combining Theorems 3.1 and 3.2 concludes the proof of Theorem 2.5.
10



4. Conclusion

In this note we made a first progress towards the general family of A2 Rogers–Ramanujan identities. To
get the full picture, we would need to compute the generating functions of cylindric partitions of profile
(c1, c2, c3) for any c1, c2, c3 ∈ N. The Rogers–Ramanujan identities correspond to the case c1 + c2 + c3 = 2.
The previously known A2 Rogers–Ramanujan identities of Andrews, Schilling, and Warnaar correspond to
the case c1 + c2 + c3 = 4. In this note we settle the case c1 + c2 + c3 = 5. For now we do not have the right
tools to conjecture the sum side for general (c1, c2, c3) and we do not know how to go further. Nevertheless
the problem seems to have some beautiful structure. Let us define fn,c(q) to be the generating function of
cylindric partitions with profile c with entries bounded by n. Or equivalently,

fn,c(q) := [zn]
Fc(z, q)

1− z
.

And let gn,c := [zn]Gc(z, q). For example, using the combinatorics of lattice paths, one can prove the
following.

Lemma 4.1. The generating function of cylindric partitions with profile (`, 0, 0) with entries bounded by n
is

fn,(`,0,0)(q) =
Pn,(`,0,0)(q)

(q3; q3)n
,

where P is a polynomial in q with integer coefficients and Pn,(`,0,0)(1) =
(
`+2

2

)n
.

See [GK97] to see how to write cylindric partitions as non-intersecting paths.
Using Theorem 2.3, we can prove that this holds in more generality. The generating function for cylindric

partitions with profile c = (c1, c2, c3) with entries bounded by n is

fn,c(q) =
Pn,c(q)

(q3; q3)n
,

where P is a polynomial in q with integer coefficients and Pn,c(1) =
(
`+2

2

)n
, where ` = c1 + c2 + c3. We

conjecture that

Conjecture 4.2. For any profile c = (c1, c2, c3), the polynomial Pn,c(q) has non-negative coefficients. More-
over if c1 + c2 + c3 6≡ 0 mod 3, the generating function gn,c can be written as

gn,c =
1

(q; q)n
Qn,c(q),

where Qn,c(q) is a polynomial in q with non-negative coefficients and Qn,c(1) =
(

(`+2)(`+1)
6 − 1

)n
, where

` = c1 + c2 + c3.

This conjecture is true for any n if c1 + c2 + c3 = 2 (Rogers–Ramanujan identities), c1 + c2 + c3 = 4
(Andrews–Schilling–Warnaar A2 Rogers–Ramanujan identities) and c1+c2+c3 = 5 (this paper). For example

Qn,(2,2,1)(q) =
∑

n2,n3,n4≥0

qn
2+n2

2+n2
3+n2

4−nn2+n2n4

[
n

n2

]
q

[
n

n4

]
q

[
n2

n3

]
q

and Qn,(2,2,1)(1) = 6n. This conjecture has been checked for small values of k and n.
We know by Corollary 2.2 and by definition of cylindric partitions that G(c1,c2,c3)(1, q) is the same for any

permutation of the ci’s. From this, we directly deduce that G(4,0,1)(1, q) = G(4,1,0)(1, q), i.e.∑
n1,n2,n3,n4≥0

qn
2
1+n2

2+n2
3+n2

4+n2+n3+n4−n1n2+n2n4

(q; q)n1

[
n1

n2

]
q

[
n1

n4

]
q

[
n2

n3

]
q

=
∑

n1,n2,n3,n4≥0

qn
2
1+n2

2+n2
3+n2

4+n1+n3−n1n2+n2n4
(
1 + qn1+n2+n4+1

)
(q; q)n1

[
n1

n2

]
q

[
n1

n4

]
q

[
n2

n3

]
q

.
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The referee observed that a direct proof this identity follows from the easy-to-show∑
n1,n4≥0

qn
2
1+n2

4−n1n2+n2n4+n2+n4

(q; q)n1

[
n1

n2

]
q

[
n1

n4

]
q

=
∑

n1,n4≥0

qn
2
1+n2

4−n1n2+n2n4+n1

(q; q)n1

(1 + qn1+n2+n4+1)

[
n1

n2

]
q

[
n1

n4

]
q

,

which holds for every non-negative integer n2.
Finally, we mentioned in the Introduction that Theorem 5.3 of Andrews, Schilling, and Warnaar [ASW99]

gives another expression of all the sums in our Theorem 2.5, but their sums have a factor (q; q)∞ in front of
them, like in Theorem 1.5. So far, the only way we know that their sums and ours are equal is also because
they equal the same infinite products. It would be an interesting exercise to find a direct connection between
the sums as well. For example, can one find a q-series proof of the equality

(q, q)∞
∑

a1,b1,a2,b2∈Z

qa
2
1+b21+a22+b22−a1b1+a2b2+a1+a2+b1+b2

(q; q)a1−a2(q; q)b1−b2(q; q)a2(q; q)b2(q; q)a2+b2+1

=
∑

n1,n2,n3,n4≥0

qn
2
1+n2

2+n2
3+n2

4+n1+n2+n3+n4−n1n2+n2n4

(q; q)n1

[
n1

n2

]
q

[
n1

n4

]
q

[
n2

n3

]
q

?
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