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Abstract. We introduce a new generalisation of partitions, multi-grounded partitions, related to
ground state paths indexed by dominant weights of Lie algebras. We use these to express charac-

ters of irreducible highest weight modules of Kac–Moody algebras of affine type as generating functions

for multi-grounded partitions. This generalises the approach of our previous paper, where only irre-
ducible highest weight modules with constant ground state paths were considered, to all ground state

paths. As an application, we compute the characters of the level 1 modules of the affine Lie algebras

A
(2)
2n (n ≥ 2), D

(2)
n+1(n ≥ 2), A

(1)
2n−1(n ≥ 3), B

(1)
n (n ≥ 3), and D

(1)
n (n ≥ 4).

1. Introduction and statement of results

Let g be a Kac–Moody affine Lie algebra and let h∗ be the dual of its Cartan subalgebra. Let P+ be
the set of dominant integral weights, and L(λ) an irreducible highest weight g-module of highest weight
λ ∈ P+. Then the character of L(λ) is defined as

ch(L(λ)) =
∑
µ∈h∗

dimL(λ)µ · eµ,

where e is a formal exponential, and dimL(λ)µ is the dimension of the weight space L(λ)µ in the weight
space decomposition

L(λ) =
⊕
µ∈P

L(λ)µ.

More background and definitions can be found in Section 2.1.
Character formulas have been widely studied, starting with the famous Weyl–Kac character formula

[Kac90]:

ch(L(λ)) =

∑
w∈W sgn(w)ew(λ+ρ)−ρ∏
α∈∆+(1− e−α)dimgα

, (1.1)

where W is the Weyl group of g, ∆+ the set of positive roots of g, sgn(w) the signature of w, ρ ∈ h∗ the
Weyl vector, and gα the α root space of g.

Equation (1.1) is beautiful, but it is not so well suited to compute characters in practice. Moreover,
even though by definition e−λch(L(λ)) is a series with positive coefficients in the e−αi ’s, this positivity
is not explicit from the formulation in (1.1). We now briefly explain what solutions have been given
to work around these issues, and present a new method which allows us to give simple non-specialised
character formulas using perfect crystals and a new generalisation of integer partitions.

The first solution to obtain simple character formulas is to perform certain specialisations, i.e. for
each of the simple roots αi, applying the transformations e−αi → qsi for some integer si. Using this
method, it is possible to transform the Weyl–Kac character formula into infinite products. From this
point of view, the most effective specialisation is the principal specialisation, where e−αi → q for all i.
It has been widely exploited in the theory of partition identities related to representations of affine Lie
algebras, see for example [Cap93, GOW16, MP87, MP99, MP01, Nan14, Pri94, PŠ16, Sil17]. Lepowsky
and Milne [LM78a, LM78b] were the first to expose the connection by noting that up to the (q; q2)∞
factor, the principal specialisation of the Weyl–Kac character formula for level 3 standard modules of

the affine Lie algebra A
(1)
1 is the product side of the Rogers–Ramanujan identities:∑

n≥0

qn
2

(q; q)n
=

1

(q; q5)∞(q4; q5)∞
,

∑
n≥0

qn
2+n

(q; q)n
=

1

(q2; q5)∞(q3; q5)∞
.
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Here and in the whole paper, we use the standard q-series notation: for n ∈ N ∪ {∞} and j ∈ N,

(a; q)n :=

n−1∏
k=0

(1− aqk),

(a1, . . . , aj ; q)n := (a1; q)n · · · (aj ; q)n.

Lepowsky and Wilson [LW84, LW85] later gave an interpretation of the sum side by constructing a basis
of these standard modules using vertex operators. Their method has then led to the discovery of many
new q-series and partition identities, see e.g. [Cap93, Nan14, PŠ16, Sil17].

However, without performing a specialisation, it is in general difficult to reduce the Weyl–Kac character
formula to obtain a combinatorially simple character formula, with perhaps the exception of the Kac–
Peterson formulas [KP84], which still required a lot work using modular forms.

On the other hand, Bartlett and Warnaar [BW15] gave non-specialised formulas with explicitly positive

coefficients for the characters of certain highest weight modules of the affine Lie algebras C
(1)
n , A

(2)
2n , and

D
(2)
n+1 as sums using Hall–Littlewood polynomials. This led them to generalisations for the Macdonald

identities for B
(1)
n , C

(1)
n , A

(2)
2n−1, A

(2)
2n , and D

(2)
n+1. Using Macdonald–Koornwinder theory, Rains and

Warnaar [RW] found additional character formulas for these Lie algebras, together with new Rogers–
Ramanujan type identities.

In a different direction, Kang, Kashiwara, Misra, Miwa, Nakashima, and Nakayashiki [KKM+92a,
KKM+92b] introduced the theory of perfect crystals to study the irreducible highest weight modules over
quantum affine algebras. The proved the so-called “(KMN)2 crystal base character formula” [KKM+92a],

ch(L(λ)) =
∑

p∈P(λ)

ewtp,

which expresses the character ch(L(λ)) as series indexed by λ-paths. Here the weight wtp is computed
using the energy function of a perfect crystal. More detail will be given in Section 2.2.

Primc [Pri99] was the first to use this character formula to give new Rogers–Ramanujan type identities

related to the level 1 standard modules of A
(1)
1 and A

(1)
2 . The product side came from the principally

specialised Weyl–Kac character formula again, while the sum side came from the principally specialised
(KMN)2 crystal base character formula. In a couple of previous papers [DK19a, DK19b], the authors

generalised Primc’s identities to A
(1)
n−1 for all n, and managed to avoid doing a specialisation, therefore

retrieving the Kac–Peterson character formula with all its parameters. To do this, we established a
bijection between λ-paths and a new generalisation of partitions called “grounded partitions”, in the
case where the ground state path is constant.

Recall that a partition π of a positive integer n is a non-increasing sequence of natural numbers
(π1, . . . , πs), called parts, whose sum is n, the partitions of 4 being (4), (3, 1), (2, 2), (2, 1, 1), and
(1, 1, 1, 1). Grounded partitions, which are defined more rigorously in Section 2.3, are partitions whose
smallest part is fixed, where all the parts are coloured and satisfy particular difference conditions. In
[DK19b], using a bijection and the (KMN)2 crystal base character formula, we obtained new character
formulas expressing the characters directly as generating functions for grounded partitions:∑

π∈Pm
cg

C(π)q|π| = e−λch(L(λ)),

∑
π∈P�cg

C(π)q|π| =
e−λch(L(λ))

(q; q)∞
, (1.2)

where Pm
cg and P�cg are sets of grounded partitions depending on the module considered and on the

energy function of the corresponding crystal, q = e−δ/d0 where δ = d0α0 + d1α1 + · · ·+ dn−1αn−1 is the
null root, and C(π) is the colour sequence of the grounded partition π. This character formula is stated
more rigorously in Theorem 2.10.

However useful, this formula only applies for standard modules whose ground state paths are constant,
which is not the case of most modules. The goal of this paper is to extend our method to treat all
standard modules, whatever their ground state paths are. To do so, we extend our definition of grounded
partitions and introduce so-called “multi-grounded partitions”. We define them rigorously and prove their
connection with crystals and characters in Section 3, but let us already say that among other conditions,
multi-grounded partitions now have their t smallest parts fixed for some t ≥ 1.
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Again, by establishing a bijection with λ-paths, we transform the (KMN)2 crystal base character for-
mula into a character formula using generating functions on multi-grounded partitions (all the notations
will become clear once the reader gets to Section 3).

Theorem 1.1. Setting q = e−δ/(d0D) and cb = ewtb for all b ∈ B, we have cg0 · · · cgt−1
= 1, and the

character of the irreducible highest weight Uq(g)-module L(λ) is given by the following expressions:∑
µ∈tPm

cg0 ···cgt−1

C(π)q|π| = e−λch(L(λ)),

∑
π∈ dtP

�
cg0 ···cgt−1

C(π)q|π| =
e−λch(L(λ))

(qd; qd)∞
.

One big advantage of Theorem 1.1 is that one does not need to perform a specialisation, and that,
being generating functions for combinatorial objects, the series always have obviously positive coefficients.
Moreover, as we will see in Section 4, these generating functions are relatively easy to compute in practice.

As examples of application, we use our new method and Theorem 1.1 to compute character formulas
for irreducible highest weight level one modules of classical Lie algebras:

• Λ0 for A
(2)
2n (n ≥ 2),

• Λ0 and Λn for D
(2)
n+1(n ≥ 2),

• Λ0,Λ1 for A
(1)
2n−1(n ≥ 3),

• Λ0 and Λ1 for B
(1)
n (n ≥ 3),

• Λ0,Λ1,Λn−1,Λn for D
(1)
n (n ≥ 4).

All these formulas are non-specialised, with obviously positive coefficients, and are either infinite products
or sums of two infinite products. We restrict ourselves to examples of level 1 in this paper for brevity,
but the method applies in theory to any level.

The first two formulas were already proved by Frenkel and Kac [FK80] by constructing basic represen-
tations using vertex operators from the dual resonance theory in physics. These identities were reproved
by the second author in [Kon20] using another method based on a generalisation of Glaisher’s identity
[Gla83] through a Sylvester-style bijection. Nonetheless, we reprove them here to illustrate that our new
method gives very simple proofs.

Theorem 1.2 (Frenkel–Kac). Let n ≥ 2, and let Λ0, . . . ,Λn be the fundamental weights and α0, . . . , αn
be the simple roots of A

(2)
2n . Let δ = 2α0 + · · ·+ 2αn−1 + αn be the null root. Let us set

q = e−δ/2 and ci = eαi+···+αn−1+αn/2 for all i ∈ {1, . . . , n}.

We have

e−Λ0ch(L(Λ0)) =

n∏
k=1

(−ckq; q2)∞(−c−1
k q; q2)∞.

Theorem 1.3 (Frenkel–Kac). Let n ≥ 2, and let Λ0, . . . ,Λn be the fundamental weights and α0, . . . , αn
be the simple roots of D

(2)
n+1. Let δ = α0 + · · ·+ αn be the null root. Let us set

q = e−δ and ci = eαi+···+αn for all i ∈ {1, . . . , n}.

We have

e−Λ0ch(L(Λ0)) =
1

(q; q2)∞

n∏
k=1

(−ckq; q2)∞(−c−1
k q; q2)∞, (1.3)

e−Λnch(L(Λn)) =
1

(q; q2)∞

n∏
k=1

(−ckq2; q2)∞(−c−1
k ; q2)∞. (1.4)

We now turn to character formulas which, to our knowledge, are new. They rely on the parity of the
number of parts, we therefore introduce some notation before stating them.

Let G = G(x1, . . . , xn) be a power series in several variables x1, . . . , xn. For k ≤ n, we denote
by Ex1,...,xk(G) the sub-series of G where we only keep the terms in which the sum of the powers of
x1, . . . , xk is even. Note that if G has only positive coefficients, then the same is true for Ex1,...,xk(G) for
all k. There is a simple formula to obtain Ex1,...,xk(G) from G:
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Ex1,...,xk(G) =
1

2

(
G(x1, . . . , xk, xk+1, . . . , xn) +G(−x1, . . . ,−xk, xk+1, . . . , xn)

)
. (1.5)

We can now state our character formulas in a simple form.

Theorem 1.4. Let n ≥ 3, and let Λ0, . . . ,Λn be the fundamental weights and α0, . . . , αn be the simple

roots of A
(2)
2n−1. Let δ = α0 + α1 + 2α2 · · ·+ 2αn−1 + αn be the null root. Let us set

q = e−δ/2 and ci = eαi+···+αn−1+αn/2 for all i ∈ {1, . . . , n}.

We have

e−Λ0ch(L(Λ0)) = Ec1,...,cn

(
(q2; q4)∞

n∏
k=1

(−ckq; q2)∞(−c−1
k q; q2)∞

)

=
(q2; q4)∞

2

(
n∏
k=1

(−ckq; q2)∞(−c−1
k q; q2)∞ +

n∏
k=1

(ckq; q
2)∞(c−1

k q; q2)∞

)
, (1.6)

e−Λ1ch(L(Λ1)) = Ec1,...,cn

(
(q2; q4)∞(−c1q3; q2)∞(−c−1

1 q−1; q2)∞

n∏
k=2

(−ckq; q2)∞(−c−1
k q; q2)∞

)

=
(q2; q4)∞

2

(
(−c1q3; q2)∞(−c−1

1 q−1; q2)∞

n∏
k=2

(−ckq; q2)∞(−c−1
k q; q2)∞ (1.7)

+(c1q
3; q2)∞(c−1

1 q−1; q2)∞

n∏
k=2

(ckq; q
2)∞(c−1

k q; q2)∞

)
.

The next theorem concerns the Lie algebra B
(1)
n . Note that the second author proved a character

formula for L(Λn), another level 1 module, in [Kon20]. However we do not reprove it here as it can be
easily proved using the character formula (1.2) of [DK19b] and does not need any of the innovations of
the current paper. However, the character formulas for the modules L(Λ0) and L(Λ1) are derived using
the new tools from Theorem 1.1.

Theorem 1.5. Let n ≥ 3, and let Λ0, . . . ,Λn be the fundamental weights and α0, . . . , αn be the simple

roots of B
(1)
n . Let δ = α0 + α1 + 2α2 · · ·+ 2αn be the null root. Let us set

q = e−δ/2, c0 = 1, and ci = eαi+···+αn−1+αn for all i ∈ {1, . . . , n}.

We have

e−Λ0ch(L(Λ0)) = Ec0,c1,...,cn

(
(−c0q; q2)∞

n∏
k=1

(−ckq; q2)∞(−c−1
k q; q2)∞

)
(1.8)

=
1

2

(
(−q; q2)∞

n∏
k=1

(−ckq; q2)∞(−c−1
k q; q2)∞ + (q; q2)∞

n∏
k=1

(ckq; q
2)∞(c−1

k q; q2)∞

)
,

e−Λ1ch(L(Λ1)) = Ec0,c1,...,cn

(
(−c0q; q2)∞(−c1q3; q2)∞(−c−1

1 q−1; q2)∞

n∏
k=2

(−ckq; q2)∞(−c−1
k q; q2)∞

)

=
1

2

(
(−q; q2)∞(−c1q3; q2)∞(−c−1

1 q−1; q2)∞

n∏
k=2

(−ckq; q2)∞(−c−1
k q; q2)∞ (1.9)

+(q; q2)∞(c1q
3; q2)∞(c−1

1 q−1; q2)∞

n∏
k=2

(ckq; q
2)∞(c−1

k q; q2)∞

)
.

We conclude with the four level 1 standard modules of D
(1)
n .

Theorem 1.6. Let n ≥ 4, and let Λ0, . . . ,Λn be the fundamental weights and α0, . . . , αn be the simple

roots of D
(1)
n . Let δ = α0 + α1 + 2α2 · · ·+ 2αn−2 + αn−1 + αn is the null root. Let us set

q = e−δ/2 and ci = eαi+···+αn−2+αn−1/2+αn/2 for all i ∈ {1, . . . , n}.
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We have

e−Λ0ch(L(Λ0)) = Ec1,...,cn

(
n∏
k=1

(−ckq; q2)∞(−c−1
k q; q2)∞

)
, (1.10)

e−Λ1ch(L(Λ1)) = Ec1,...,cn

(
(−c1q3; q2)∞(−c−1

1 q−1; q2)∞

n∏
k=2

(−ckq; q2)∞(−c−1
k q; q2)∞

)
, (1.11)

e−Λn−1ch(L(Λn−1)) = Ec1,...,cn

(
(−cn; q2)∞(−c−1

n q2; q2)∞

n−1∏
k=1

(−ckq2; q2)∞(−c−1
k ; q2)∞

)
, (1.12)

e−Λnch(L(Λn)) = Ec1,...,cn

(
(−cnq2; q2)∞(−c−1

n ; q2)∞

n−1∏
k=1

(−ckq2; q2)∞(−c−1
k ; q2)∞

)
. (1.13)

Note that these character formulas for A
(2)
2n , B

(1)
n , and D

(2)
n+1 are reminiscent of the specialised character

formulas given by Bernard and Thierry-Mieg using string functions in [BTM87]. Formulas of the same
kind, but involving only products (not sums of products), can be found in Wakimoto’s book [Wak01].

The paper is structured as follows. In Section 2, we recall some basics on affine Lie algebras, perfect
crystals, and the theory of grounded partitions introduced in [DK19b]. In Section 3, we introduce multi-
grounded partitions and prove Theorem 1.1. In Section 4, we use our new theory to prove the character
formulas of Theorems 1.2–1.6.

2. Perfect crystals and grounded partitions

In this section, we briefly recall the connection between grounded partitions and characters of Lie
algebra modules whose ground state path is constant, introduced in our previous paper [DK19b]. Here
we only recall the major definitions. For a more detailed introduction, we refer the reader to the book
of Hong and Kang [HK02] or to our previous paper [DK19b]. Throughout this paper, we follow the
notation of [HK02].

2.1. Affine Lie algebras and character formulas. We start by recalling some basic definitions on
affine Lie algebras.

Let g = g(A) be a Kac–Moody affine Lie algebra with generalised Cartan matrixA =
(
ai,j
)
i,j∈{0,...,n−1}.

Let h be the Cartan subalgebra of g and h∗ be its dual. We have h = C ⊗Z P
∨, where P∨ =

Zh0 ⊕ Zh1 ⊕ · · · ⊕ Zhn−1 ⊕ Zd with h0, . . . , hn−1, d linearly independent. P∨ is called the dual weight
lattice. Define linear functionals αi and Λi (i ∈ {0, . . . , n− 1}) on h such that

〈hj , αi〉 := αi(hj) = aj,i 〈d, αi〉 := αi(d) = δi,0
〈hj ,Λi〉 := Λi(hj) = δi,j 〈d,Λi〉 := Λi(d) = 0 (i, j ∈ {0, . . . , n− 1}).

The set Π := {αi | i ∈ {0, . . . , n−1}} ⊂ h∗ is the set of simple roots, and Π∨ := {hi | i ∈ {0, . . . , n−1}} ⊂
h is the set of simple coroots. We also set P := {λ ∈ h∗ | λ(P∨) ⊂ Z} to be the weight lattice. It contains
the set of dominant integral weights P+ := {λ ∈ P | λ(hi) ∈ Z≥0 for all i ∈ {0, . . . , n− 1}}.

The quintuple (A,Π,Π∨, P, P∨) is called the Cartan datum of g.
We also define the coroot lattice P̄∨ := Zh0⊕Zh1⊕· · ·⊕Zhn−1, and its complexification h̄ = C⊗Z P̄

∨.
The Z-submodule P̄ := ZΛ0 ⊕ ZΛ1 ⊕ · · · ⊕ ZΛn−1 of P is called the lattice of classical weights.

Let P̄+ :=
∑n
i=0 Z≥0Λi be the set of dominant weights.

The center Zc = {h ∈ P∨ : 〈h, αi〉 = 0 for all i ∈ {0, . . . , n − 1}} of g is one-dimensional, generated
by the canonical central element c = c0h0 + · · · + cn−1hn−1. The space of imaginary roots Zδ = {λ ∈
P : 〈hi, λ〉 = 0 for all i ∈ {0, . . . , n − 1}} of g is also one-dimensional, generated by the null root
δ = d0α0 + d1α1 + · · ·+ dn−1αn−1.

The level of a dominant weight λ ∈ P+ is the integer ` such that 〈c, λ〉 = `. We denote by P` (resp.
P+
` ) the set of weights (resp. dominant weights) of level `.

Let Uq(g) (resp. U ′q(g)) be the quantum affine algebra (resp. derived quantum affine algebra) associated
to g. Let M be an integrable Uq(g)-module. It has a weight space decomposition M =

⊕
λ∈P Mλ, where

Mλ = {v ∈ M | qh · v = qλ(h)v for all h ∈ P∨}. Assuming that dimMλ < ∞ for all λ ∈ wt(M), the
character of M is defined by

ch(M) :=
∑

λ∈wt(M)

dimMλ · eλ,
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where wt(M) = {λ ∈ P | Mλ 6= 0}, and the eλ’s are formal basis elements of the group algebra C[h∗],
with the multiplication defined by eλeµ = eλ+µ.

Let L(λ) be an irreducible highest weight Uq(g)-module of highest weight λ ∈ P+. Then its character
is given by

e−λch(L(λ)) =
∑
µ∈h∗

dimL(λ)µ · eµ−λ ∈ Z[[e−αi , i ∈ {0, . . . , n− 1}]].

In other words, the character e−λch(L(λ)) is a series with positive coefficients in the e−αi ’s. For a fixed
weight λ ∈ P , the irreducible highest weight g-modules of weight λ can be identified with the irreducible
highest weight Uq(g)-modules of weight λ, and we have equality of characters.

2.2. Perfect crystals. We now briefly recall notions on perfect crystals which are necessary to state
the (KMN)2 crystal base character formula. We assume that the reader is somewhat familiar with the
basic definitions of crystal bases and quantum algebras, or can quickly catch up by reading Chapters 4
and 10 of [HK02] or our thorough introduction in [DK19b].

Let Oqint denote the category of integrable Uq(g)-modules. To each module M =
⊕

λ∈P Mλ ∈ Oqint,
one can associate a corresponding crystal base (L,B), which is unique up to isomorphism. There is a
crystal graph associated to B, which has vertex set B, and oriented edges

b
i−−→ b′ if and only if f̃ib = b′ (or equivalently ẽib

′ = b),

where ẽi and f̃i are the Kashiwara operators.
For i ∈ {0, . . . , n− 1}, the functions εi, ϕi : B → Z are defined as follows:

εi(b) = max{k ≥ 0 | ẽki b ∈ B},
ϕi(b) = max{k ≥ 0 | f̃ki b ∈ B}.

Now define

ε(b) =

n−1∑
i=0

εi(b)Λi, and ϕ(b) =

n−1∑
i=0

ϕi(b)Λi.

We then have wtb = ϕ(b)− ε(b), and for all b ∈ B such that ẽib 6= 0,

wt(ẽib)− wtb = αi.

An energy function on B⊗B is a map H : B⊗B → Z satisfying, for all i ∈ {0, . . . , n− 1} and b1, b2 with
ẽ(b1 ⊗ b2) 6= 0,

H (ẽi(b1 ⊗ b2)) =


H(b1 ⊗ b2) if i 6= 0,

H(b1 ⊗ b2) + 1 if i = 0 and ϕ0(b1) ≥ ε0(b2)

H(b1 ⊗ b2)− 1 if i = 0 and ϕ0(b1) < ε0(b2).

By definition, in the crystal graph of B⊗B, the value of H(b1⊗ b2) determines the values H(b′1⊗ b′2) for
all vertices b′1 ⊗ b′2 in the same connected component as b1 ⊗ b2. Energy functions will play a key role in
the (KMN)2 crystal base character formula.

Perfect crystals, introduced by Kang, Kashiwara, Misra, Miwa, Nakashima, and Nakayashiki [KKM+92a,
KKM+92b], provide a construction of the crystal base B(λ) of any irreducible Uq(g)-module L(λ) corre-
sponding to a classical weight λ ∈ P̄+.

Definition 2.1. ([HK02, Definition 10.5.1]) For a positive integer `, a finite classical crystal B is said to
be a perfect crystal of level ` for the quantum affine algebra Uq(g) if

(1) there is a finite-dimensional U ′q(g)-module with a crystal base whose crystal graph is isomorphic
to B (when the 0-arrows are removed);

(2) B ⊗ B is connected;
(3) there exists a classical weight λ0 such that

wt(B) ⊂ λ0 +
1

d0

∑
i 6=0

Z≤0αi and |Bλ0
| = 1;

(4) for any b ∈ B, we have

〈c, ε(b)〉 =

n−1∑
i=0

εi(b)Λi(c) ≥ `;
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(5) for each λ ∈ P̄+
` := {µ ∈ P̄+ | 〈c, µ〉 = `}, there exist unique vectors bλ and bλ in B such that

ε(bλ) = λ and ϕ(bλ) = λ.

Let us fix a perfect crystal B for the remainder of this section. The maps λ 7→ ε(bλ) and λ 7→ ϕ(bλ)
then define two bijections on P̄+

` . As a consequence of the vertex operator theory ([HK02, (10.4.4)]), for

any λ ∈ P̄+
` , there is a natural crystal isomorphism

B(λ)
∼→ B(ε(bλ))⊗ B (2.1)

uλ 7→ uε(bλ) ⊗ bλ.

We now define the famous ground state paths and λ-paths, which are related with grounded and
multi-grounded partitions.

Definition 2.2. For λ ∈ P̄+
` , the ground state path of weight λ is the tensor product

pλ =
(
gk)∞k=0 = · · · ⊗ gk+1 ⊗ gk ⊗ · · · ⊗ g1 ⊗ g0,

where gk ∈ B for all k ≥ 0, and

λ0 = λ g0 = bλ
λk+1 = ε(bλk) gk+1 = bλk+1

for all k ≥ 0 .
(2.2)

A tensor product p = (pk)∞k=0 = · · · ⊗ pk+1 ⊗ pk ⊗ · · · ⊗ p1 ⊗ p0 of elements pk ∈ B is said to be a λ-path
if pk = gk for k large enough. Let P(λ) denote the set of λ-paths .

Iterating (2.1), we obtain the following isomorphism.

Theorem 2.3. ([HK02, Theorem 10.6.4]) Let λ ∈ P̄+
` . Then there is a crystal isomorphism

B(λ)
∼→ P(λ)

uλ 7→ pλ

between the crystal base B(λ) of L(λ) and the set P(λ) of λ-paths.

The crystal structure of P(λ) can be described as follows ([HK02, (10.48)]). For any p = (pk)∞k=0 ∈
P(λ), let N ≥ 0 be the smallest integer such that pk = gk for all k ≥ N . We have

wtp = λN +

N−1∑
k=0

wtpk,

ẽip = · · · ⊗ gN+1 ⊗ ẽi (gN ⊗ · · · ⊗ p0) ,

f̃ip = · · · ⊗ gN+1 ⊗ f̃i (gN ⊗ · · · ⊗ p0) ,

εi(p) = max (εi(p
′)− ϕi(gN ), 0) ,

ϕi(p) = ϕi(p
′) + max (ϕi(gN )− εi(p′), 0) ,

where p′ := pN−1 ⊗ · · · ⊗ p1 ⊗ p0, and wt is viewed as the classical weight of an element of B or P(λ).

We are now ready to state the (KMN)2 crystal base character formula, which gives an explicit expres-
sion for the affine weight wtp and connects it with the character of L(λ).

Theorem 2.4 ((KMN)2 crystal base character formula [KKM+92a]). Let λ ∈ P̄+
` , let H be an energy

function on B⊗B, and let p = (pk)∞k=0 ∈ P(λ). Then the weight of p and the character of the irreducible
highest weight Uq(ĝ)-module L(λ) are given by the following expressions:

wtp = λ+

∞∑
k=0

(
wtpk − wtgk

)
− δ

d0

∞∑
k=0

(k + 1)
(
H(pk+1 ⊗ pk)−H(gk+1 ⊗ gk)

)
, (2.3)

= λ+

∞∑
k=0

((
wtpk − wtgk

)
− δ

d0

∞∑
`=k

(H(p`+1 ⊗ p`)−H(g`+1 ⊗ g`))

)
,

ch(L(λ)) =
∑

p∈P(λ)

ewtp. (2.4)

A specialisation of Theorem 2.4 gives the following corollary in the special case where the ground
state path is constant.
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Corollary 2.5. Suppose that λ ∈ P̄+
` is such that bλ = bλ = g, and set H(g ⊗ g) = 0. Then wtg = 0,

gk = g for all k ∈ Z≥0, and we have

wtp = λ+

∞∑
k=0

(
wtpk −

δ

d0

∞∑
`=k

H(p`+1 ⊗ p`)

)
.

2.3. Grounded partitions. To make the connection between character formulas and partitions (in
particular the Primc partition identity), we introduced the concept of grounded partitions in [DK19b].
First, recall the definition of these objects.

Definition 2.6. Let C be a set of colours, and let ZC = {kc : k ∈ Z, c ∈ C} be the set of integers coloured
with the colours of C. Let � be a binary relation defined on ZC . A generalised coloured partition with
relation � is a finite sequence (π0, . . . , πs) of coloured integers, such that for all i ∈ {0, . . . , s − 1},
πi � πi+1.

In the following, if π = (π0, . . . , πs) is a generalised coloured partition, then c(πi) ∈ C denotes the
colour of the part πi. The quantity |π| = π0 + · · · + πs is the weight of π, and C(π) = c(π0) · · · c(πs) is
its colour sequence.

Fix a particular colour cg ∈ C. Grounded partitions, which are directly related to constant ground
state paths, are defined as follows.

Definition 2.7 ([DK19b]). A grounded partition with ground cg and relation � is a non-empty gen-
eralised coloured partition π = (π0, . . . , πs) with relation �, such that πs = 0cg , and when s > 0,
πs−1 6= 0cg . Let P�cg denote the set of such partitions.

For the remainder of this section, we fix B a perfect crystal of level ` for Uq(g). Let λ be a weight of
P̄+
` such that bλ = bλ = g, i.e. having a constant ground state path pλ = · · · ⊗ g ⊗ g ⊗ g. Let H be an

energy function on B ⊗ B such that H(g ⊗ g) = 0. Let CB = {cb : b ∈ B} be the set of colours indexed
by B. We define the binary relation m on ZCB by

kcb m k′cb′ if and only if k − k′ = H(b′ ⊗ b).

Then the set of λ-paths is in bijection with the set of grounded partitions Pm
cg .

Proposition 2.8 ([DK19b]). Let φ be the map between λ-paths and grounded partitions defined as
follows:

φ : p 7→ (π0, . . . , πs−1, 0cg ),

where p = (pk)k≥0 is a λ-path in P(λ), s ≥ 0 is the unique non-negative integer such that ps−1 6= g and

pk = g for all k ≥ s, and for all k ∈ {1, . . . , s−1}, the part πk has colour cpk and size
∑s−1
l=k H(pk+1⊗pk).

Then φ is a bijection between P(λ) and Pm
cg . Furthermore, by taking cb = ewtb, we have for all π ∈ Pm

cg ,

e−λ+wt(φ−1(π)) = C(π)e−
δ|π|
d0 .

We also described a connection with the set P�cg of grounded partitions for the relation � defined by

kcb � k′cb′ if and only if k − k′ ≥ H(b′ ⊗ b).

One can view the partitions of Pm
cg as the partitions of P�cg such that the differences between consecutive

parts are minimal. However, Pm
cg is not exactly the set of all minimal partitions of P�cg because, contrarily

to Pm
cg , the set P�cg has some partitions π = (π0, . . . , πs−1, 0cg ) such that c(πs−1) = cg. Nonetheless,

these two sets of grounded partitions are related by the following proposition.

Proposition 2.9 ([DK19b]). Let Pcg be the set of grounded partitions where all parts have colour cg.
There is a bijection Φ between P�cg and Pm

cg × Pcg , such that if Φ(π) = (µ, ν), then |π| = |µ| + |ν|, and

by setting cg = 1, we have C(π) = C(µ).

This allowed us to give a character formula in terms of generating functions for grounded partitions.

Theorem 2.10 ([DK19b]). Let B be a perfect crystal of level ` for Uq(g). Let λ ∈ P+

` having a constant

ground state path pλ = · · ·⊗g⊗g⊗g. Setting q = e−δ/d0 and cb = ewtb for all b ∈ B, we have cg = 1, and
8



the character of the irreducible highest weight Uq(g)-module L(λ) is given by the following expressions:∑
π∈Pm

cg

C(π)q|π| = e−λch(L(λ)),

∑
π∈P�cg

C(π)q|π| =
e−λch(L(λ))

(q; q)∞
.

In [DK19b], we applied Theorem 2.10 to the case of the level 1 irreducible highest weight modules of

A
(1)
n−1, and retrieved the Kac–Peterson character formula [KP84]. Provided that one is able to compute

the generating function for grounded partitions, it can in principle yield character formulas for all the
irreducible highest weight modules of level ` having a constant ground state path.

For any Lie algebra and any level, we can always obtain a constant ground state path by considering,
for any perfect crystal B, the tensor product B = B ⊗ B∨, where B∨ is the dual of B. However, it is
sometimes difficult to find a nice formula for an energy function on B ⊗ B given an energy function on
B⊗B. Moreover, it can also be difficult to find a nice expression for the generating function for grounded
partitions corresponding to B. Therefore Theorem 2.10 is difficult to apply in some cases.

We present a solution to this problem in the next section, by introducing multi-grounded partitions
which allow us to directly handle the case where the ground state path is not a constant sequence.

3. Multi-grounded partitions

3.1. Definition. In the spirit of grounded partitions, we now define multi-grounded partitions. Con-
trarily to grounded partitions, not only their smallest part is fixed, but their t smallest parts are fixed
for some t ≥ 1. This will allows us to make a connection with characters of irreducible highest weight
modules having a ground state path with period t.

Definition 3.1. Let C be a set of colors, ZC the set of integers coloured with colours in C, and � a binary
relation defined on ZC . Suppose that there exist some colors cg0 , . . . , cgt−1 in C and unique coloured

integers u
(0)
cg0
, . . . , u

(t−1)
cgt−1

such that

u(0) + · · ·+ u(t−1) = 0, (3.1)

u(0)
cg0
� u(1)

cg1
� · · · � u(t−1)

cgt−1
� u(0)

cg0
. (3.2)

Then a multi-grounded partition with ground cg0 , . . . , cgt−1
and relation � is a non-empty generalised

coloured partition π = (π0, · · · , πs−1, u
(0)
cg0
, . . . , u

(t−1)
cgt−1

) with relation �, such that (πs−t, · · · , πs−1) 6=
(u

(0)
cg0
, . . . , u

(t−1)
cgt−1

) in terms of coloured integers.

We denote by P�cg0 ···cgt−1
the set of multi-grounded partitions with ground g0, . . . , gt−1 and relation �.

Example 3.2. Let us consider the set of colours C = {c1, c2, c3}, the matrix

M =

 2 2 2
0 0 2
−2 0 2

 ,

and define the relation � on ZC by kcb � k′cb′ if and only if k − k′ ≥M(b′ ⊗ b).
If we choose (g0, g1) = (1, 3), the pair (u(0), u(1)) = (1,−1) is the unique pair satisfying (3.1) and (3.2).

The generalised coloured partitions (3c3 , 3c2 , 3c1 ,−1c3 , 1c1 ,−1c3) and (1c3 , 3c1 , 1c3 , 3c1 ,−1c3 , 1c1 ,−1c3) are
examples of multi-grounded partitions with ground c1, c3 and relation �, while (1c1 ,−1c3 , 1c1 ,−1c3) and
(2c1 , 1c1 ,−1c3) are not.

Remark 3.3. In Definition 3.1, note that Conditions (3.1) and (3.2) are the same for any cyclic permu-
tation of cg0 , . . . , cgt−1 . Thus, if grounded partitions are well-defined for fixed grounds cg0 , . . . , cgt−1 and
relation �, then grounded partitions for any cyclic permutation
cgi , . . . , cgt−1

, cg0 , . . . , cgi−1
of the grounds and relation � are also well-defined. Moreover, if the unique

coloured integers corresponding to the ground cg0 , . . . , cgt−1 are u
(0)
cg0
, . . . , u

(t−1)
cgt−1

, then the unique coloured

integers corresponding to the ground cgi , . . . , cgt−1
, cg0 , . . . , cgi−1

are u
(i)
cgi
, . . . , u

(t−1)
cgt−1

, u
(0)
cg0
, . . . , u

(i−1)
cgi−1

.

Note that grounded partitions are the particular case of multi-grounded partitions where the ground
is just one colour.
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3.2. Connection with perfect crystals. As we did with grounded partitions, we now establish a
connection between multi-grounded partitions and ground state paths of perfect crystals. The difference
is that now, multi-grounded partitions allow us to treat the case where the ground state path is not a
constant sequence.

Let B be a perfect crystal of level `, and let λ ∈ P̄+
` be a level ` dominant classical weight with ground

state path pλ = (gk)k≥0. The finitude of the set P` implies the periodicity of the sequence (gi)i≥0 (see
(2.2)). Let us set t to be the period of the ground state path, i.e. the smallest non-negative integer k
such that gk = g0. Let H be an energy function on B ⊗ B. Since B ⊗ B is connected, H is uniquely
determined by fixing its value on a particular b0 ⊗ b′0 ∈ B ⊗ B.

We now define the function Hλ, for all b, b′ ∈ B ⊗ B, by

Hλ(b⊗ b′) := H(b⊗ b′)− 1

t

t−1∑
k=0

H(gk+1 ⊗ gk) . (3.3)

Thus we have
t−1∑
k=0

Hλ(gk+1 ⊗ gk) = 0. (3.4)

The function Hλ satisfies all the properties of energy functions, except that it only has integer values
when t divides

∑t−1
k=0H(gk+1 ⊗ gk). In the particular case where t = 1 (where the ground state path is

constant), the function Hλ is the unique energy function which satisfies Hλ(g0⊗ g0) = 0. This condition
plays a key role in the connection between grounded partitions and λ-paths.

Note that for any energy function H, we always have

t−1∑
k=0

(k + 1)Hλ(gk+1 ⊗ gk) =

t−1∑
k=0

(k + 1)H(gk+1 ⊗ gk)− t+ 1

2

t−1∑
k=0

H(gk+1 ⊗ gk) ∈ 1

2
Z.

The quantity above is an integer as soon as t is odd, and is equal to 0 when t = 1. Thus we can choose
a suitable divisor D of 2t such that DHλ(B ⊗ B) ⊂ Z and 1

t

∑t−1
k=0(k + 1)DHλ(gk+1 ⊗ gk) ∈ Z. In the

whole paper, D always denotes such an integer.
For the particular case t = 1, which corresponds to the case of a constant ground state path, we can

always choose D = 1.
Let us now consider the set of colours CB indexed by B, and let us define, for the remainder of this

paper, the relations m and � on ZCB by

kcb m k′cb′ ⇐⇒ k − k′ = DHλ(b′ ⊗ b), (3.5)

kcb � k′cb′ ⇐⇒ k − k′ ≥ DHλ(b′ ⊗ b). (3.6)

We can define multi-grounded partitions associated with these relations, as can be seen in the next
proposition.

Proposition 3.4. The set Pm
cg0 ···cgt−1

(resp. P�cg0 ···cgt−1
) of multi-grounded partitions with ground

cg0 , . . . , cgt−1 and relation m (resp. �) is the set of non-empty generalised coloured partitions π =

(π0, · · · , πs−1, u
(0)
cg0
, . . . , u

(t−1)
cgt−1

) with relation m (resp. �), such that (πs−t, · · · , πs−1) 6= (u
(0)
cg0
, . . . , u

(t−1)
cgt−1

),

and for all k ∈ {0, . . . , t− 1},

u(k) = −1

t

t−1∑
`=0

(`+ 1)DHλ(g`+1 ⊗ g`) +

t−1∑
`=k

DHλ(g`+1 ⊗ g`) . (3.7)

Proof. First, we check that the colours cg0 , . . . , cgt−1
and the coloured integers u

(0)
cg0
, . . . , u

(t−1)
cgt−1

satisfy

the conditions in Definition 3.1 for both relations m and �.
We have u(k) − u(k+1) = DHλ(gk+1 ⊗ gk), so (3.2) is true for both m and �. To check that (3.1) is

true as well, we do the computation:

t−1∑
k=0

u(k) =

t−1∑
k=0

(
−1

t

t−1∑
`=0

(`+ 1)DHλ(g`+1 ⊗ g`) +

t−1∑
`=k

DHλ(g`+1 ⊗ g`)

)

= −
t−1∑
`=0

(`+ 1)DHλ(g`+1 ⊗ g`) +

t−1∑
k=0

t−1∑
`=k

DHλ(g`+1 ⊗ g`)

= 0.
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Moreover, the choice of integers u(0), . . . , u(t−1) is unique. Indeed, by (3.5) and (3.2), they satisfy
u(k) − u(k+1) ≥ DHλ(gk+1 ⊗ gk) for all k ∈ {0, . . . , t− 1} (with the convention that u(0) = u(t)). Thus,
by (3.4), they must satisfy

0 = u(0) − u(1) + u(1) − u(2) + · · ·+ u(t−2) − u(t−1) + u(t−1) − u(0)

≥ DHλ(g1 ⊗ g0) +DHλ(g2 ⊗ g1) + · · ·+DHλ(gt−1 ⊗ gt−2) +DHλ(gt ⊗ gt−1)

= 0 ,

and this implies that u(k) − u(k+1) = DHλ(gk+1 ⊗ gk) for all k ∈ {0, . . . , t− 1}.
Finally, by (3.1), we have

0 = u(0) + · · ·+ u(t−1)

= u(0) − u(1) + 2(u(1) − u(2)) + · · ·+ t(u(t−1) − u(0)) + tu(0) ,

which gives us the value of u(0):

u(0) = −1

t

t−1∑
k=0

(k + 1)DHλ(gk+1 ⊗ gk).

The other values (3.7) are then fully determined by the equalities u(k) − u(k+1) = DHλ(gk+1 ⊗ gk). �

To make a more general connection between multi-grounded partitions and character formulas, we
define some additional sets of multi-grounded partitions. For any positive integer d, we denote by
dP�cg0 ···cgt−1

the set of multi-grounded partitions π = (π0, · · · , πs−1, u
(0)
cg0
, . . . , u

(t−1)
cgt−1

) of P�cg0 ···cgt−1
such

that for all k ∈ {0, . . . , s− 1},
πk − πk+1 −DHλ(pk+1 ⊗ pk) ∈ dZ≥0 ,

where c(πk) = cpk and πs = u
(0)
cg0

.

Finally, let d
tP�cg0 ···cgt−1

(resp. tP�cg0 ···cgt−1
, tPm

cg0 ···cgt−1
) denote the set of multi-grounded partitions

of dP�cg0 ···cgt−1
(resp. P�cg0 ···cgt−1

, Pm
cg0 ···cgt−1

) whose number of parts is divisible by t.

Example 3.5. Assume that DHλ = M given in Example 3.2. Then 2Pc1,c3 is the set of multi-grounded
partitions π = (π0, · · · , πs−1, 1c1 ,−1c3) of Pc1,c3 such that for all k ∈ {0, . . . , s− 1},

πk − πk+1 −DHλ(pk+1 ⊗ pk) ∈ 2Z≥0 ,

Given that all the values in the matrix M are even and that these multi-grounded partitions always
end with (1c1 ,−1c3), the multi-grounded partitions in 2Pc1,c3 only have odd parts. For example, the
multi-grounded partition (7c1 , 5c2 , 3c3 , 1c2 , 1c1 ,−1cc3) belongs to 2Pc1,c3 . It also belongs to 2

2Pc1,c3 as its
number of parts is divisible by 2.

Now that we have introduced all the relevant notation, let us repeat the main theorem from the
introduction, Theorem 1.1, which makes the connection between perfect crystals and multi-grounded
partitions.

Theorem 1.1. Setting q = e−δ/(d0D) and cb = ewtb for all b ∈ B, we have cg0 · · · cgt−1 = 1, and the
character of the irreducible highest weight Uq(g)-module L(λ) is given by the following expressions:∑

µ∈tPm
cg0 ···cgt−1

C(π)q|π| = e−λch(L(λ)),

∑
π∈ dtP

�
cg0 ···cgt−1

C(π)q|π| =
e−λch(L(λ))

(qd; qd)∞
.

The remainder of this section is dedicated to the proof of Theorem 1.1.

Let p = (pk)k≥0 ∈ P(λ) be a λ-path different from the ground state path pλ = (gk)k≥0. Then, by
definition, there exists a unique positive integer m such that

(p(m−1)t, . . . , pmt−1) 6= (g0, . . . , gt−1)

(pm′t, . . . , p(m′+1)t−1) = (g0, . . . , gt−1) for all m′ ≥ m.
(3.8)

We start by expression the weight of p in terms of the function Hλ.
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Lemma 3.6. The weight wt(p) of p is given by the following formula:

wt(p) = λ+

mt−1∑
k=0

(
wt(pk)− δ

d0

(
−1

t

t−1∑
`=0

(`+ 1)Hλ(g`+1 ⊗ g`) +

mt−1∑
`=k

Hλ(p`+1 ⊗ p`)

))
. (3.9)

Proof. For any positive integer m, we have

mt−1∑
k=0

(k + 1)H(gk+1 ⊗ gk) =
m(mt+ 1)

2

t−1∑
k=0

H(gk+1 ⊗ gk) +

mt−1∑
k=0

(k + 1)Hλ(gk+1 ⊗ gk) by (3.3)

=
m(mt+ 1)

2

t−1∑
k=0

H(gk+1 ⊗ gk) +m

t−1∑
k=0

(k + 1)Hλ(gk+1 ⊗ gk), (3.10)

where the last equality follows from the periodicity of pλ.
On the other hand, we have

t−1∑
k=0

wt(gk) = 0. (3.11)

Indeed,

t−1∑
k=0

wt(gk) =

t−1∑
k=0

ϕ(gk)− ε(gk) by defintion

=

t−1∑
k=0

ϕ(gk)− ϕ(gk+1) by (2.2)

= ϕ(g0)− ϕ(g0).

Therefore, computing the weight wt(p) given by (2.3) yields:

wt(p) = λ+

∞∑
k=0

(
wt(pk)− wt(gk)

)
− δ

d0

∞∑
k=0

(k + 1)
(
H(pk+1 ⊗ pk)−H(gk+1 ⊗ gk)

)
= λ+

∞∑
k=0

(
wt(pk)− wt(gk)

)
− δ

d0

mt−1∑
k=0

(k + 1)
(
H(pk+1 ⊗ pk)−H(gk+1 ⊗ gk)

)
= λ+

mt−1∑
k=0

wt(pk)− δ

d0

mt−1∑
k=0

(k + 1)Hλ(pk+1 ⊗ pk) +
mδ

d0

t−1∑
k=0

(k + 1)Hλ(gk+1 ⊗ gk),

where the last equality follows from (3.10) and (3.11). Equation (3.9) then follows from the fact that

mt−1∑
k=0

(k + 1)Hλ(pk+1 ⊗ pk) =

mt−1∑
k=0

mt−1∑
`=k

Hλ(p`+1 ⊗ p`).

�

We now give a bijection between λ-paths and multi-grounded partitions.

Proposition 3.7. Let us define the map φ from P(λ) to Pm
cg0 ···cgt−1

, such that φ(pλ) = (u
(0)
cg0
, . . . , u

(t−1)
cgt−1

),

and for all p = (pk)k≥0 ∈ P(Λ) different from pλ and m defined in (3.8),

φ(p) = (π0, · · · , πmt−1, u
(0)
cg0
, . . . , u(t−1)

cgt−1
)

where for all k ∈ {0, · · · ,mt− 1}, c(πk) = cpk and

πk = −1

t

t−1∑
`=0

(`+ 1)DHλ(g`+1 ⊗ g`) +

mt−1∑
`=k

DHλ(p`+1 ⊗ p`) .

Then φ defines a bijection between P(λ) and the set tPm
cg0 ···cgt−1

of partitions of Pm
cg0 ···cgt−1

whose number

of parts is divisible by t.

Furthermore, by setting cb = ewt(b) for all b ∈ B, we have for all π ∈ tPm
cg0 ···cgt−1

,

e−Λ+wt(φ−1(π)) = C(π)e−
δ|π|
d0D . (3.12)
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Proof. Let p ∈ P(λ) and π = φ(p). First, let us check that π belongs to tPm
cg0 ···cgt−1

. The multi-

grounded partition π has (m+1)t parts, so its number of parts is indeed divisible by t. Moreover, we have
πkmπk+1 for all k ∈ {0,mt−2}, because πk−πk+1 = DHλ(pk+1⊗pk). By (3.4) and (3.7), we have u(0) =

− 1
t

∑t−1
`=0(`+1)DHλ(g`+1⊗g`), so that πmt−1−u(0) = DHλ(pmt⊗pmt−1) and πmt−1mu(0)

cg0
. Finally, since

(p(m−1)t, . . . , pmt−1) 6= (g0, . . . , gt−1), we necessarily have that

(π(m−1)t, · · · , πmt−1) 6= (u
(0)
cg0
, . . . , u

(t−1)
cgt−1

) in terms of coloured integers. Thus π is indeed a multi-

grounded partition belonging to tPm
cg0 ···cgt−1

Let us now give the inverse bijection φ−1. Start with π = (π0, . . . , πmt−1, u
(0)
cg0
, . . . , u

(t−1)
cgt−1

) ∈ tPm
cg0 ···cgt−1

,

with m > 0 and colour sequence cp′0 · · · cp′mt−1
cg0 · · · cgt−1

. We set φ−1(π) = (pk)k≥0, where pm′t+i = gi
for all m′ ≥ m and i ∈ {0, . . . , t− 1}, and pk = p′k for all k ∈ {0, . . . ,mt− 1}.

• We first show that (p(m−1)t, . . . , pmt−1) 6= (g0, . . . , gt−1). Assume for the purpose of contradiction
that (p(m−1)t, . . . , pmt−1) = (g0, . . . , gt−1). We then obtain by (3.5) that

π(m−1)t+k = −1

t

t−1∑
`=0

(`+ 1)DHλ(g`+1 ⊗ g`) +

t−1∑
`=k

DHλ(g`+1 ⊗ g`) = u(k)
cgk
.

This contradicts the fact that (π(m−1)t, · · · , πmt−1) 6= (u
(0)
cg0
, . . . , u

(t−1)
cgt−1

) in terms of colored inte-
gers.

• By (3.5), we also have, for all k ∈ {0, . . . ,mt− 1}, πk − πk+1 = DHλ(pk+1 ⊗ pk). Therefore

πk = u(0) +

mt−1∑
`=k

(π` − π`+1) = −1

t

t−1∑
`=0

(`+ 1)DHλ(g`+1 ⊗ g`) +

mt−1∑
`=k

DHλ(p`+1 ⊗ p`). (3.13)

With what precedes, we have φ(φ−1(π)) = π and φ−1(φ(p)) = p.
Finally, we obtain (3.12) by Lemma 3.6. �

Similarly to the case of grounded partitions, we end this section with a bijection connecting the
multi-grounded partitions with relations � and m.

Proposition 3.8. Let dP be the set of classical partitions where all parts are divisible by d. There is a
bijection Φd between d

tP�cg0 ···cgt−1
and tPm

cg0 ···cgt−1
× dP, such that if Φd(π) = (µ, ν), then |π| = |µ|+ |ν|,

and by setting cg0 · · · cgt−1
= 1, we have C(π) = C(µ).

Proof. The main trick here consists in seeing classical partitions as partitions with number of parts
divisible by t. If ν is a classical partition with rt− ` parts, with r > 1 and ` ∈ {0, . . . , t− 1}, it suffices
to add ` parts 0 at the end of ν. Then, a non-empty partition ν ∈ dP can be uniquely written as a
non-increasing sequence ν = (dν0, · · · , dνrt−1) of non-negative multiples of d, with ν(r−1)t > 0.

We set Φd(u
(0)
cg0
, . . . , u

(t−1)
cgt−1

) = ((u
(0)
cg0
, . . . , u

(t−1)
cgt−1

), ∅). Let us now consider π = (π0, . . . , πts−1, u
(0)
cg0
, . . . , u

(t−1)
cgt−1

)

in d
tP�cg0 ···cgt−1

, different from (u
(0)
cg0
, . . . , u

(t−1)
cgt−1

), with colour sequence cp′0 · · · cp′ts−1
cg0 · · · cgt−1 , and let us

build Φd(π) = (µ, ν). We set p = (pk)k≥0, with ps′t+i = gi for all s′ ≥ s and i ∈ {0, . . . , t − 1}, and
pk = p′k for all k ∈ {0, . . . , st− 1}, and

m = max{k ∈ {0, . . . , s} : (p(k−1)t, . . . , pkt−1) 6= (g0, · · · , gt−1)}.

Since (pkt, . . . , p(k+1)t−1) = (g0, · · · , gt−1) for all k ≥ m, with the convention cg0 · · · cgt−1
= 1, we obtain

that C(π) = cp0 · · · cpst−1 = cp0 · · · cpmt−1 .
We set

µ = (µ0, . . . , µmt−1, u
(0)
cg0
, . . . , u(t−1)

cgt−1
) := φ(p).

By (3.13), for all k ∈ {0, . . . ,mt− 1}, the part µk has colour cpk and size

u(0) +

mt−1∑
`=k

DHλ(p`+1 ⊗ p`).

Thus we have C(π) = C(µ).
13



Let us now build ν = (ν0, . . . , νrt−1) in dP. We distinguish two different cases.

(1) If m < s, we set r = s and ν = (ν0, . . . , νst−1), where{
νk = πk − µk for k ∈ {0, . . . ,mt− 1},
νkt+i = πk − u(i) for k ∈ {m, . . . , s− 1} and i ∈ {0, . . . , t− 1}.

Therefore, for all k ∈ {0, . . . ,mt− 2}, we have

νk − νk+1 = πk − πk+1 − µk + µk+1

= πk − πk+1 −DHλ(pk+1 ⊗ pk)

∈ dZ≥0,

and

νmt−1 − νmt = πmt−1 − πmt − µmt−1 + u(0)

= πk − πk+1 −DHλ(pmt ⊗ pmt−1)

∈ dZ≥0.

We also have, for all k ∈ {m, . . . , s− 1} and all i ∈ {0, . . . , t− 1},

νkt+i − νkt+i+1 = πkt+i − πkt+i+1 − u(i) + u(i+1)

= πkt+i − πkt+i+1 −DHλ(pkt+i+1 ⊗ pkt+i)
∈ dZ≥0.

We finally observe that

νst−1 = πst−1 − u(t−1)

= πst−1 − u(0) + u(0) − u(t−1)

= πst−1 − u(0) −DHλ(pkt ⊗ pkt−1)

∈ dZ≥0.

We showed that the sequence (νk)st−1
k=0 is indeed a non-increasing sequence of multiples of d.

Moreover, we have π(s−1)t > u(0). Indeed, m < s implies that (p′(s−1)t, . . . , p
′
st−1) = (g0, . . . , gt−1).

So if we had π(s−1)t = u(0), then by the difference condition (3.6), it would mean that

(π(s−1)t, . . . , πst−1) = (u
(0)
cg0
, . . . , u

(t−1)
cgt−1

) as coloured integers, which contradicts the definition

of multi-grounded partitions. Thus ν(s−1)t = π(s−1)t − u(0) > 0.
(2) By definition, we have m ≤ s, so the only other possible case is m = s. As before, we obtain

that (πk − µk)mt−1
k=0 is a non-increasing sequence of non-negative multiples of d. We set

r = min{k ∈ {0, . . . , s} : πkt = µkt},
and νk = πk−µk for all k ∈ {0, . . . , rt−1}. So, in this case too, ν belongs to dP and ν(r−1)t > 0.

The map Φ−1
d from tPm

cg0 ···cgt−1
× dP to d

tP�cg0 ···cgt−1
simply consists in adding the parts of

µ = (µ0, . . . , µmt−1, u
(0)
cg0
, . . . , u

(t−1)
cgt−1

) ∈ tPm
cg0 ···cgt−1

to those of ν = (ν0, · · · , νrt−1) ∈ dP to obtain a

multi-grounded partition π ∈ d
tP�cg0 ···cgt−1

in the following way:

(1) if m ≥ r, then for all k ∈ {0, . . . ,mt − 1}, πk has size µk + νk and color c(µk), where we set
νk = 0 for all k ∈ {rt, · · · ,mt− 1}, and we obtain the multi-grounded partition

π = (π0, · · · , πmt−1, u
(0)
cg0
, . . . , u(t−1)

cgt−1
);

(2) if m < r, the first mt parts are defined as in the case m ≥ r, and the remaining parts are
πkt+i = νkt+i +u(i) with color cgi for all k ∈ {m, . . . , r− 1} and i ∈ {0, . . . , t− 1}, and we obtain
the multi-grounded partition

π = (π0, · · · , πrt−1, u
(0)
cg0
, . . . , u(t−1)

cgt−1
).

It is easy to see that Φd and Φ−1
d are inverses of each other, the first (resp. second) case of Φd being the

inverse of the second (resp. first) case of Φ−1
d . �

This proposition, along with (2.4) of Theorem 2.4, yields Theorem 1.1.
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Note that when t = 1, we can choose D = 1, and Theorem 2.10 is then a particular case of Theorem
1.1. The additional parameter d allows us to have a refined equality and to simplify some calculations.
It is particularly useful when DHλ(B ⊗ B) ∈ dZ, in which case the parts of our partitions all belong to

the same congruence class modulo d. This is done for example in Section 4.1 for A
(2)
2n and in Section 4.2

for D
(2)
n+1.

4. Examples of application: character formulas for several classical affine Lie
algebras

In this last section, we illustrate how multi-grounded partitions and Theorem 1.1 can be used to
compute character formulas for standard level 1 modules where Theorem 2.10 is not easily (or not at all)
applicable. All crystals can be found in the book [HK02].

4.1. The Lie algebra A
(2)
2n (n ≥ 2). We start by studying the algebra A

(2)
2n for n ≥ 2 to prove Theorem

1.2. The crystal B of the vector representation of A
(2)
2n (n ≥ 2) is given by the crystal graph in Figure 1

with the weights

wt(0) = 0,

wt(u) = −wt(u) =
1

2
αn +

n−1∑
i=u

αi for all u ∈ {1, . . . , n}.

Here, the null root is δ = αn + 2
∑n−1
i=0 αi.

B :

bΛ0 = bΛ0
= 0

pΛ0 = (· · · 000)

0

1 2 n− 1 n· · ·

1 2 n− 1 n· · ·

0

0

1

1

2

2

n− 2

n− 2

n− 1

n− 1

n

Figure 1. Crystal graph B of the vector representation for the Lie algebra A
(2)
2n (n ≥ 2)

We now compute the energy function H on B⊗B such that H(0⊗0) = 0. To do so, we use the crystal
graph of B ⊗ B given in Figure 2. It is connected, so the energy is completely determined by the choice
H(0⊗ 0) = 0. Moreover, the energy is constant on each connected component of B ⊗ B after removing
the 0-arrows. More detail on the computation of energy functions can be found in [HK02] or [DK19b].

: 0-arrow

: n-arrow

: paths of i-arrows, for consecutive i 6= 0, n

: connected components without 0-arrows
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Figure 2. Crystal graph of B ⊗ B for the Lie algebra A
(2)
2n (n ≥ 2)
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We obtain the following energy matrix:

H =



1 2 · · · n n · · · 2 1 0

1 2 · · · · · · · · · · · · · · · · · · 2 1

2 0
. . .

...
...

...
...

. . .
. . . 2∗

...
...

n
...

. . .
. . .

...
...

n
...

. . .
. . .

...
...

...
... 0∗

. . .
. . .

...
...

2
...

. . .
. . .

...
...

1 0 · · · · · · · · · · · · · · · 0 2 1
0 1 · · · · · · · · · · · · · · · · · · 1 0


.

In this case, L(Λ0) is the only irreducible highest weight module of level 1, and the corresponding
ground state path is pΛ0

= · · · 000, which is constant. So in theory, to obtain the character formula of
Theorem 1.2, we could apply Theorem 2.10. But here we will make use of the additional variable d of
Theorem 1.1 to simplify our computations.

Let us apply Theorem 1.1 with D = t = 1 and d = 2. We have HΛ0 = H, and∑
π∈ 2

1P
�
c0

C(π)q|π| =
e−Λ0ch(L(Λ0))

(q2; q2)∞
, (4.1)

where q = e−δ/2 and cb = ewtb for all b ∈ B.
We recall that 2

1P�c0 is the set of grounded partitions π = (π0, . . . , πs−1, 0c0) with relation � and
ground c0, such that for all k ∈ {0, . . . , s− 1},

πk − πk+1 −H(pk+1 ⊗ pk) ∈ 2Z≥0, (4.2)

where c(πk) = cpk and πs = 0cg0 .
These grounded partitions are exactly the partitions grounded in c0 which are finite sub-sequences of

· · · ≥ 5c1 ≥ 4c0 ≥ 3c1 ≥ · · · ≥ 3c1 ≥ 2c0 ≥ 1c1 ≥ · · · ≥ 1cn ≥ 1cn ≥ · · · ≥ 1c1 ≥ 0c0 ,

where the parts (2k)c0 may repeat for k > 0.
Indeed, by (4.2), the size difference between two consecutive parts with colours cb and cb′ has the

same parity as H(b′ ⊗ b). This implies that all the parts with colours c1, c1, . . . , cn, cn have the same
parity, different from the parity of the parts with colour c0. Since the ground has size 0 and colour c0,
the parts coloured c0 are even and the others are odd, and we obtain the sequence above.

Setting c0 = 1, we obtain the generating function∑
π∈ 2

1P
�
c0

C(π)q|π| =
(−c1q,−c1q, . . . ,−cnq,−cnq; q2)∞

(q2; q2)∞
.

Combining this with (4.1), we obtain

e−Λ0ch(L(Λ0)) = (−c1q,−c1q, . . . ,−cnq,−cnq; q
2)∞,

which is Theorem 1.2.

4.2. The Lie algebra D
(2)
n+1(n ≥ 2). We now turn to the algebra D

(2)
n+1 for n ≥ 2 and prove Theorem

1.3. The crystal B of the vector representation of D
(2)
n+1(n ≥ 2) is given by the crystal graph in Figure 3

with the weights

wt(0) = wt(0) = 0,

wt(u) = −wt(u) =

n∑
i=u

αi for all u ∈ {1, . . . , n}.

Here, the null root is δ =
∑n
i=0 αi.
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B :

pΛ0
= (· · · 0 0 0 0)

pΛn = (· · · 0 0 0 0)

0 0

1 2 n− 1 n· · ·

1 2 n− 1 n· · ·

0

0
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1
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2
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n− 2

n− 1

n− 1

n

n

Figure 3. Crystal graph B of the vector representation for the Lie algebra D
(2)
n+1(n ≥ 2)

Again, we compute the energy function H on B ⊗ B such that H(0 ⊗ 0) = 0 with the help of the
crystal graph of B ⊗ B given in Figure 4.

: 0-arrow

: n-arrow

: chains of two n-arrows

: vertex of the form 0⊗ · or · ⊗ 0

: paths of i-arrows, for consecutive i 6= 0, n

: connected components without 0-arrows

⊗

⊗

⊗

⊗

⊗

⊗

⊗

⊗

⊗

⊗

⊗

⊗

⊗

⊗

⊗

⊗

⊗

⊗

⊗

⊗

⊗

⊗

⊗

⊗

⊗

⊗

⊗

⊗

⊗

⊗

⊗

⊗

⊗

⊗

⊗

⊗

⊗

⊗

⊗

⊗

⊗

⊗

⊗

⊗

⊗

⊗

⊗

⊗

⊗

⊗

⊗

⊗

⊗

⊗

⊗

⊗

⊗

⊗

⊗

⊗

⊗

⊗

⊗

⊗

0 0 0 0 0 0 0 00

0

0

0

0

0

0

0

1 1 1 1 1 1 1 1

1

1

1

1

1

1

1

1

u u u u u u u u

u

u

u

u

u

u

u

u

n n n n n n n n

n

n

n

n

n

n

n

n

n n n n n n n n

n

n

n

n

n

n

n

n

u u u u u u u u

u

u

u

u

u

u

u

u

1 1 1 1 1 1 1 1

1

1

1

1

1

1

1

10 0 0 0 0 0 0 0

0

0

0

0

0

0

0

0

Figure 4. Crystal graph of B ⊗ B for the Lie algebra D
(2)
n+1(n ≥ 2)

We obtain the following energy matrix:

H =



1 2 · · · n 0 n · · · 2 1 0

1 2 · · · · · · 2 2 2 · · · · · · 2 1

2 0
. . . 2∗

...
...

...
...

...
...

...
. . .

. . .
...

...
... 2∗

...
...

n
...

. . . 2 2 2 · · · · · · 2 1

0
...

. . . 0 2 · · · · · · 2 1

n
...

. . . 2 · · · · · · 2
...

...
... 0∗

. . .
. . . 2∗

...
...

2
...

. . .
. . .

...
...

1 0 · · · · · · · · · · · · · · · · · · 0 2 1
0 1 · · · · · · · · · · · · · · · · · · · · · 1 0



. (4.3)

In this case, there are two irreducible highest weight modules of level 1: L(Λ0) and L(Λn), and the
corresponding ground state paths are pΛ0

= · · · 000 and pΛn = · · · 000, respectively. Again, though both
ground state paths are constant, we make use of the additional variable d of Theorem 1.1 to simplify our
computations.

4.2.1. Character for L(Λ0). We start by studying L(Λ0). Again, we apply Theorem 1.1 with D = t = 1
and d = 2. We have HΛ0

= H, and ∑
π∈ 2

1P
�
c0

C(π)q|π| =
e−Λ0ch(L(Λ0))

(q2; q2)∞
, (4.4)

where q = e−δ and cb = ewtb for all b ∈ B.

Note that the energy matrix (4.3) is exactly the same as in the case of A
(2)
2n except that the row and

column 0 were added. So, if we remove the parts coloured c0, the grounded partitions of 2
1P�c0 are the

same as in the previous section. Moreover, the added parts coloured c0 can repeat arbitrarily many
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times, and are located between cn and cn in the order of colours. Thus, 2
1P�c0 is the set of grounded

partitions with ground c0, which are finite subsequences of

· · · ≥ 3c1 ≥ · · · ≥ 3cn ≥ 3c0 ≥ 3cn ≥ · · · ≥ 3c1 ≥ 2c0 ≥ 1c1 ≥ · · · ≥ 1cn ≥ 1c0 ≥ 1cn ≥ · · · ≥ 1c1 ≥ 0c0 ·

where only the parts 2kc0 and (2k − 1)c0 may repeat for all k > 0.

Thus we obtain the generating function∑
π∈ 2

1P
�
c0

C(π)q|π| =
(−c1q,−c1q, . . . ,−cnq,−cnq; q2)∞

(c0q2; q2)∞(c0q; q
2)∞

,

and setting c0 = c0 = 1, we get∑
π∈ 2

1P
�
c0

C(π)q|π| =
(−c1q,−c1q, . . . ,−cnq,−cnq; q2)∞

(q; q)∞
,

Combining this with (4.4), we obtain

e−Λ0ch(L(Λ0)) =
(−c1q,−c1q, . . . ,−cnq,−cnq; q2)∞

(q; q2)∞
,

which is (1.3).

4.2.2. Character for L(Λn). We now turn to L(Λn). Again, we apply Theorem 1.1 with D = t = 1 and
d = 2. We have HΛn = H, and ∑

π∈ 2
1P
�
c
0

C(π)q|π| =
e−Λnch(L(Λn))

(q2; q2)∞
, (4.5)

where q = e−δ and cb = ewtb for all b ∈ B.
The energy matrix, and therefore difference conditions, are still the same. But now the grounded

partitions are grounded in c0 instead of c0. The grounded partitions have smallest part 0c0 , so the parts
with colours c0, c1, c1, . . . , cn, cn are now even, while the parts with colour c0 are odd. Thus the grounded
partitions in 2

1P�c0 are exactly the partitions grounded in c0, which are finite subsequences of

· · · ≥ 4c1 ≥ 3c0 ≥ 2c1 ≥ · · · ≥ 2cn ≥ 2c0 ≥ 2cn ≥ · · · ≥ 2c1 ≥ 1c0 ≥ 0c1 ≥ · · · ≥ 0cn ≥ 0c0 ·

where for all k > 0, the parts (2k − 1)c0 and 2kc0 may repeat.

Thus we obtain that the generating function∑
π∈ 2

1P
�
c
0

C(π)q|π| =
(−c1q2,−c1, . . . ,−cnq2,−cn; q2)∞

(c0q; q2)∞(c0q
2; q2)∞

,

and setting c0 = c0 = 1, we get∑
π∈ 2

1P
�
c
0

C(π)q|π| =
(−c1q2,−c1, . . . ,−cnq2,−cn; q2)∞

(q; q)∞
,

Combining this with (4.5), we obtain

e−Λnch(L(Λn)) =
(−c1q2,−c1, . . . ,−cnq2,−cn; q2)∞

(q; q2)∞
,

which is (1.4).

4.3. The Lie algebra A
(2)
2n−1(n ≥ 3). We now move to our first example where the ground state paths

are not constant: the Lie algebra A
(2)
2n−1 for n ≥ 3, and prove Theorem 1.4.

The crystal B of the vector representation of A
(2)
2n−1(n ≥ 3) is given by the crystal graph in Figure 5

with, for all u ∈ {1, . . . , n}, the weights

wt(u) = −wt(u) =
1

2
αn +

n−1∑
i=u

αi.
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Here, the null root is

δ = α0 + α1 + αn + 2

n−1∑
i=2

αi.

B :

bΛ0 = bΛ1
= 1 bΛ1 = bΛ0

= 1

pΛ0
= (· · · 1 1 1 1 1) pΛ1

= (· · · 1 1 1 1 1)

1 2 n− 1 n· · ·

1 2 n− 1 n· · ·
0 0

1

1

2

2

n− 2

n− 2

n− 1

n− 1

n

Figure 5. Crystal graph B of the vector representation for the Lie algebra A
(2)
2n−1(n ≥ 3)

We use the crystal graph for B⊗B given in Figure 6 to compute the energy function H on B⊗B such
that H(1⊗ 1) = −1.

: 0-arrow

: 1-arrow

: n-arrow

: paths of i-arrows, for consecutive i 6= 0, 1, n

: connected component of 1⊗ 1
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: connected component of 1⊗ 1
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⊗

⊗

⊗

⊗
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⊗

⊗

⊗
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⊗
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⊗
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2

2

2

2
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1 1 1 1 1 1 1

1

1

1

1

1

1

1

1 1 1 1 1 1 1

1

1

1

1

1
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2 2 2 2 2 2 2

2

2

2

2

2

2

2
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n

n

n
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n

n

Figure 6. Crystal graph of B ⊗ B for the Lie algebra A
(2)
2n−1(n ≥ 3)

The energy function such that H(1⊗ 1) = −1 is given by the following matrix:

H =



1 2 · · · n n · · · 2 1

1 1 · · · · · · · · · · · · · · · · · · 1

2 0
. . .

...
...

...
. . .

. . . 1∗
...

n
...

. . .
. . .

...

n
...

. . .
. . .

...
...

... 0∗
. . .

. . .
...

2 0 0
. . .

. . .
...

1 −1 0 · · · · · · · · · · · · 0 1


. (4.6)

These difference conditions correspond the partial order

· · · � 0c1
1c1

� 1c2 � · · · � 1cn � 1cn � · · · � 1c2 �
1c1
2c1

� 2c2 � · · · .

In this case, there are two irreducible highest weight modules of level 1: L(Λ0) and L(Λ1), with
corresponding ground state paths pΛ0 = · · · 111111 and pΛ1 = · · · 111111.

4.3.1. Character for L(Λ0). We start with L(Λ0). Here we refer to the notation of Section 3. Recall
that the ground state path of Λ0 is pΛ0 = (gk)∞k=0 with g2k = 1 and g2k+1 = 1 for all k ≥ 0. Here, the
period of the ground state path is t = 2, and our choice of particular value H(1⊗ 1) = −1 for the energy
function gives

H(g2k+2 ⊗ g2k+1) = −H(g2k+1 ⊗ g2k) = 1.
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Thus we have H(1⊗ 1) +H(1⊗ 1) = 0, and by (3.3), HΛ0
= H. By (3.7), we obtain that u(0) = −1 and

u(1) = 1.
We apply Theorem 1.1 with d = 2 and D = 2, which is allowed because H(g1⊗g0)+2H(g2⊗g1) = −1.

We obtain ∑
π∈ 2

2P
�
c
1
c1

C(π)q|π| =
e−Λ0ch(L(Λ0))

(q2; q2)∞
, (4.7)

where q = e−δ/2 and cb = ewtb for all b ∈ B.

Recall that 2
2P�c1c1 is the set of multi-grounded partitions π = (π0, . . . , π2s−1,−1c1 , 1c1) with relation

� and grounds c1, c1, having an even number of parts, such that for all k ∈ {0, . . . , 2s− 1},
πk − πk+1 − 2H(pk+1 ⊗ pk) ∈ 2Z≥0, (4.8)

where c(πk) = cpk and π2s = −1c1 .

We observe that, by (4.8) and the fact that u(0) = −1, the multi-grounded partitions of 2
2P�c1c1 have

parts with odd sizes, as the differences between consecutive parts are even and the grounds’ sizes are
odd (indeed, we always have the fixed tail ((−1)c1 , 1c1)). Besides, computing the generating function for

partitions in 2
2P�c1c1 is not too difficult. It suffices to notice that, combined with (4.8), � is the following

partial order the set of coloured odd integers:

(−1)c1
1c1

� 1c2 � · · · � 1cn � 1cn � · · · � 1c2 �
1c1
3c1

� 3c2 � · · · .

We also note that, since H(b ⊗ b) = 1 for all b ∈ B, only parts coloured c1 and c1 can appear several
times, in sequences of the form

· · · � (2k − 1)c1 � (2k + 1)c1 � (2k − 1)c1 � · · · � (2k − 1)c1 � (2k + 1)c1 � · · · ·
The generating function of these sequences for a fixed integer k ≥ 1 is given by

(1 + c1q
2k−1)(1 + c1q

2k+1)

(1− c1c1q4k)
,

where the denominator generates pairs ((2k − 1)c1 , (2k + 1)c1) that can repeat arbitrarily many times,
and the numerator accounts for the possibility of having an isolated (2k + 1)c1 on the left end of the
sequence, or an isolated (2k − 1)c1 on the right end of the sequence.

Note that for k = 0, only the sequence (1c1 , (−1)c1 , 1c1) can occur at the tail of the partitions grounded
in c1, c1, but not the sequence ((−1)c1 , 1c1 , (−1)c1 , 1c1), as this would violate the definition of multi-

grounded partitions. So, if we temporarily forget the condition on the even number of parts in 2
2P�c1c1 ,

the generation function would be

(1 + c1q) ·
(−c1q3,−c1q,−c2q,−c2q, . . . ,−cnq,−cnq; q2)∞

(c1c1q
4; q4)∞

=
(−c1q,−c1q, . . . ,−cnq,−cnq; q2)∞

(c1c1q
4; q4)∞

.

Now to take into account the fact that there are an even number of parts, we use (1.5). Thus the
multi-grounded partitions in 2

2P�c1c1 have the following generating function:∑
π∈ 2

2P
�
c
1
c1

C(π)q|π| =
(−c1q,−c1q, . . . ,−cnq,−cnq; q2)∞ + (c1q, c1q, . . . , cnq, cnq; q

2)∞
2(c1c1q

4; q4)∞
.

The final expression (1.6) follows by using (4.7).

4.3.2. Character for L(Λ1). We now turn to L(Λ1), with a similar reasoning. Recall that the ground
state path of Λ1 is (gk)∞k=0 with g2k+1 = 1 and g2k = 1 for all k ≥ 0. We still have HΛ1

= H, and by

setting D = 2, we have by (3.7) that u0 = 1 and u(1) = −1. Theorem 1.1 gives∑
π∈ 2

2P
�
c1c1

C(π)q|π| =
e−Λ1ch(L(Λ1))

(q2; q2)∞
,

where q = e−δ/2 and cb = ewtb for all b ∈ B.
So we need to study the set of multi-grounded partitions with ground c1, c1 corresponding to 2

2P�c1c1 .

We have almost the same set of partitions as in 2
2P�c1c1 , except that now the tail is always (1c1 , (−1)1),

and we can end with the sequence ((−1)1, 1c1 , (−1)1), but not with (1c1 , (−1)1, 1c1 , (−1)1).
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Thus the generating function where we temporarily omit the condition on the parity of the number
of parts is given by

(1+c1q
−1)· (−c1q

3,−c1q,−c2q,−c2q, . . . ,−cnq,−cnq; q2)∞
(c1c1q

4; q4)∞
=

(−c1q3,−c1q−1,−c2q,−c2q, . . . ,−cnq,−cnq; q2)∞
(c1c1q

4; q4)∞
.

So the multi-grounded partitions in 2
2P�c1c1 (with the condition on the even number of parts) are generated

by

∑
π∈ 2

2P
�
c1c1

C(π)q|π| =
(−c1q3,−c1q−1,−c2q,−c2q, . . . ,−cnq,−cnq; q2)∞ + (c1q

3, c1q
−1, c2q, c2q, . . . , cnq, cnq; q

2)∞
2(c1c1q

4; q4)∞
.

4.4. The Lie algebra B
(1)
n (n ≥ 3). We now study the Lie algebra B

(1)
n for n ≥ 3, which has standard

level 1 modules with constant and with non-constant ground state paths.

The crystal B of the vector representation of B
(1)
n (n ≥ 3) is given by the crystal graph in Figure 7

with wt(0) = 0 and for all u ∈ {1, . . . , n}

wt(u) = −wt(u) =

n∑
i=u

αi.

Here, the null root is δ = α0 + α1 + 2
∑n
i=2 αi.

B :

pΛn = (· · · 0 0 0 0)

pΛ1
= (· · · 1 1 1 1 1)

pΛ0
= (· · · 1 1 1 1 1)

0

1 2 n− 1 n· · ·

1 2 n− 1 n· · ·
0 0

1

1

2

2

n− 2

n− 2

n− 1

n− 1

n

n

Figure 7. Crystal graph B of the vector representation for the Lie algebra B
(1)
n (n ≥ 3)

We compute the energy function H on B ⊗ B such that H(0 ⊗ 0) = 0 with the help of the crystal
graph for B ⊗ B given in Figure 8.

: 0-arrow

: 1-arrow

: n-arrow

: paths of i-arrows, for consecutive i 6= 0, 1, n

: connected component of 1⊗ 1

: connected component of 1⊗ 2

: connected component of 1⊗ 1
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Figure 8. Crystal graph of B ⊗ B for the Lie algebra B
(1)
n (n ≥ 3)
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The energy H on B ⊗ B such that H(0⊗ 0) = 0 is given by the matrix

H =



1 2 · · · n 0 n · · · 2 1

1 1 · · · · · · 1 1 1 · · · · · · 1

2 0
. . . 1∗

...
...

...
...

...
...

. . .
. . .

...
...

... 1∗
...

n
...

. . . 1 1 1 · · · · · · 1

0
...

. . . 0 1 · · · · · · 1

n
...

. . . 1 · · · · · · 1
...

... 0∗
. . .

. . . 1∗
...

2 0 0
. . .

. . .
...

1 −1 0 · · · · · · · · · · · · · · · 0 1



. (4.9)

There are three standard modules of level 1:

• L(Λn), with ground state path pΛn = · · · 0 0 0 0,
• L(Λ0), with ground state path pΛ0

= · · · 1 1 1 1 1,
• L(Λ1), with ground state path pΛ1

= · · · 1 1 1 1 1.

The character formula for L(Λn), which was already proved by the second author via other methods
in [Kon20], can be proved quite easily with Theorem 2.10 without any of the novelties introduced in this
paper. Therefore we leave this proof to the interested reader.

However, L(Λ0) and L(Λ1) have non-constant ground state paths, so our multi-grounded partitions
are once again useful to prove the character formulas of Theorem 1.5.

4.4.1. Character for L(Λ0). We start with L(Λ0). Note that the energy in (4.9) is the exactly the same
as the energy in (4.6), except that the row and column 0 were added. Thus, we proceed exactly as we

did for A
(1)
2n−1(n ≥ 3), except that we add parts coloured c0.

We apply again Theorem 1.1 with d = 2 and D = 2, which gives∑
π∈ 2

2P
�
c
1
c1

C(π)q|π| =
e−Λch(L(Λ0))

(q2; q2)∞
, (4.10)

where q = e−δ/2 and cb = ewtb for all b ∈ B.
If we temporarily forget the parity of the number of parts, the multi-grounded partitions of 2

2Pc1c1 in

this section are obtained from the multi-grounded partitions of 2
2Pc1c1 from Section 4.3.1 by adding odd

parts coloured c0 which can repeat (and placing them between cn and cn in the partial order). So we
obtain the generating function

(−c1q,−c1q, . . . ,−cnq,−cnq; q2)∞
(c1c1q

4; q4)∞(c0q; q2)∞
.

Now taking into account that the number of parts must be even, we find that 2
2P�c1c1 is generated by

∑
π∈ 2

2P
�
c
1
c1

C(π)q|π| =
1

2(c1c1q
4; q4)∞

(
(−c1q,−c1q, . . . ,−cnq,−cnq; q2)∞

(c0q; q2)∞
+

(c1q, c1q, . . . , cnq, cnq; q
2)∞

(−c0q; q2)∞

)
.

By taking c0 = c1c1 = 1, we then obtain∑
π∈ 2

2P
�
c
1
c1

C(π)q|π| =
(−q,−c1q,−c1q, . . . ,−cnq,−cnq; q2)∞ + (q, c1q, c1q, . . . , cnq, cnq; q

2)∞
2(q2; q2)∞

,

and using (4.10), we obtain (1.8).

4.4.2. Character for L(Λ1). To compute the character for L(Λ1), we do exactly the same reasoning as

for L(Λ0): we start from the generating function corresponding to L(Λ1) in A
(2)
2n−1, and we add the parts
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coloured c0. We obtain∑
π∈ 2

2P
�
c1c1

C(π)q|π| =
1

2(q2; q2)∞

(
(−q,−c1q3,−c1q

−1,−c2q,−c2q, . . . ,−cnq,−cnq; q
2)

+ (q, c1q
3, c1q

−1, c2q, c2q . . . , cnq, cnq; q
2)
)
,

and (1.9) follows.

4.5. The Lie algebra D
(1)
n (n ≥ 4). We conclude this section of examples with the Lie algebra D

(1)
n for

n ≥ 4.

The crystal B of the vector representation of D
(1)
n (n ≥ 4) is given by the crystal graph in Figure 9,

with for all u ∈ {1, . . . , n}

wt(u) = −wt(u) =
αn
2

+
αn−1

2
+

n−2∑
i=u

αi.

Here, the null root is

δ = α0 + α1 + αn−1 + αn + 2

n−2∑
i=2

αi.

B :

bΛ0 = bΛ1 = 1 bΛ1 = bΛ0 = 1

pΛ0 = (· · · 1 1 1 1 1) pΛ1 = (· · · 1 1 1 1 1)

bΛn = bΛn−1 = n bΛn−1 = bΛn = n

pΛn−1
= (· · · nnnnn) pΛn = (· · · nnnnn)

1 2 n− 1 n· · ·

1 2 n− 1 n· · ·
0 0 n n

1

1

2

2

n− 2

n− 2

n− 1

n− 1

Figure 9. Crystal graph B of the vector representation for the Lie algebra D
(1)
n (n ≥ 4)

The crystal graph for B⊗B is given in Figure 10, where we wrote −1 instead of n−1 for space reasons.

: 0-arrow

: 1-arrow

: −1-arrow

: n-arrow

: paths of i-arrows, for consecutive i 6= 0, 1,−1, n

: connected component of 1⊗ 1

: connected component of 1⊗ 2

: connected component of 1⊗ 1
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Figure 10. Crystal graph of B ⊗ B for the Lie algebra D
(1)
n (n ≥ 4)
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The energy H on B ⊗ B such that H(n⊗ n) = 0 is given by the matrix

H =



1 2 · · · n− 1 n n n− 1 · · · 2 1

1 1 · · · · · · · · · 1 1 · · · · · · · · · 1

2 0
. . . 1∗

...
...

...
...

...
. . .

. . .
...

... 1∗
...

n− 1
...

. . .
. . .

... 1 · · · · · · · · · 1

n
...

. . . 1 0 1 · · · · · · 1

n
... 0 1 · · · · · · · · · 1

n− 1
... 0∗

. . .
. . . 1∗ 1

...
...

. . .
. . .

...

2 0 0
. . .

. . .
...

1 −1 0 · · · · · · · · · · · · · · · · · · 0 1



.

Note that this is almost the same as the energy matrix (4.6), except that here, we have H(n ⊗ n) = 0
instead of 1.

These difference conditions correspond the partial order

· · · � 0cn−1
� 0cn

0cn
� 0cn−1

� · · · � 0c2 �
0c1
1c1

� 1c2 � · · · � 1cn−1
� · · · .

There are four standard modules of level 1:

• L(Λ0), with ground state path pΛ0 = · · · 1 1 1 1 1,
• L(Λ1), with ground state path pΛ1

= · · · 1 1 1 1 1,
• L(Λn−1), with ground state path pΛn−1

= · · · nnnnn,
• L(Λn), with ground state path pΛn = · · · nnnnn,

We have

H(1⊗ 1) = −H(1⊗ 1) = 1

and

H(n⊗ n) = H(n⊗ n) = 0 ,

so the sums of the energies are 0 on all these ground state paths, and we can choose HΛ = H for all the
above-mentioned modules.

We show briefly how to apply Theorem 1.1 to obtain Theorem 1.6. The principle is the same as in
the previous sections.

4.5.1. Character for L(Λ0). As in the case of A
(2)
2n−1, we apply Theorem 1.1 with d = 2 and D = 2. We

obtain ∑
π∈ 2

2P
�
c
1
c1

C(π)q|π| =
e−Λ0ch(L(Λ0))

(q2; q2)∞
, (4.11)

where q = e−δ/2 and cb = ewtb for all b ∈ B.
Again, the difference between consecutive parts of the multi-grounded partitions in 2

2P�c1c1 is even,

and because u(0) = −1 and u(1) = 1 again, all the parts are odd. So the partial order becomes

(−1)c1
1c1

� 1c2 � · · · � 1cn−1
� 1cn

1cn
� 1cn−1

� · · · � 1c2 �
1c1
3c1

� 3c2 � · · · � 3cn−1
� · · · .

Here, in addition to the alternating sequences

· · · � (2k − 1)c1 � (2k + 1)c1 � (2k − 1)c1 � · · ·

already present in A
(2)
2n−1, we also have to consider alternating sequences of the form

· · · � (2k + 1)cn � (2k + 1)cn � (2k + 1)cn · · · .

Thus the generating function without the condition on the parity of the number of parts is

(−c1q,−c1q, . . . ,−cnq,−cnq; q2)∞
(c1c1q

4; q4)∞(cncnq2; q4)∞
.
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So we deduce∑
π∈2

2P
�
c
1
c1

C(π)q|π| =
1

2(c1c1q
4; q4)∞(cncnq2; q4)∞

(
(−c1q,−c1q, . . . ,−cnq,−cnq; q

2)∞

+ (c1q, c1q, . . . , cnq, cnq; q
2)∞

)
.

By taking cncn = c1c1 = 1, we obtain∑
π∈2

2P
�
c
1
c1

C(π)q|π| =
1

2(q2; q2)∞

(
(−c1q,−c1q, . . . ,−cnq,−cnq; q

2)∞ + (c1q, c1q, . . . , cnq, cnq; q
2)∞

)
,

and using (4.11), we deduce (1.10).

4.5.2. Character for L(Λ1). This case works in the exact same way as the previous one, so we omit the
details. We obtain∑

π∈ 2
2P
�
c1c1

C(π)q|π| =
1

2(q2; q2)∞

(
(−c1q3,−c1q

−1,−c2q,−c2q, . . . ,−cnq,−cnq; q
2)∞

+ (c1q
3, c1q

−1, c2q, c2q . . . , cnq, cnq; q
2)∞

)
,

and we conclude with Theorem 1.1 as usual.

4.5.3. Character for L(Λn−1). Since H(n ⊗ n) = H(n ⊗ n) = 0, we can choose D = 1, and we have
u(0) = u(1) = 0.

We apply Theorem 1.1 with D = d = 1, and obtain∑
π∈2P�cncn

C(π)q|π| =
e−Λn−1ch(L(Λn−1))

(q; q)∞
, (4.12)

where q = e−δ and cb = ewtb for all b ∈ B.
Now d = 1 so we consider directly the partial order (4.5). By reasoning on the tail (0cn , 0cn) of the

multi-grounded partitions in 2P�cncn in the same way as in the case of A
(2)
2n−1, and using (1.5) again, we

obtain the generating function:∑
π∈2P�cncn

C(π)q|π| =
1

2(c1c1q; q
2)∞(cncnq2; q2)∞

(
(−c1q,−c1, . . . ,−cn−1q,−cn−1,−cn,−cnq; q)∞

+ (c1q, c1, . . . , cn−1q, cn−1, cn, cnq; q)∞

)
,

and using (4.12), we deduce (1.12) (note that in Theorem 1.6, we have set q = e−δ/2 for the whole
theorem for consistency, so the q’s of this formula are squared).

4.5.4. Character for L(Λn). We do the same reasoning as before except that now the tail is (0cn , 0cn),
and we obtain∑

π∈2P�cncn

C(π)q|π| =
1

2(c1c1q; q
2)∞(cncnq2; q2)∞

(
(−c1q,−c1, . . . ,−cn−1q,−cn−1,−cnq,−cn; q)∞

+ (c1q, c1, . . . , cn−1q, cn−1, cnq, cn; q)∞

)
,

and we conclude once again with Theorem 1.1.

5. Conclusion

The point of this paper is to introduce the notion of multi-grounded partitions and to show how they
can be used to obtain character formulas, even for modules whose ground state paths are not constant.
As examples, we studied the level 1 standard modules of several classical affine Lie algebras which have
relatively simple energy functions. However, our method can be applied for representations at any level,
which we plan to do in subsequent papers.
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