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This paper is concerned with damped hyperbolic gradient systems of the
form
Uy + Up = —VV(U) + Uy

where the spatial domain is the whole real line, the state variable u is
multidimensional, « is a positive quantity, and the potential V is coercive
at infinity. For such systems, under generic assumptions on the potential,
the asymptotic behaviour of every bistable solution — that is, every solution
close at both ends of space to spatially homogeneous stable equilibria — is
described. Every such solution approaches, far to the left in space a stacked
family of bistable fronts travelling to the left, far to the right in space a stacked
family of bistable fronts travelling to the right, and in between relaxes towards
stationary solutions. In the absence of maximum principle, the arguments
are purely variational. This extends previous results obtained in companion
papers about the damped wave equation or parabolic gradient systems, in
the spirit of the program initiated in the late seventies by Fife and McLeod
about the global asymptotic behaviour of bistable solutions.
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1 Introduction
This paper deals with the global dynamics of nonlinear hyperbolic systems of the form
(1.1) auy +up = —VV(u) + gy,

where the time variable ¢ and the space variable x are real, the spatial domain is the
whole real line, the function (x,t) — wu(x,t) takes its values in R? with d a positive
integer, « is a positive quantity, and the nonlinearity is the gradient of a scalar potential
function V : R — R, which is assumed to be regular (of class C?) and coercive at infinity
(see hypothesis (Heoerc) in subsection 2.1 on the following page).

The aim of this paper is to extend to hyperbolic systems of the form (1.1) the results
describing the global asymptotic behaviour of bistable solutions obtained in [34, 36] for
parabolic systems of the form

(1.2) up = —VV(u) + gy -

As was already observed by several authors, the long-time asymptotics of solutions of the
two systems (1.1) and (1.2) present strong similarities, see [14] and references therein.
The common feature of theses two systems that will be extensively used in this paper
is the existence — at least formally — of an energy functional, not only for solutions
considered in the laboratory frame (at rest), but also for solutions considered in every
frame travelling at a constant speed.

If (v, w) is a pair of vectors of R?, let v -w and |v| = \/v - v denote the usual Euclidean
scalar product and the usual Euclidean norm, respectively, and let us write simply v? for
[v|?. If (x,t) — u(z,t) is a solution of system (1.1), the (formal) energy of the solution
reads

(1.3) ﬂwﬁﬂ:Aggm@JF+;%@¢F+Vm@j»%m,

and its time derivative reads, at least formally,

(1.4) Zﬂmﬁn:—ém@JVmgo.

In the parabolic case a = 0, the same properties hold with the same expression for the
energy (the inertial term involving « vanishes); by the way, an additional feature in this
case is the fact that the parabolic system (1.2) is nothing but the (formal) gradient of
energy functional (1.3) (this does not hold for hyperbolic system (1.1)).

A striking feature of both systems (1.1) and (1.2) is the fact that a formal (Lyapunov)
energy functional exists not only in the laboratory frame, but also in every frame travelling
at a constant speed (see sub-subsection 3.3.2 on page 15 and specifically equality (3.9)).
In the parabolic case, this is known for long and was in particular used by P. C. Fife and
J. B. McLeod to prove global convergence towards bistable fronts and to study the global
behaviour of bistable solutions in the scalar case d equals 1, [11-13]. More recently, this
property received a detailed attention from several authors (among which S. Heinze, C.



B. Muratov, Th. Gallay, and the author [15, 18, 22, 33]), and it was shown that this
structure is sufficient (in itself, that is without the use of the maximum principle) to
prove results of global convergence towards travelling fronts. In the hyperbolic case, a
similar strategy was successfully applied by Th. Gallay and R. Joly in the scalar case d
equals 1 to prove global stability of travelling fronts for a bistable potential [14]. These
ideas have been applied since in different contexts, to prove either global convergence or
just existence results, see for instance [1-9, 20, 23-28]. Using the same strategy, a full
description of the global asymptotic behaviour of every bistable solution was recently
obtained for parabolic systems [34, 36]. Roughly speaking, such a solution must approach:

o far to the right a stacked family of fronts travelling to the right,
o far to the left a stacked family of fronts travelling to the left,

 in between a pattern made of bistable stationary solutions (possibly a singe homo-
geneous stable equilibrium) getting slowly away from one another.

The aim of this paper is to extend this result to the case of hyperbolic systems of the
form (1.1) (Theorem 1 on page 11). This will also provide an extension of the global
stability result obtained par Gallay and Joly in the scalar case d equals 1 [14].

2 Assumptions, notation, and statement of the results

2.1 Semi-flow in uniformly local Sobolev space and coercivity hypothesis

Let us assume that the potential function V : R? — R is of class C? and that this potential
function is strictly coercive at infinity in the following sense:

u-VV(u)

(Heoere) lim inf 5 >0

R—+oc0  |u|>R ’fu,‘

(or in other words there exists a positive quantity e such that the quantity u - VV (u) is
greater than or equal to e |u|? as soon as |u| is large enough).
System (1.1) defines a local semi-flow on the uniformly local energy space

HY(R,RY) x L% (R,RY),

and, according to hypothesis (Hcoerc ), this semi-flow is actually global (see Proposition 3.1
on page 12). Let us denote by (S;)¢>0 this semi-flow.
In the following, a solution of system (1.1) will refer to a function

R x [0, +00) = RY,  (z,t) = u(x, 1),

such that the function ug :  — u(z,t = 0) is in HL(R,R?), the function g : =
ug(z,t = 0)) is in L4(R,RY), and (u(-,t),u(-,t)) equals S¢(ug, ip) for every nonnegative
time ¢.



2.2 Minimum points and bistable solutions
2.2.1 Minimum points

Everywhere in this paper, the term “minimum point” denotes a point where a function —
namely the potential V' — reaches a local or global minimum.

Notation. Let M denote the set of nondegenerate minimum points of V:

M={uecR:VV(u)=0 and D?V(u) is positive definite} .

2.2.2 Bistable solutions

Let us recall the following definition, already stated in [36].

Definition 2.1 (bistable solution). A solution (x,t) — u(x,t) of system (1.1) is called a
bistable solution if there are two (possibly equal) points m_ and my in M such that the
quantities

limsup |u(x,t) —m_| and limsup |u(x,t) —my]|

T—r—00 T—+00
both approach 0 as time goes to +o0o0. More precisely, such a solution is called a bistable
solution connecting m_ to m. (see figure 2.1).

Figure 2.1: A bistable solution connecting m_ to m.

2.3 Stationary solutions, travelling fronts, terraces, asymptotic pattern
2.3.1 Stationary solutions and travelling fronts

Let ¢ be a real quantity. A function

¢:R—=RY £ ¢(¢)

is the profile of a wave travelling at the speed ¢ (or is a stationary solution if ¢ vanishes)
for the parabolic system (1.2) if the function (z,t) — ¢(x —ct) is a solution of this system,
that is if ¢ is a solution of the differential system

(2.1) "'=—cd' + VV(9).



In this case, for every real quantity zg, the function
(z,t) = ¢(V1+ac?z —ct — x0)
is a solution of the hyperbolic system (1.1), more precisely a wave travelling at the
physical speed o related to the parabolic speed c by
c o

0= —F——— < C= —(——..
v1+ ac? V1 — ao?

System (2.1) can be viewed as a damped oscillator (or a conservative oscillator if ¢
vanishes) in the potential —V, the speed ¢ playing the role of the damping coefficient.

Notation. If m_ and m are critical points of V" and ¢ is a real quantity, let ®.(m_,m)
denote the set of nonconstant global solutions of system (2.1) connecting m_ to m..
With symbols,

Do(m_,my)={¢:R = R?: ¢ is a nonconstant global solution of system (2.1)

and  ¢(&) o - and  ¢(&) o my}.

And, if the quantity c is positive, let ®.(m) denote the set of nonconstant global and
bounded solutions of system (2.1) converging to m4 at the right end of space. With
symbols,

®.(my) ={¢:R =R ¢ is a nonconstant global solution of system (2.1)

and sup|p(§)| < +oo and @) —— m4}.
¢cR E—+o00

If ¢ is an element of some set ®.(m_,m), then it follows from system (2.1) that
(22) Vimy) = Vimo) =c [ ¢(6)7de.

2.3.2 Propagating terrace of bistable travelling fronts

This sub-subsection is devoted to several definitions. Their purpose is to enable a compact
formulation of the main result of this paper (Theorem 1 below). Some comments on the
terminology and related references are given at the end of this sub-subsection.

Definition 2.2 (propagating terrace of bistable travelling fronts, figure 2.2). Let m_
and m4 be two points of M (satisfying V(m_) < V(m4)). A function

T:Rx[0,+00) = R (z,t) = T(x,t)

is called a propagating terrace of bistable fronts travelling to the right, connecting m_ to
mo., if there exists a nonnegative integer ¢ such that:

1. if ¢ equals 0, then m_ = m_ and, for every real quantity « and every nonnegative
time ¢,
T(l"t) =m—_ =My



u
m3 = m_
ma
my
mo = M4 T

Figure 2.2: Propagating terrace of (bistable) fronts travelling to the right (o; denotes the

“physical” speed corresponding to ¢;, that is: o; = ¢;/1/1 + ozc?).

2. if g equals 1, then there exist
e a positive quantity cy,

o and a function ¢; in ®., (m_,m4) (that is, the profile of a bistable front
travelling at parabolic speed ¢ and connecting m_ to my.),

o and a C!-function t — z1(¢), defined on [0, +00), and such that 2 (t) goes to

the quantity c1/1/1 + ac? (the corresponding physical speed) as time goes to
+-00,

such that, for every real quantity x and every nonnegative time t,

T(z,t) = ¢ [m(aﬂ - :cl(t))} :

3. if g is not smaller than 2, then there exists ¢—1 points my, ..., mq—1 in M, satisfying
(if m4 is denoted by mg and m_ by my)

V(mg) > V(my) > --->V(myg),

and there exist ¢ positive quantities ci, ..., ¢, satisfying
€12 2¢Cq,
and for each integer ¢ in {1,...,q}, there exist:

o a function ¢; in ®.,(m;, m;—1) (that is, the profile of a bistable front travelling
at parabolic speed ¢; and connecting m; to m;_1),

o and a Cl-function t — z;(t), defined on [0, +oc), and such that z/(t) goes to

the quantity ¢;/y/1 + ac? (the corresponding physical speed) as time goes to
+00,

such that, for every integer ¢ in {1,...,q¢ — 1},

Tiy1(t) —xi(t) - o0 as t — +oo,



and such that, for every real quantity x and every nonnegative time t,
q
T(z,t) =mo+ Z(qﬁl [\/ 1+ ac?(x — :c,(t))} — mi_1> :
i=1

Remark. Item 2 may have been omitted in this definition, since it boils down to item 3
with ¢ equals 1.

A propagating terrace of bistable fronts travelling to the left may be defined similarly.

2.3.3 Standing terrace of bistable stationary solutions

The next three definitions deal with stationary solutions. They are exactly identical to
those of [34, 36].

Y (i bolo—1)  T(w,1) -
--------------------- mye------------- /\ / B EECLECEEEEEEEEPEEEEEY ¥ £1%))
br(z — 1) vgm )
———————————— (-my =m_¢-- -4 My =My
o \/¢4(33 — Z4) r
~T1 T T9 I3 T4

Figure 2.3: Standing terrace (with four items, ¢ = 4).

Definition 2.3 (standing terrace of bistable stationary solutions, figure 2.3). Let v be a
real quantity and let m_ and m4 be two points of M such that both quantities V (m_)
and V(my) are equal to v. A function

T:Rx[0,+00) = R (x,t) — T(x,t)

is called a standing terrace of bistable stationary solutions, connecting m_ to my., if there
exists a nonnegative integer ¢ such that:

1. if g equals 0, then m_ = m and, for every real quantity x and every nonnegative
time ¢,
T(l’,t) =MmM—_ =My
2. if ¢ = 1, then there exist:
e a bistable stationary solution ¢; connecting m_ to m,

o and a Cl-function t +— z1(¢) defined on [0, +00) and satisfying z (t) — 0 as
time goes to +o0,

such that, for every real quantity x and every nonnegative time t,

T(z,t) = ¢1(z — 21(t)) ;



3. if ¢ is not smaller than 2, then there exist ¢ — 1 (not necessarily distinct) points
mi,...,mg—1 in M, all in the level set V—1({v}), and if m_ is denoted by mg and
m4 by myg, then for each integer i in {1,..., ¢}, there exist:

e a bistable stationary solution ¢; connecting m;_; to m;,
o and a C!-function ¢ — z;(¢) defined on [0, +oc) and satisfying (t) — 0 as
time goes to 400,

such that, for every integer ¢ in {1,...,q — 1},
zit1(t) — zi(t) » +o0 as t— 400,

and such that, for every real quantity x and every nonnegative time t,

T(z,t) =mo + Xq: [qf)i (z — zi(t)) — mi,l} :
i=1

Remark. Once again item 2 may have been omitted in this definition, since it boils down
to item 3 with ¢ equals 1.

The terminology “propagating terrace” was introduced by A. Ducrot, T. Giletti, and
H. Matano in [10] (and subsequently used by several other authors [16, 17, 21, 29-32])
to denote a stacked family (a layer) of travelling fronts in a (scalar) reaction-diffusion
equation. This led the author to keep the same terminology in the present context.
This terminology is convenient to denote objects that would otherwise require a long
description. It is also used in the companion papers [34, 35]. Additional comments on
this terminological choice can be found in [34].

2.3.4 Energy of a bistable stationary solution and of a standing terrace

Definition 2.4 (energy of a bistable stationary solution). Let 2 — u(x) be a bistable
stationary solution connecting two points m_ and m4 of M, and let v denote the quantity
V(m4) (which is equal to V/(m_)). The quantity

Elu] = /R(; |u/(x)’2 + V(u(z)) — U) dx

is called the energy of the (bistable) stationary solution u. Observe that this integral
converges, since u(x) approaches its limits m_ and m4 at both ends of space at an
exponential rate.

Definition 2.5 (energy of a standing terrace). Let v denote a real quantity and let 7
denote a standing terrace of bistable stationary solutions connecting two points of M
in the level set V~1({v}). With the notation of the two definitions above, the quantity
E[T] defined as

1. if g equals 0, then E[T] =0,



2. if g equals 1, then E[T]| = E[¢1],
3. if ¢ is not smaller than 2, then E[T] = 37, (¢l
is called the energy of the standing terrace T .

2.3.5 Bistable asymptotic pattern
The next definition is identical to the one of [34].

u u
[_ - Meright

Mieft ¢ - - ———— 7Teft 7;ight /

\ 7;entre /

Mecentre-left ¢ ----------- ~_" Mecentre-right

T

Figure 2.4: Bistable asymptotic pattern.

Definition 2.6 (bistable asymptotic pattern, figure 2.4). Let mieg and myighe be two
points of M. A function

P:R x[0,400) = RY  (z,t) = P(z,1)
is called a bistable asymptotic pattern connecting mier; to Myigns if there exist:
e two points Meentre-left a0d Mentre-right in M, belonging to the same level set of V,

e and a propagating terrace T of bistable fronts travelling to the left, connecting

Mieft TO Meentre-left s

o and a standing terrace Teentre Of bistable stationary solutions, connecting Mmeentre-loft

to Mecentre-right

« and a propagating terrace Tgn; of bistable fronts travelling to the right, connecting

Mcentre-right to Mright ,

such that, for every real quantity x and for every nonnegative time ¢,

P($7 t) = [ﬂeft <x7 t) - mcentre-left] + %entre (xa t) + [’Eight (x? t) - mcentre-right] .

2.4 Generic hypotheses on the potential
2.4.1 Escape distance

Notation. For every u in R%, let o(D?V (u)) denote the spectrum (the set of eigenvalues)
of the Hessian matrix of V' at u, and let Apin(u) denote the minimum of this spectrum:

(2.3) Amin(1) = min (o (D2V (u)) )



Definition 2.7 (Escape distance of a nondegenerate minimum point). For every m in
M, let us call Escape distance of m, and let us denote by dgs.(m), the supremum of the
set

SAmin(m) )

Since the quantity Apmin(u) varies continuously with u, this Escape distance dgg.(m) is
positive (thus in (0,1]). In addition, for all v in R? such that |u — m/| is not larger than
dpsc(m), the following inequality holds:

(2.4) {5 € [0,1] : for all u in R? satisfying |u —m| <6, Amin(u) >

1
2.4.2 Breakup of space translation invariance for stationary solutions and travelling
fronts

For every real quantity c, for every ordered pair (m_,m4) of points of M, and for every
function ¢ in ®.(m_, my),

sup ’¢(§) - m—’ > 6Esc(m—) and sup ‘(b(g) - m+‘ > 6Esc(m+)
EER ¢erR

(assertion 4 of Lemma 8.1 on page 88). See figure 2.5. Thus, for ¢ in R and (m_,m4)

AU2
¢ € Po(m_,m,)

0

Figure 2.5: Every function in ®.(m_, m.) escapes at least at distance dgg.(m—) of m_ and
at distance dgsc(my) of m4; every function in ®o(my, my) escapes at least at distance
OFsc(m4) of my.

in M?2, let us introduce the set of normalized profiles of bistable fronts travelling at the
parabolic speed c/stationary solutions connecting m_ to m4, defined as

(Dc,norm(m—am—‘r) - {d) € q)c(m—vm-‘r) : |¢(0) - m+| = 5ESC(m+)

(2:6) and  |p(&) —my| < dpse(my) forall & >0},

see figure 2.6. And if ¢ is positive, let us introduce the set of normalized profiles of
bounded waves travelling at the parabolic speed ¢ and “invading” m., defined as

(I)c,norm(er) = {¢ € (I)C(m+) : |¢(0) - ’I7’L+| = 5ESC(m+) and
|p(€) — m| < Opse(my) forall £ in (0, +OO)}



¢ S (I)c,norm(m—a m—l—)"

5ESC (m-f—)I: ‘-m-——\

0 £

Figure 2.6: Normalized (standing or travelling) bistable front.

2.4.3 Statement of the generic hypotheses

The main result of this paper (Theorem 1 below) requires additional generic hypotheses
on the potential V', that will now be stated. A formal proof of the genericity (with respect
to the potential V') of these hypotheses is provided in [19].

(Honly_bist) For every m4 in M and every positive quantity c,
(I)C(m+) = U (I)c(m*a m+) )
m_eM

or equivalently @ norm(m4) = U D norm(m—, my) .
m_eM

In the next two hypotheses, the subscript “disc” refers to the concept of “discontinuity”
or “discreteness”.

(Hyisee) For every my in M, the set
{ein (0,+00) : ®o(my) # 0
has an empty interior.

(Hye.p) For every point m, in M and every real quantity c, the set

{(¢(0),4'(0)) : ¢ € e norm(m4)}

is totally discontinuous — if not empty — in R2¢. That is, its connected components
are singletons. Equivalently, the set @ pnorm(m4) is totally disconnected for the
topology of compact convergence (uniform convergence on compact subsets of R).

The next hypothesis will be required to ensure that the number of travelling fronts
involved in the asymptotic behaviour of a bistable solution is finite.

(H The set of critical values of V', that is the set

crit—val)
{(V(u) :u € R and VV (u) = 0},

is finite.
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The next hypothesis will be used (as in [34, 36]) to describe the relaxation of the solution
between the propagating terraces of bistable travelling fronts.

(Honly_min) Every critical point of V' that belongs to the same level set as a point of M

is itself in M.

In other words, for all points u; and ug in RY,
[VV(wr) = VV(uz) = 0 and V(u1) = V(uz) and DV (u1) > 0| = D?V(us) > 0.
Finally, let us call (G) the union of these five generic hypotheses:

(G) (Honly—bist) and (Hdisc—c) and (Hdisc—tb) and (Hcrit—val) and (Honly—min)-

2.5 Main results

Theorem 1 (global asymptotic behaviour). Let V' denote a function in C?(R% R) satis-
fying the coercivity hypothesis (Heoere) and the generic hypotheses (G). Then, for every
bistable solution (x,t) — u(xz,t) of system (1.1), there exists a bistable asymptotic pattern
P such that

sup |u(z,t) — P(z,t)| =0 as t— +o0.

Tz€R

In this statement the convergence towards the asymptotic pattern is expressed with a

uniform norm, but it follows from the proof that the same limit holds for the uniformly
local H&l X Lﬁl—norm. Here is an additional conclusion to this theorem.

Proposition 2.8 (residual asymptotic energy). Assume that the assumptions of The-
orem 1 hold. With the notation of this theorem, if Teentre denotes the standing terrace
tnvolved in P and if Vcentre denotes the value taken by V' at each of the two points of M
connected by Teentre, then, for every small enough positive quantity €,

et 1
/ (%ut(x, )% + §u$($, )% + V(u(z,t) — Ucentre) dx — E[Tcentre] as t— +00.
et

These statements are identical to [34, Theorem 1 and Proposition 2.8] (which are
concerned with the parabolic case).

2.6 Additional questions

Let us briefly mention some questions that are naturally raised by this result; analogous
questions were already discussed in [34, 36], where additional comments can be found.

e Does the correspondence between a solution and its asymptotic pattern display
some form of regularity? (some results and comments on this question can be
found, in the parabolic case, in [34]).

o Does Theorem 1 hold without hypothesis (Hgisc.c)?

e Is is possible to provide quantitative estimates on the rate of convergence of a
solution towards its asymptotic pattern 7

11



2.7 Organization of the paper

The organization of this paper closely follows that of the companion paper [34] where
the parabolic case is treated.

o The next section 3 is devoted to some preliminaries (existence of solutions, asymp-
totic compactness, preliminary computations on spatially localized functionals,
notation).

e The main step in the proof of Theorem 1 is Proposition 4.1 “invasion implies
convergence” which is proved in section 4 (this section takes a large part of the
paper). This proves the approach towards the terraces of bistable fronts travelling
to the left and to the right.

e The relaxation behind these terraces of bistable travelling fronts is pursued in
sections 5 and 6.

e Finally, combining all these results, the proofs of Theorem 1 and Proposition 2.8
are combined together in section 7.

o Elementary properties of the profiles of travelling fronts are recalled in section 8.

3 Preliminaries

As everywhere else, let us consider a function V in C2(R%,R) satisfying the coercivity
hypothesis (Heoerc)-

3.1 Global existence of solutions and attracting ball for the flow

Let us consider the functional space (uniformly local energy space)
X = Hull(Rv Rd) X L1211(Ra Rd) ’

and, for every (u,v) in X, let

2 2
1,0l = Il ey + ol e

The following proposition is stated and proved in [14] in the case n =1 (see Proposition
2.1 of [14]). The proof is identical in the case of systems n > 1. In the statement of this
proposition, existence of an attracting ball for the L°°-norm is redundant; the reason for
this redundancy is that the radius Ratt,00 of an attracting ball for the L*-norm will be
explicitly used in several estimates.

Proposition 3.1 (global existence of solutions and attracting ball). For every initial
condition (ug,up) in X, system (1.1) has a unique solution global solution u in the space

CO ([07 —I—OO), H&I(Rv Rd)) N Cl([oa +OO)7 Lil(Ra Rd))
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satisfying w(0) = ug and ut(0) = tg. In addition, there exist positive quantities Rag x
and Rat,00 depending only on 'V and a (radius of attracting balls for the X -norm and
the L™ -norm, respectively), such that, for every large enough positive quantity t,

[z = u(z, )] oo (r gy < Ratt,o0 and |z — (u(z,t), we(z, 1)) < Rats,x -

I
3.2 Asymptotic compactness of the solutions
The following proposition reproduces Proposition 2.3 of [14].

Proposition 3.2 (asymptotic compactness). For every solution
u € C°([0, +00), Hy(R,RY)) NCH([0, +00), L (R, RY))

of system (1.1) and for every sequence ((:L‘n,tn))neN in R x [0,400) such that t,, goes

to +00 as n goes to +0o, there exists a subsequence (still denoted by ((vn,tn)), ) and
there exists an entire solution

u € CO (Rv H&I(Rv Rd)) N Cl(Ra lell(Rﬂ Rd))
of system (1.1) such that, for all positive quantities L and T', both quantities

Sup Hy = u(xn +y,tn + 3) - ﬂ(ya S)HHl([fL,L],Rd)
sE[-T,T)

and  sup |lug(zn +y,tn +5) = Wy, )| L2 1,1 re)
se[-T,T)

go to 0 as n goes to +oo0.

3.3 Time derivative of (localized) energy and L?-norm of a solution in a
standing or travelling frame

Let (z,t) — u(z,t) be a solution of system (1.1), and let m be a point of M.

3.3.1 Standing frame

As in [14], taking the scalar product of system (1.1) either with u; or with u — m
and integrating this scalar product with respect to space leads to the following two
functionals: the “energy” (Lagrangian):

/ﬂ{(%ut(x,tﬂ + éum(x,t)Q + V(u(z,t)) — V(m)) dz

and the following “variant of the L?-norm of the distance to m”:

/R(Oz(u(:c,t) —m) - u(x,t) + %(u(m,t) — m)2> dx .

13



To simplify the presentation, let us assume (only in this subsection 3.3) that
m=0ga and V(m)="V(0ga)=0.

In order to ensure the convergence of such integrals, it is necessary to localize the
integrands. Let x ~ 9(z) denote a function in the space W%!(R,R) (that is a function
belonging to L'(R), together with its first and second derivatives). Then, the time
derivatives of these two functionals — localized by ¥ (x) — read:

d

(3.1) =

o 1
/ @b(—u? + —u? + V(u)) dr = /(—¢uf — P ug - uy) dr,
R ‘2 2 R
and
d 1 1
(3.2) @/Rzp@zu g+ §u2> dr = /R(q/;(—u VYV (u) — uk + au?) + %UQ) dz .
Let us see how these two functionals can be appropriately combined in order to prove, say,
the local stability of the homogeneous solution uw = m (here u = Oga). The combination
must fulfil two properties (provided that the solution is close to Oga): coercivity and
decrease with time. If the coefficient of the second functional is equal to 1, then in order
to ensure decrease with time, the (positive) coefficient of the first functional must be
larger than « (so that the term +au? in the time derivative of the second functional be

properly balanced); assume that this coefficient is equal to a + 3, where [ is a positive
quantity to be chosen appropriately. In short, let us consider the following combination:

(3.3) (a+ B) x energy + L? variant .

o With respect to the local coercivity, using the inequality

> o? 2 1,
U U > ——up — —u”,
2 2

the combination (3.3) is bounded from below by the integral of an integrand made
of 1) times the expression
fa o a+pf 4

Sut Ut (a+ B)V(u).

o With respect to the decrease, neglecting the terms involving the derivatives of 1,
the time derivative of the combination (3.3) reduces to the integral of an integrand
made of ¥ times the expression

—Bu? —u-VV(u) —uZ.

In view of these two expressions, a reasonable choice is (as is [14]) to choose 5 = a, or in
other words to introduce the following combined functional:

1
(3.4) 2a x energy + L? variant = / w(a2u§ + au? 4 2aV (u) + au - ug + §u2) dx .
R
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3.3.2 Travelling frame

Let ¢ and tin;y and zini¢ denote three real quantities (the “parabolic” speed, origin of time,
and initial origin of space for the travelling frame, see figure 4.5 on page 33), with tinit
nonnegative. Usually, besides the parabolic speed ¢ in (0, 400), it is convenient to define
the physical speed o in (0,1/y/a), these two speeds being related by

Cc g

O= —F——— < C= —F/—— .
V14 ac? V1 — ao?

Let us introduce the function (§,s) — v(§,s) defined, for every real quantity £ and
nonnegative quantity s, as

v(&,s) = u(z,1),
where (&, s) and (z,t) are related by

t=tni +s and a::ximt—l—as—Fng — = V1+a?(r — Tinit) — ¢S
+ ac

The evolution system for the function (£, s) — v(&, s) reads
(3.5) Qs + V5 — 20cvgs = —VV (V) 4 cvg + vge -

Let us introduce a function (£, s) — (&, s) such that, for every nonnegative quantity s,
the function & — (€, s) belongs to W21(R,R) and its time derivative & — v4(&, s) is
defined and belongs to L'(R,R). As in [14], the natural analogues for the travelling frame
of the two functionals considered above in a standing frame will now be introduced; again,
they are obtained by taking the scalar product of system (3.5) either with v or with v
and integrating this scalar product with respect to space. The time derivatives of the
resulting functionals read:

d /Rw(%vi + lvg +V(v)) dé =

ds 2
(3.6) o 1
/R[ws(sz + ivg + V(v)) — (v + acwg)vz + (e — e)vg - vs | dE
and
CZS/Rw(ow-vs + %Uz — 2acv - v§> d¢ =
(3.7) /Rliﬁs (ow cvs + %1)2 —2acv - vg)
+ zb(fv -VV(v) — vg + av? — 2acvg - vs) + WUQ] g .
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Remark. Subtracting and adding the same quantity ac?yv? to the integrand on the
right-hand side of equality (3.6), this equality becomes

(35) 5 o (5o gt Vi) de=
3.8

« 1
/R [—(1 +ac®)pul + ws(§v§ + v+ V(©)) + (e — ve)(acv? + ve - v)| dg,
so that if ¥(€, s) is replaced with e, the previous equality reduces (formally) to

d o 1
c& 2 -2 _ 2 c&, 2
(3.9) Ts /]Re (—2 v + 5V +V (v)) dé = —(1+ ac )/Re vs dE€ .

Remark. The second (“L? variant™) integral (left-hand side of (3.7)) can be rewritten
(after an integration by parts, assuming that the function ¢ does not vanish) as

(3.10) /Rw(ow s + %v2 —2acv - vg) d¢ = /Rw(av g + %vz + ac%zﬂ) dg .

Let us assume that
e 1) varies slowly with time,
e and that ¥ does not vanish,
« and that the ratio ¢¢ /1) is either small or close to c,
 and that the function ¢ — c1)¢ is small,

and let us again wonder what would be an appropriate combination of these two functionals
(those of (3.6) and (3.7)), to recover altogether decrease with time and coercivity where
v is small. Once again, if the coeflicient of the second functional is equal to 1, then
the coefficient of the first functional must be larger than « (to ensure decrease due to
dissipation). Once again, let us write oo + (3 for the coefficient of the first functional, or
in other words let us consider, again, the combination (3.3).

o With respect to the coercivity, again using the inequality

2
« 1
v - vg > —7112 — 51)2,

S
the combination (3.3) (using the expression of the right-hand side of (3.10) for the
second functional) is bounded from below by the integral of an integrand made of
1) times the expression

af
2

a—+p
2

v+ (a+ BV (v) + aczf;vz :

2
vg +
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e With respect to the decrease with time, neglecting terms that are small according
to the assumptions on 1), the time derivative of the combination (3.3) is bounded
from above by the integral of an integrand made of v times the following expression
(using rather expression (3.6) for the time derivative of the localized energy):

(3.11) (—B — (a+ ﬁ)acg)vf + (c(ﬁ —a)— (a+ B)ﬂ)vg cvg —v-VV(v) — vg .
(G (0
As in the case of a standing frame, it thus turns out that a reasonable choice is 8 = «
(as in [14]), and even that this choice is especially relevant here since it fires one of the
terms in the derivative (the term with the factor 5 — «). The corresponding combined
functional thus reads

(3.12) 2ax energy +L? variant = / Y
R

1
a2v§+av§+2aV(v)+av.vs+ (2"’_0501’25)’02] dé |

and expression (3.11) simplifies into

—a(l + 2010%)1}? — 2(1%@5 cvg —v-VV(v) — v? .

(G (G
If 4p¢ /4 is close to zero, this last quantity is roughly equal to
—av? —v-VV(v) — vg ,
and if ¢ /1) is close to ¢, it is roughly equal to
(3.13) —a(l + 2ac®)v? — 2acve - vs —v - VV () — vg ,
and using the inequality

1
—2acve - vs < 20&262113 + ivg ,

it follows that this last expression (3.13) is less than or equal to
1
—av? —v-VV(v) - 51}? ;

in both cases this provides the desired decrease with time (provided that v is close to
O]Rd).

3.4 Miscellanea

3.4.1 Second order estimates for the potential around a minimum point

Lemma 3.3 (second order estimates for the potential around a minimum point). For
every m in M and every vector u in R? satisfying |u —m| < Sgse(m), the following
estimates hold:

Amin (m)

(3.14) V(u)—V(m) > 1 (u —m)?,
(3.15) and (u—m)-VV(u) > )\mlz(m)(u —m)?,
(3.16) and (u—m)-VV(u) >V(u)—V(m).
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Proof. The three inequalities follow from inequality (2.5) on page 9 ensured by the

definition of dgs.(m) and from three variants of Taylor’s theorem with Lagrange remainder

applied to the function f defined on [0, 1] by f(0) = V (m+60(u—m)) (see [36, Lemma 3.3]).
O

3.4.2 Maximum split between the minimum values of the potential

Notation. Let us introduce the quantity

Ay = max{V(my) — V(mg) : (m1,ms) € M?}

(3.17) =max{V(m):m e M} —min(V),

where min(V') is the minimum value of V' (v) over all v in R

4 Invasion implies convergence

4.1 Definitions and hypotheses

As everywhere else, let us consider a function V in C?(R%,R) satisfying the coercivity
hypothesis (Heoere). Let us consider a point m in M, an ordered pair (initial condition)
(up, Up) in X, and the solution (z,t) — wu(x,t) of system (1.1) corresponding to this initial
condition. Let us make the following hypothesis, illustrated by figure 4.1.

u(z,t)

Y

Figure 4.1: Illustration of hypotheses (Hhom-right) and (Hiny).

(Hhom_right) There exists a positive quantity opem and a C'-function
Thom : |0, +00) — R, satisfying z},.,(t) = Ophom as t— 400,

such that, for every positive quantity L, the quantity

v = (w(@nom(®) +9,8) = m, e (@nom(® +.8)) | P

goes to 0 as time goes to +oo.
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For every ¢ in [0 + 00), let us denote by s (t) the supremum of the set
{& € (—00, mnom(®)] : |u(x, 1) = m| = dpse(m) }

with the convention that zpg.(t) equals —oo if this set is empty. In other words, xpg.(t) is
the first point at the left of zpom () where the solution “Escapes” at the distance dggc(m)
from the stable homogeneous equilibrium m. This point will be called the “Escape
point” (with an upper-case “E”, by contrast with another “escape point” that will be
introduced later, with a lower-case “e” and a slightly different definition). Observe that,
if Tpse(t) > —o0, then

(4.1) |u(zpse(t), )] = 0pse(m) and  |u(z,t)] < dpse(m) for all z in (zpse(t), Thom(t)) -
Let us consider the upper limit of the mean speeds between 0 and t of this Escape point:

— 1 TEsc (t)
OEsc — 1mMSuUp ———,
t—+o00 t

and let us make the following hypothesis, stating that the area around xpon, () where the
solution is close to m is “invaded” from the left at a nonzero (mean) speed.

(H,,,) The quantity o is positive.

4.2 Statement

The aim of section 4 is to prove the following proposition (illustrated by figure 4.2), which
is the main step in the proof of Theorem 1. The first assertion of this proposition is that

£ Iy g N\

Ohom

3
|
%
Y&

| xhom,r'lext (t) LEsc (t) xhom(t)

Figure 4.2: Illustration of Proposition 4.1.

the mean “physical” speed ogg. is smaller than 1/4/a; thus it is legitimate to use the
following notation for the “parabolic” counterpart of that speed:

OEsc

2

CEsc = .
1 —aog,.

Proposition 4.1 (invasion implies convergence). Assume that V satisfies the coercivity
hypothesis (Heoere) and the generic hypotheses (Honly-bist) and (Haise-c) and (Haise-a),
and, keeping the definitions and notation above, let us assume that for the solution under
consideration hypotheses (Hnom-right) and (Hiny) hold. Then the following conclusions
hold.
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1. The mean speed opg. is smaller than 1/+/c.
2. There exist:
o a point Myext in M satisfying V(mpext) < V(m),
e a profile of travelling front ¢ in Pcy_ . norm (Mnext, M),

o Cl-functions t = Tpomonext(t) and t — Tps(t) defined on [0, +00) and with
values in R,

such that, as time goes to 400, the following limits hold:
i’ESC(t) — xESC(t) — 0 and ‘%;]sc(t) — OFEsc »

and

xESC(t) — Zhom-next (t) — 400 and $lhom—next (t) — OEsc ,
and
sup

u(x,t) — ¢(\/1 + acd,.(z — xESC(t)))’ -0,
xe[mhom—next(t)7 mhom(t)]

and, for every positive quantity L, the norm in H'([~L, L],R%) x L*([-L, L],R%)
of the function

Yy — (u(mhom—next (t) + v, t) — Mpext, Ut (-’Ehom—next(t) + v, t))
goes to 0.

In this statement, the very last conclusion is partly redundant with the previous one.
The reason why this last conclusion is stated this way is that it emphasizes the fact that
a property similar to (Hhom-right) is recovered “behind” the travelling front. As can be
expected this will be used to prove Theorem 1 by re-applying Proposition 4.1 as many
times as required (to the left and to the right), as long as “invasion of the equilibria
behind the last front” occurs.

4.3 Set-up for the proof, 1
4.3.1 Assumptions holding up to changing the origin of time

Let us keep the notation and assumptions of subsection 4.1, and let us assume that the
hypotheses (Hcocrc) and (Honly—bist) and (Hdisc—c) and (Hdisc—d)) and (Hhom—right) and (Hinv)
of Proposition 4.1 hold.

o According to Proposition 3.1 on page 12, it may be assumed (without loss of
generality, up to changing the origin of time) that, for all ¢ in [0, +00),
(4.2) [ = w(@, t)|| poo(m rey < Ratt,o0
(4.3) and |z — (u(x,t), ut(ar,t))HX < Rage.x -

o According to (Hpom-right ), it may be assumed (without loss of generality, up to
changing the origin of time) that, for all ¢ in [0, 4+00),

(4.4) Thom(t) > 0.
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4.3.2 Normalized potential and corresponding solution
For notational convenience, let us introduce:
« a new “normalized” potential V1 :R? - R, v — VT(v),
« and the corresponding solution u! : R x [0, +00) — R, (x,t) — ul(x,1),

defined as
Vi) =V(m+v)—=V(m) and ul(z,t)=u(z,t)—m.

Thus the origin Oga of R? is to VT what m is to V, it is a nondegenerate minimum point
for V1 (with VT(0ga) = 0), and u! is a solution of system (1.1) with potential VT instead
of V; and, for all (z,t) in R x [0, +00),

%l (uT(a:,t)) =V (u(z,t)) —V(m).

It follows from inequalities (3.14) to (3.16) that, for all v in R? satisfying |v| < dgsc(m),

Amin
(4.5) Vi) > 4(m)v2,
(4.6) and v-VVTi(v) > )\miz(m)vZ ,
(4.7) and v-VViw) > Vi),
and it follows from definition (3.17) of Ay that
(4.8) min VT(v) > —Ay .

vERY

4.3.3 Looking for another definition of the escape point

Unfortunately, the Escape point xps.(f) presents a significant drawback: there is no
reason why it should display any form of continuity (it may jump back and forth while
time increases). This lack of control is problematic with respect to the purpose of writing
down a dissipation argument precisely around the position in space where the solution
escapes from m.

The answer to this will be to define another “escape point” (this one will be denoted
by “Zesc(t)” — with a lower-case “e” — instead of xgsc(t)). This second definition is a bit
more involved than that of xgs.(t), but the resulting escape point will have the significant
advantage of growing at a finite (and even bounded) rate (Lemma 4.9 on page 28). The
material required to define this escape point is introduced in the next subsection.

4.4 Firewall function in the laboratory frame
4.4.1 Definition

Let

.11 Anﬂn(n@
(49) ¥4} :mln(z,ﬂ7?) .
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In this sub-subsection, only the following properties of kg will be used (to derive inequality
(4.16) below):

1

)\min (m)
2 _— .

2
and @g
2 8

(4.10) Ko <

DN

and akrg <

The slightly more stringent definition (4.9) of kg will enable us to reuse this quantity in
section 5 (see in particular subsection 5.3).
Let us introduce the weight function gy defined as

Yo(x) = exp(—ro|x).
For x in R, let T3y denote the translate of ¥y by z, that is the function defined as
Titpo(z) = Yoz — 7).

For every real quantity x and nonnegative quantity ¢, following expression (3.4) on
page 14, let

(4.11) El(z,t) = %ui(x,t)M ul (2, 6)? + VT(ul(z,1),

DN =

1
(412)  and  FJ(x,t) = 2aE}(z,t) + aul(z, 1) - ul (z, 1) + §uT(:c,t)2
1
(4.13) _ <a2(u1)2 +a(ul)? + 20V (ul) + aul - ul + 2(uf)2> (@,8),

and let us introduce the “firewall” function Fy defined, for every real quantity & and
nonnegative quantity ¢, as

Fo(at) = [ Toto(@)F(z.t) do.

4.4.2 Upper bound

Lemma 4.2 (firewall upper bound). For every nonnegative time t and for every real
quantity T,

302

. (u))? + aul)? + 20V (uh) + (u)?] do.

(@14)  Fol@.t) < [ Toto(o)]|
Proof. Inequality (4.14) follows from the definition (4.12) of Fg (z,t) and from the
inequality

052 t 1

out - uf < 7(ut)2+ ~(uh)?.
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4.4.3 Linear decrease up to pollution

For ¢ in [0, 4+00), let us introduce the set
Sksco(t) = {z € R : \u*(t)\ > Ogsc(m)} .

Lemma 4.3 (firewall linear decrease up to pollution). There exist positive quantities
vr, and Kz, both depending only on o and V' and m, such that for every real quantity
T and every nmonnegative time t,

(4.15) 0,Fo(3,t) < —vr, Fo(3,t) + K, /E o @) o
Esc,0 t

Proof. According to expressions (3.1) and (3.2) on page 14, for every real quantity z and

nonnegative time ¢,

Tzg
2

OhFo(z,t) = /R[wao(—a(u;r)Q — (ul)? =t VVT(uT)) — 20T hul - uI + (uh)?| da .

Since
[46()] = rovo and () < kit
(indeed v equals k31 plus a Dirac mass of negative weight), it follows that

Tt Ko )2
ux-ut‘—l-?(u)}dx.

0Fo(@,) < [ Tatio[~a(ul)? = (@h)? — ul - VI (ul) + 200
R

Using the inequality

&~ —-

ul

2 - U

it follows that
0 Fo(@,1) < /]R Torpo (@(=1+ ko) (uf)? + (=1 + aro) (uf)? = u - WV (ul) + 22 (ul)?) da,

and, according to the conditions (4.10) on ko, it follows that

)\min(m>

3 (uT)2) dz .

(4.16) Oy Fo(x,t) < /RTﬂ[JO(—%(uI)Q _ %(ul)Q —aul- VVT(UT) +

Let vx, be a positive quantity to be chosen below. It follows from the previous inequality
and from the upper bound (4.14) of Lemma 4.2 that
(4.17)

1

815]:0('%7” + V]-'()]:O('i‘vt) < /IRT:E¢0 |:(;(—1 + 30”/-7'—0)(’“1)2 + (_5 + ay]:o)(ul)z

)\min(m)

— ol vVil) + ( :

+ 1/;0) (uT)2 + 2a1/]:0VT(uT)] dz .
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In view of this expression and of inequalities (4.6) and (4.7) on page 21, let us assume
that vz, is small enough so that

1 Amin 1
(4.18) 3avrg, <1 and avg, < B and vg, < 8(m) and 2avr, < 3
the quantity vz, may be chosen as
. 1 Amin(m)

(4.19) VE, = mln(ﬁ, T) :
Then, it follows from (4.17) and (4.18) that

: ; tow vt (g 2min(m) e L
(4.20) 8,Fo(%, ) +vr, Fo(7, 1) g/RTypo [l IV () + 2 w2 V) de

According to (4.6) and (4.7), the integrand of the integral at the right-hand side of this
inequality is nonpositive as long as x is not in Ygec0(t). Therefore this inequality still
holds if the domain of integration of this integral is changed from R to Xgge o(t). Besides,
observe that, in terms of the “initial” potential V' and solution wu(z,t), the factor of Tz
under the integral of the right-hand side of this last inequality reads

)\min(m)

—(u—m)-VV(u)+ 1

(w—m)? + 5 V() ~ V)]

Thus, if Kz, denotes the maximum of the previous expression over all possible values for
u, that is, according to the L*°-bound (4.2) on page 20 on the solution, the (positive)
quantity

(4.21) Kz, =  max [_(v_m).vv(v)JrM

’UeRd, |'U|§Ratt,oo

then inequality (4.15) follows from (4.20) (with the domain of integration of the integral
on the right-hand side restricted to Xggc(t)). Observe that Kx, depends only on o and
V. This finishes the proof of Lemma 4.3. O

4.4.4 Coercivity up to pollution

For every nonnegative time t and for every real quantity z, let
(4.22) Qo (7, t) = / Totbo () () (2, )2 + ul (2, )2 + ul (2, 0)?) dx.
R

The reason for the factor « in front of the term uI (x,t)? in this definition of Qq(z,t) is
that it slightly simplifies the expression of the time derivative of Qy in Lemma 4.8 on
page 27). However dropping this factor @ would only induce minor changes. Let

(4.23) Smseo(t) = {@ € R: [ul(@,1)| > dmee(m)}
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Lemma 4.4 (firewall coercivity up to pollution). There ezist a positive quantity €z, coerc
and a nonnegative quantity Kz, coerc, both depending only on o and V', such that for
every real quantity T and every nonnegative quantity t,

(424> f()(.f', t) Z € Fo,coerc QO(E7 t) - K}'o,coerc/ Tj’(ﬂg(&?) dz .
2Esc,()(t)

Proof. By polarization,

3 2 3 1
(4.25) oul - u;r = (a\/;u;r) : ( guf) > —ZQQ(UI)Q - g(uf)2,
thus for every real quantity z and nonnegative quantity t,
1 1
Fo(@.t) 2 [ Tov( 302 @h? + ) +2aVi(ul) + £ (ul)?) da.
R
According to inequality (4.5) on page 21, the term 2oV T(u') is nonnegative when z is not

in the set Xge0(t). As a consequence, the previous inequality still holds if the integration
domain of this term is reduced to this set. In other words,

1 1
Fo(z,t) > / Tz (az(UI)Q + a(ul)? + (uT)Q) dx + 2a/ Tebo VT(ul) da
R 4 6 EEsc,O(t)
a 1
4.26 > min(—, = %,t) + 2a( min V7 / T; de .
( ) > mln(4 6> Qo(,t) 04(1{161%{% (U)) oot o(x) da
Thus, according to inequality (4.8), introducing the quantities € 7, coere and Kz, coerc
as
a1l
€ Fo,coerc = mln(17 6) and K]:o,coerc = 2aAy )
inequality (4.24) follows from inequality (4.26). Lemma 4.4 is proved. O

4.4.5 Elementary inequalities involving u(-,-) and Qq(-,-) and Fy(-,-) and 0;Fy(-,-)
and 0,9Q(-, ")

The aim of the following definitions and statements is to prove Lemma 4.9 below, providing
a bound on the speed at which a spatial domain where the solution u (respectively uT)
is close to m (respectively to Oga) can be “invaded”. This lemma involves the two
“hull functions” Nne-esc,0, a0d Mno-esc,7, controlling Fo(-,-) and Qo(-, ) respectively. The
definition of these two hull functions is based on the three quantities desc,0,(m) and
Jese, 7, (m) and L that will be defined now with Lemma 4.9 as a purpose. Let

[ 2
(427) 5esc,Q0 (m) = mé}}sc(m) .

Lemma 4.5 (Q controls ‘uT‘) For every real quantity * and every nonnegative quantity
t, the following assertion holds

Qo(, ) < dese,0o ()2 = [ul (7, )] < dpsc(m).
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Proof. Let v denote a function in H} (R, R%). Then,

v(0)* = "¢0 Jv(0)?

d
dx

v(x)?)
/(Wo )| v(@)? + 20 (z)v(z) V' () do
< i/Rl/Jo(x)((l+/€0)v(1:)2+vl(x)2) dz

< 0 [ (e o)+ (@)?) da

and the conclusion follows from the definitions (4.27) of Jesc,0,(m) and (4.22) of Qq(-, ).
O

| /\

Let

EFo,
56807]:0 (m) = ogoerc 5esC,Qo (m) )
and let L be a positive quantity satisfying the following properties (that will be used

below)

K 2
(4.28) X Fo,coere £ exp(— lioL) < 5680 % (m)2
€ Fo,coerc KO 8 ’
2 S 2
(4.29) and Kfo exp( roL) < ’%GSZRW
namely
L= 1log{max( 6 K7o,coerc 1 SKFO)] .
ko KO €Fpcoere Oese,0o(M)? 7 Ko VF, Oesc,Fo (m)?

Those requirements on L are related to the fact that

2
/ o(x) de = — exp(—koL) .
R\[-L,L] Ko

Lemma 4.6 (Fy controls Q). For every real quantity & and every nonnegative quantity
t,

fo(.f, t) < 5esc,]-—o (m)2
(2,8)] < dpec(m)

1
= Qu(z,t) < =6 m)?.
and, for all x in [z — L,z + L], } o(@,?) 4830’90( )

U
Proof. This assertion is an immediate consequence of the coercivity property (4.24) for

Fo(-,-), the definition of the quantity desc 7,(m) above, and the first property (4.28)
satisfied by the quantity L. O
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Lemma 4.7 (Fp remains small far from Xggco(t)). For every real quantity T and every
nonnegative quantity t,

_ 1
Fo(Z,t) = S0esc, 7 (m)Q _
2 — 8t]-"0(1:,t) < 0.
and, for every x in [z — L,z + L], ‘uT(x,t)’ < Opsc(m)

Proof. This assertion is an immediate consequence of the decrease property (4.15) and
the second property (4.29) satisfied by the quantity L. O

Lemma 4.8 (bound on growth of Qqy). There exists a positive quantity
K gy growth, depending only on o and V', such that, for every real quantity T and every
nonnegative quantity t,

at QO(i'v t) < KQo,growth .

Proof. For every real quantity  and every nonnegative quantity ¢,

Q0 (%, 1) = 2 /]R [Two (ul - (—uf = VVih) +uf - uf) - oy ul - ui] do

ZQ/R

thus the conclusion follows from the bounds (4.2) and (4.3) on page 20 for the solution. [J

T (ut (—u — VV (1)) + (u — m) -ut> — Tbfy ug - ut] dz ,

4.5 Upper bound on the invasion speed

Let us introduce the following two “no-escape hull” functions
Tho-esc,Qp : R = RU {400} and 7ngesc, 7y : R = RU{+00}

defined as

77no—esc,]:o

6esc,Q0 (m)2/2 77110—esc,Q0
5esc,Qo (m>2/4 >: ,,,,,,,,,,,,,,,,,,,,
0 L x 0 L x

+ 00 for x <0,
5650790 (m)2 x
Thno-esc,Qo (35) = f(l - ﬁ) for 0<zx<L,
2
594<m> for 3>,

27



and
+ o0 for <L,

Jesc, Fo (m)2 for > 1L,

Tho-esc,Fo (Cl?) = {

see figure 4.3, and let us introduce the positive quantity opne.esc (“no-escape speed”)

defined as
4L KQQ,growth

6eSC,Qo (m)2

Ono-esc =

This quantity depends on « and V and m (only). The following lemma is a variant of
[36, Lemma 4.6].

Lemma 4.9 (bound on invasion speed). For all real quantities Tty and Tyigne and every
nonnegative time to, if for all x in R the following properties holds:

Qo (-% tO) < max(nno—esc,Qo (J} - xleft)a Thno-esc,Qo (xright - 1‘))
and Fo (-%3 tO) < max(nno—esc,]-'o (.%' - l’left)y Tho-esc,Fo (xright - iL')) )

then, for every time t greater than or equal to ty and for all x in R, the following two
inequalities hold

QO («777 t) < max (nno-esc,Qo (xleft — Ono-esc (t - tO)) y Thho-esc, Qg (xright + Ono-esc (t - tO) - .73)) 5
]:0 ($7 t) < max (nno—esc,]:o (xleft — Ono-esc (t - tO))a Tho-esc,Fo (xright + Ono-esc (t - tO) - l‘)) .

Proof. The proof follows from Lemmas 4.5 to 4.8. It is almost identical to the proof of
[36, Lemma 4.6] (see also [34, Lemma 4.5 and figure 4.5]). The details are skipped. [

4.6 Set-up for the proof, 2: escape point and associated speeds

With the notation and results of the previous subsections in hand, let us pursue the
set-up for the proof of Proposition 4.1 “invasion implies convergence”. According to
hypothesis (Hhom-right ), it may be assumed, up to changing the origin of time, that, for
all ¢ in [0,400) and for all z in R,

Qo (.%', t) < max (nno—esc,Qo (ZL‘ - (xhom(t) - 1)) » Tno-esc, Qo (whom (t) - $)>
(4.30)

and ]:0(% t) < max <77no—esc,]-'0 (CE - (-’Ehom(t) - 1))a77no—esc,]-'0 (-’Ehom(t) - 35)) .
As a consequence, for all ¢ in [0, +00), the set
Ihon(t) = {xe < Zhom(t) : for all z in R,

Qo (xa t) < max (nno—esc,Qo (-T - CUE)’ Tho-esc,Qq (l'hom(t) - ZL‘)) and

Fo (.%', t) < max (nno—esc,]-'o (l’ - 1'8)7 Thno-esc,Fo (xhom (t) - x))}

28



is a nonempty interval (containing [Zhom(t) — 1, Zhom(t)]) that must be bounded from
below. Indeed, if at a certain time it was not bounded from below — in other words
if it was equal to (—o0, Zhom(t)] — then according to Lemma 4.9 this would remain
unchanged in the future, thus according to Lemma 4.5 the point zgg.(¢) would remain
equal to —oo in the future, a contradiction with hypothesis (Hiyy).

For all ¢ in [0, 4+00), let

(4.31) Tese(t) = Inf (Ihom(t))  (thus Zes(t) > —o0).

Somehow like zgg.(t), this point represents the first point at the left of xyom () where the
solution u (respectively uT) “escapes” (in a sense defined by the functions Qg and Fp and
the no-escape hulls Myo-ese,0, and Nno-esc,7,) at a certain distance from m (respectively
from Opa). In the following, this point zes.(t) will be called the “escape point” (by
contrast with the “Escape point” xps(t) defined before). According to the first of the
“hull inequalities” (4.30) and Lemma 4.5 (“Qq controls uf”), for all ¢ in [0, +o0),

(432> mEsc(t) S mesc(t) S xhom(t) —1 and EEsc,O(t) N [xESC(t)u xhom(t)] - ®7
and, according to hypothesis (Hpom-right ),
(4.33) Thom(t) — Tesc(t) = +00 as t — +o0.

The big advantage of Zesc(-) with respect to xgsc(+) is that, according to Lemma 4.9, the
growth of Zesc(+) is more under control. More precisely, according to this lemma, for all
nonnegative quantities ¢ and s,

(434) Lesc (t + 3) < Iesc(t) + Ono-esc S -

For every s in [0, 400), let us consider the “upper and lower bounds of the variations of
Zesc(+) over all time intervals of length s”:

xr = xesc(tl) + fesc(t - tl) v xesc<t2) + Cno-esc(t B t2)

T = Tesc t1) + Cno-esc t—t _
( 1) . ( 1) r = xesc(t2> + CUesc(t - t2)

L = IESC(t2> + £esc<t o t2>

€r = xesc(tl) + £esc(t o tl)

~
S
~
[\
~Y

Figure 4.4: Tllustration of the bounds (4.35).
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Tesc(8) = t [%u}r) )xesc(t +8) — Tesc(t) and  zo (s) = te[(i)nfoo) Tesc(t + 8) — Tese (),
€[0,+00 7

see figure 4.4. According to these definitions and to inequality (4.34) above, for all ¢ and
s in [0, +00),

(4~35) —00 < Eesc(s) < xesc(t + 5) - xesc(t) < fesc(s) < Ono-esc S -

Let us consider the four limit mean speeds:

.. Tescll _ o (t
Gesent = limnf 2= 5g Tesc-sup = lim sup Teself)
t—+o00 t P
and
i inf ZesclS — . TesclS
O esc-inf — lim inf L() and Oesc-sup = lim sup esc( ) )

s—+00 S s—+00 S

The following inequalities follow from these definitions and from hypothesis (Hiyy):
—00 < Oegeoinf < Tesceinf < Oesc-sup < O esc-sup < Onoesc and 0 < ogge < Oesc-sup *

The four limit mean speeds defined just above will turn out to be equal. The proof of
this equality is based on the “relaxation scheme” that will be set up in subsection 4.8
below. To this end, an additional estimate on these speeds (namely, the fact that they are
smaller than the maximum speed of propagation 1/y/«) is required. This is the purpose
of the next subsection.

4.7 Further (subsonic) bound on invasion speed, preparation

The next subsection will be devoted to the relaxation scheme in a travelling frame that is
the core of the proof of Theorem 1. This relaxation scheme will require an upper bound
on the parabolic speed of the travelling frame, in other words it will require that the
physical speed of the travelling frame be (strictly) subsonic (without this requirement all
estimates would literally blow up). The aim of this subsection is to define the value of this
upper bound (namely the quantity c,pp defined below). Using the relaxation scheme set
up in the next subsection, it will be proved later (Lemma 4.18 in sub-subsection 4.8.13)
that the (upper) limit mean speed Gegc-sup is not larger than this (subsonic) bound cypp.

These observations and statements are very similar to (and much inspired by) those
made by Gallay and Joly in [14]. To define the subsonic bound on invasion speed, these
authors used a Poincaré inequality in the weighted Sobolev spaces H!(R,RY) (see [14,
subsection 4.2]). Although based on the same idea, the definition of ¢,pp below is slightly
different and suits better the purpose pursued here (that is, the convergence towards a
stacked family of travelling fronts).

Let us recall the quantity Ay defined in sub-subsection 3.4.2 on page 18 and let us
introduce the (positive) quantities

(4.36)
4Ay 1 o . (1 Amin(m)
Cupp = — + 1 and FEpgg = —0psc(m) min( =, ——— ).
Sl min 3, ) i G5
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These two quantities depend on o and V' and m (only). The following lemma provides
a justification for this value of cupp and will be used in sub-subsection 4.8.13 to prove
Lemma 4.18 stating that the (upper) limit mean speed Gege-sup is not larger than cypp.
Note that the “+1” in the definition of ¢,pp, is only to ensure that cpp is nonzero (and
actually not smaller than 1), since the quantity Ay may be equal to 0 (if the set M is
reduced to a single point).

Lemma 4.10 (positive energy at Escape point when travelling frame speed is large
positive). For every function w in H&I(R,Rd) and every quantities & and c satisfying
the conditions

lw(&o)| = 0mse(m) and  |w(§)| < dgse(m) for all & in [€o,60 + 1] and ¢ > cupp

the following estimate holds:
&o+1 1
(4.37) / e (S0 (€ + VI (w(€))) d€ > Pissee ™.

Proof. Let us introduce a function w in H} (R, R%) and quantities &y and c satisfying the
hypotheses above. Then, according to inequality (4.5) on page 21,

/€o+1ecg(;w/(§)2 + VT<1U(§))) d¢

- &o §o+1 .
> [ é%—Ava+1é < (G + 2 6)2) g

Let us denote by 6 the affine function taking the value 1 at & and 0 at & + 1, namely
defined as 0(¢) = &y + 1 — &. Then,

Ipse(m)? = w(&o)? = (&) w(&)?
- [ R©ue?
o Je dE

0

&o+1
—— [ ©u©? + 20©w(©uw(©) de
Eo+1 9 9
<2 A (w(&)* +w'(§)*) d§..
It follows from these two inequalities that
Eo+1 1 A 1 1 Amin
/_Oo 665(510/(5)2 + V1 (w(f))) g > e <—CV + By min(i, 4(m)>5Esc(m)2) ’

and in view of the definitions (4.36) of cypp and Egg, inequality (4.37) follows. Lemma 4.10
is proved. O
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4.8 Relaxation scheme in a travelling frame

The aim of this subsection is to set up an appropriate relaxation scheme in a travelling
frame. This means defining an appropriate localized energy and controlling the “flux”
terms occurring in the time derivative of this localized energy. The considerations made
in subsection 3.3 on page 13 will be put in practice.

4.8.1 Notation for the travelling frame

Let us keep the notation and hypotheses introduced above (since the beginning of
subsection 4.3), and let us introduce the following real quantities that will play the role
of “parameters” for the relaxation scheme below:

e the “initial time” tj,;; of the time interval of the relaxation;
e the initial position zjy;; of the origin of the travelling frame;

o the “parabolic” speed c of the travelling frame and its “physical” speed o, related
by

C g
O = — <— C=

V14 ac? V1—ac?’

e a quantity &cut-init that will be the the position of the maximum point of the weight
function y — x(y, tinit) localizing energy at initial time ¢ = t;n; (this weight function
is defined below).

Let us recall the (positive) quantity c,pp defined in the previous sub-subsection and let
us make on these parameters the following hypotheses:

(4.38) 0<tinit and 0<c<cuypp and 0 < Eeutinit -

The relaxation scheme will be applied several time in the next pages, for various choices
of this set of parameters.
For every real quantity £ and every nonnegative quantity s, let

v(§5) = ul(x,1)
where (&, s) and (z,t) are related by

t = tinit +5 and m—xinit—l—as—i-lj > = {=V1+ ac?(x — Tinit) — €S,
ac

see figure 4.5. The system satisfied by v(-, -) reads
QUss + Vs — 20cvgs = —V VT (v) + cvg + vge -

Let x (rate of decrease of the weight functions) and ccyt (speed of the cutoff point in the
travelling frame) be two positive quantities, small enough so that the following conditions
be satisfied:

1
(4.39) arc < g
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_ S _
Vitac § = o

T = Tipnit + CS +

f — gcut—init + Ceut S

t S Z vV 1+ ac? Sl\ | MLI /
; FAS Co <
init 77" > T ¢ >
1n1 0 ! T 0 gcut—init
0 | xi.nit -

Figure 4.5: Space coordinate & and time coordinate s in the travelling frame, and
parameters iy and xini and ¢ and Ecygoinit-

(this condition will be used in Lemma 4.12 on page 35, lower bound on the firewall
function) and
(4.40)

(c+ K)(2ak + cent(a + 1/2)) < and  aceut(c+ k)(c+1) <

> =

1
2
m)

and E(/i—kccut(l + a(2c + 1))) mlré(

and 2aceyt(c+ k) < 1

(these conditions will be used to derive the upper bound (4.40) on the time derivative of
the firewall). These two quantities may be chosen as

o — min( 1 1 )\min( mm )
16acupp Vo' 16cypp
, 1 1 1 Amin ()
and Cout = ———— min — .
out Cupp T K (2(2a + 1) da(cupp + 1) 8a” 8(1 + a(2cupp + 1)))

4.8.2 Localized energy

For every real quantity s, let us introduce the two intervals
Imain(s) == (_007 gcut—init + Ccuts] and Iright(s) = [gcut—init + CcutS, +OO) )
and let us introduce the function x(&, s) (weight function for the localized energy) defined

as
exp(cf) if €€ Lnain(s),
X(&s) = .
exp((c + K) (gcut—init + Ccuts) - /ﬁf) if f € Iright(s) 3
see figure 4.6, and, for all s in [0, +00), let us define the “energy” £(s) by

&) = [ X(EENEs)dE, where EI(€5) = Sun(6e) + 5069 +VI(0(.5)).
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Y

0 fcut—ini't + CeutS
]main(S) [right(s)

>l

Figure 4.6: Graphs of the weight functions x(&, s) and ¥(&, s).

4.8.3 Time derivative of the localized energy

For every nonnegative quantity s, let us define the “dissipation” D(s) by

(4.41) D(s) = /Rx(f,s) vs(€,5)% dE .

Lemma 4.11 (time derivative of the localized energy). For every nonnegative quantity
87

E'(s) < — (1 + ac®)D(s)

+(c+n)/

Iright (5)

(4.42)

a(2c+ ¢ +1 Ceut + 1
{ ( 2CUt) V2 + Cut2 v + CcutVT(v)} dg .

Proof. According to expression (3.8) on page 16 for the derivative of a localized energy
and from the definition (4.41) of D(s),

(4.43) &'(s) = —(1+a02)D(s)—|—/R[Xs(gv§+;v§+VT(v))+(cx—xg)(acv§+v£.vs)] dg .

It follows from the definition of y that

0 if f S Imain(s),
ccut(c + K') X(g’ 5) if e Iright(S) ,

Xs(§58) = {
and _
(ex = xe)(&, ) = {?c + k) x(&, s) ii 2 i ﬁj;?((j)) .’
Thus it follows from (4.43) that
E'(s) = —(14 ac®)D(s)

—l—(c—i—n)/

Iright (S

1
: X[ccut((;vg + 5”2 + VT<’U)) + (acv? + ve - vg) | dE,
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and using the inequality

[

1
U5-08§§U§ -l-fv?,

\)

it follows that

E'(s) < — (1 +ac®)D(s)

cu cu 1
+(c+n)/ x{(ac ‘Yac+ ) + (% t+)v§+ccutVT(v)] de .
right 5) 2

and inequality (4.42) follows. Lemma 4.11 is proved. O

4.8.4 Firewall function

A second function (the “firewall”) will now be defined, to get some control over the
second term of the right-hand side of inequality (4.42). Let us introduce the function
P(&,s) (weight function for the firewall function) defined as

bers) = {exp(ﬂ(é — (Seuteinit + ccut)) )X(&,8) i € € Tmain(s)
X(ga S) if g S Iright(s)v

see figure 4.6. For every real quantity £ and every nonnegative quantity s, following
expression (3.12) on page 17, let

- Fi(€.5) = 201(6,) + av(€.5) - i) + (5 + ac 8
= (oﬂvf + avg + 204VT(U) + av - vs + (1 + OéC%)UQ) (&),

and let

9= [ ue )P ) de.

4.8.5 Lower bound on the firewall function

Lemma 4.12 (lower bound on the firewall function). For every nonnegative quantity s,

(4.45) / V(& 8) [ —vs(€,8)* + ave (€, 5)% + 204VT(1)(§, s))} de .

Proof. According to the polarization inequality (4.25) on page 25 and since the ratio
e /1 is greater than or equal to —~, the following inequality holds for every real quantity
¢ and every nonnegative quantity s:

2
Fi(e,s) > L2t av? + 20V (v) + <1 - acm)vz.
=y ¢ 6

Thus inequality (4.45) follows from condition (4.39) on page 32 satisfied by . O
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4.8.6 Energy decrease up to firewall and pollution

For every nonnegative quantity s, let

Ypsce(s) = {£ €R: [v(§, 8)] > dpsc(m) } -

Lemma 4.13 (energy decrease up to firewall and pollution). There exist nonnegative
quantities K¢ 5 and K¢ psc, depending on a and V' and m (only), such that for every
nonnegative quantity s,

(146)  (s) < ~(1+ a)D(s) + KerF(s) + Kepee | e

EEsc s
Proof. For every nonnegative quantity s, since x(§,s) = 1(§, s) for all £ in Lign(s), it
follows from inequality (4.42) of Lemma 4.11 that (substituting x with v and replacing
V1(v) by its absolute value),

E'(s) + (1 +ac®)D(s) <

a(2c+c +1 Cout + 1
(c+/@)/[ ()w{ ( 2‘3‘“) v? + C“tQ U + Cout
right (S

and since the integrand of the integral on the right-hand side of this inequality is
nonnegative, this inequality still holds if the domain of integration is changed from
Ligni (s) to R.

Let K¢ r be a positive quantity to be chosen below. According to (4.45), it follows
that, for every nonnegative quantity s,

Vi) de,

<(c+ k) ((2c+ cout) +1) a2K€’f)v§

&/(s)+(1+ ac)D(s) ~ KerF(s) < [ 5 :

R

N <(c+ K)(Ceut + 1)

5 — OéKgy}‘)'U? + (¢ + K)ceut

Viw)| - 20ke 7V (v)] de .

Thus, introducing the quantity K¢ r as

Ker= max{

2(cupp + K) (a(QCupp + Ceut) + 1) (cupp + K)(Ceut +1) (Cupp + “)Ccut]
o? ’ 2a¢ ’ 20

(this quantity depends only on o and V'), it follows that

E'(s) + (1 + ac®)D(s) — Ke rF(s) < /R (e + R)cen

VT(U)‘ — 2aKg7]:VT(v)} dé .

As long as ¢ is not in Ype(s), it follows from (4.5) that V(v) is nonnegative and it
follows from the last condition defining K¢ 7 that the integrand of the integral at the
right-hand side of this last inequality is nonpositive. As a consequence, this inequality
still holds if the integration domain of this integral is changed from R to Xgg.(s). Namely,
(4.47)

£19) + (14 a)D(s) ~ KerFo) < |

< [(e+ K)ceut + 2aK¢ 7| /

ZESC(S

(G [(C + K)cCeut VT(U)‘ - 2C¥Kg7]:VT(U)} d¢

Vi) e
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Thus, introducing the quantity K¢ g as

K = 2aK V(iu) -V
e = ((Cop Rl 208er) | max, V() = Vi)l

inequality (4.46) follows from (4.47). Lemma 4.13 is proved. O

4.8.7 Relaxation scheme inequality, 1

For every nonnegative quantity s, let
G(s) = [ wles)de.
2:Esc(s)

Let sf, be a nonnegative quantity (denoting the length of the time interval on which the
relaxation scheme will be applied). It follows from Lemma 4.13 that

(4.48) (1+ac?) /0 " D(s) ds < £(0)— E(sqn) + Ke.r /0 " F(s) ds+ Ke pe /0 " G(s) ds.

This is the first version of the relaxation scheme inequality that is the key argument
to prove Proposition 4.1 (invasion implies convergence). The aim of the two next
sub-subsection is to gain some control over the quantities F(s) and G(s).

4.8.8 Firewall upper bound

The following lemma is the “travelling frame” analogue of Lemma 4.2.

Lemma 4.14 (firewall upper bound). For every nonnegative quantity s,

(4.49) F(s) < /R¢ [3;(2@3 + avg +2aVT(v) + (1 + ac(c + H))UQ] de .

Proof. Inequality (4.49) follows from the definition (4.44) on page 35 of F'{(§,s), from
the fact that ¢ /¢ is bounded from above by ¢+ k, and from the inequality

o’ 2 1,
av-vsgjvs +§v .

4.8.9 Firewall linear decrease up to pollution
The following lemma is the “travelling frame” analogue of Lemma 4.3.

Lemma 4.15 (firewall linear decrease up to pollution). There exist positive quantities vr
and Kr, depending on o and V' and m (only), such that for every nonnegative quantity
S

(4.50) F'(s) < —vrF(s) + KrG(s).
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Proof. According to expressions (3.6) and (3.7) on page 15 for the time derivatives of the
functionals in a travelling frame, for every nonnegative quantity s,

Fl(s) = /]R laws (owg + vg + QVT(U)) —2a(y + acwg)vf + 2a(ctp — he)ve - v

1
+ s (ow Vg + 51)2 — 2acv - ’Ug) + ¢<—v . VVT(’U) — vg + av? — 2accvg - vs>

+ Yee — cve ; Ve UQ] g .

Simplifying the terms involving ¢ v? and those involving v V¢ - Us, and rearranging terms,
it follows that

Fl(s) = /R [a(—w — 2ace + as) v + (= + aws)vg — v - VVT(v)

+ aths (2VT (v) 4+ v - vs — 2cv - ve) | dE.

v vy 4 Lo e T Ve 1/}525 — Ve

According to the definition of v,

= fceu(€,5) if € € Lmain(s),

ws (é" S) - {(C + K)Ccutw(é.? S) if § € Iright(s) ’

and

— k(& s) if €€ Inain(s),
(c+r)P(&s) if &€ Lignt(s),
and, for all £ in R, if ¢ ;i tcens() denotes the Dirac mass at & = Ecutinit + Ceuts, then

ee(€,5) — ce(§,8) = ke + R)P(E, s) — (¢ + 26) exple(Seut-init + CoutS)] Oeeupeinic-+ecus (§) -

As a consequence, the following inequalities hold for all values of the arguments:

(4.51) hs| < ceus(c+ k)Y and  Pege — cpe < K(c+ k)P

Thus, for every nonnegative quantity s, it follows from the previous expression of F’(s)
that

C¢(§75) - ¢§(£a5) = {

Fl(s) < /Rl/J la(—l — 20401’2}g + aceut(c + m))vi + (=1 + aceut(c + /@))vg —v-VVT©)

Ceut + K)(C+ K
QQ%UE.USJF (Ceut 2)( )v2+accut(c+f-s)(2’VT(v)‘+|v-vs+2c|v-v§|)] dg .
Using the inequalities
1 VE 1, 1
—20475);1)5 cvg < 51}2 +2 a2¢—§v§ and |v- 4| < 502-}- 51}? and 2|v-ve| < v? +v§ ,
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it follows that

2
F(s) < /Rwloz(—l — 2&07;&; + aceut(c + k) + QQZg + W)Ui

1
+(-1+ 5 +acan(e+r)(c+ D)ot —v- Vi)

+ (C + K)((Ccut + :"i) + ACcut + OZCCCUt)U2 + 2accut(c+ H) ’VT(U)’] dg.

2 2

Observe that the following equality holds, be the argument § in Iimain(s) or in Lighe(s):

2
—2@0% + 204& — fgag . cp — 1/’5

Y P2 Y (8

Thus, the previous inequality becomes

=2ak(c+ k).

Fls) < /

R¢ [a(—l + (e + k) (2ak + cout (o + 1/2)))1}3 + (—% + aceut(c+ k) (c+ 1))1}?

c+ K

—v-VVI(v) + (/{ + Cout (1 + a(2¢ + 1)))1}2 + 2aceut(c + K) ‘VT(Q})H dé .

According to the conditions (4.40) on page 33 on k and ccyt, it follows that

452) Fl(s) < /Rw[—%vg - R+ 2y Vi) + i V()] de.

Let vx be a positive quantity to be chosen below. It follows from the previous inequality
and from the upper bound (4.49) on F(s) that
(4.53)

=

1
F'(s) + vrF(s) §/¢ 5 —1 4 3avr)v? +<**+O&V]—')U§*’U'VVT(’U)
R

4

Amin(m) 2 1 +
+ (T +vr(l+ acle+ Ii)))v + (1 + 20w;> ’V (v)‘ dg .
In view of this inequality and of inequalities (4.6) and (4.7) on page 21, let us assume
that v is small enough so that

(4.54)

1 Ami 1
3avr <1 and avr < 1 and vr(l+ac(c+k)) < mué(m) and 2avr < 1
The quantity v may be chosen as
1 Ami
VE = min(—, min (1) ) .
8a’ 8(1 + acupp(Cupp + £))
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Then, it follows from (4.53) and (4.54) that

(4.55) F(s) +vrF(s) < /R[—v -VVT(v) + )\mil(m)vZ + % ’VT(U)H dé .

According to (4.6) and (4.7), the integrand of the integral at the right-hand side of this
inequality is nonpositive as long as & is not in Xpgg.(s). Therefore this inequality still
holds if the domain of integration of this integral is changed from R to Xgs.(s). Besides,
observe that, in terms of the “initial” potential V' and solution u(z,t), the factor of
under the integral of the right-hand side of this last inequality reads

Auin(72),., LIV () - Vm)

Thus, if Kr denotes the quantity K, defined in (4.21) on page 24, then, according to the
L*>°-bound (4.2) on page 20 on the solution, inequality (4.50) follows from (4.55) (with
the domain of integration of the integral on the right-hand side restricted to Ygs.(s)).
This finishes the proof of Lemma 4.15. O

—(u—m)-VV(u)+ —m)*+

4.8.10 Firewall nonnegativity up to pollution

For every nonnegative quantity s, let

Ypse(s) ={£ € R |v(&, s)| > dgsc(m)}.

Lemma 4.16 (firewall nonnegativity up to pollution). For every nonnegative quantity s,

(4.56) F(s) > —20¢Av/ W(E,s)dE.

EEsc(s)

Proof. According to inequality (4.5) on page 21 the quantity V(v) is nonnegative for &
in R\ Xggc(s). Thus, inequality (4.56) follows from the lower bound (4.45) of Lemma 4.12
on page 35 and from inequality (4.8) on page 21. Lemma 4.16 is proved. O

4.8.11 Relaxation scheme inequality, 2

For every nonnegative quantity sgy, inequality (4.50) yields

Sfin Sfin

Fls)ds < - (F(0) = Flsn) + K [ G(s)ds).

0 VF
and in view of inequality (4.56) of Lemma 4.16 (firewall coercivity up to pollution term),

—]:(Sﬁn) < QOéAvg(Sﬁn) .

Thus the “relaxation scheme” inequality (4.48) becomes

Sfin K 20Av K.
(14 ac?) / D(s)ds <E(0) — Espn) + ~EL F(0) 4 “X2VREF g0y
(457) 0 K K V]: Sfin )
+ (g + KS,ESC) g(S) ds.
VF 0

This is the second version of the relaxation scheme inequality. The aim of the next
sub-subsection is to gain some control over the quantity G(s).
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4.8.12 Control over the pollution in the time derivative of the firewall function
For every nonnegative quantity s, let
€hom (8) = V1 + ac®(Thom (tinit + 8) — Tinit — 0S) ,
(4.58) and  ese(s) = V1 + ac®(Tesc(tinit + ) — Zinit — 08) ,
and  &psc(s) = V1 + ac?(@pse(tinit + 8) — Tinit — 08)

see figures 4.1 and 4.2 on page 18 and on page 19. According to properties (4.32) on
page 29 for the set Ypgco(t), for all s in [0, +00),

EEsc(s) - (—OO, gesc(s)] U [ghom(s)a —|—OO) )
thus, introducing the quantities

+oo

esc(8)
Goack(s) = / V(€ 5)de and  Gom(s) = / (€, s) de

—o0 ghom(s)

it follows that, for all s in [0, 4+00),
g(S) < gback(s) + gfront(s) .

The aim of this sub-subsection is to prove the bounds on Gpaek(s) and Geont(s) provided
by the next lemma.

Lemma 4.17 (upper bounds on Gpack(s) and Geont(s)). For every nonnegative quantity
s, the following estimates hold:

1
(459) gback(s) < E eXP((C + ’{) éesc(s) - K'é-cut-init - K'Ccuts) 5

(4.60) gfront(s) < %GXP[(C + H) gcut-init + (C + KJ) (Ccut + 11)3 - /‘ﬁghom(o)] .

Proof. The integrand 1 (, s) in the expression of Gpack(s) and Ggont(s) is less than or
equal to
exp [(C + K’)é - K/(fcut-init + Ceut S)] for gback(s) )

and exp [(C + K/) (gcut-init + Ceut 5) — KR 5] for gfront(s) .
Thus, by explicit calculation,

1
gback(s) < e+

exp[(c + ﬁ)gesc(s) — K€cut-init — K Ccuts} )

and inequality (4.59) follows.
Concerning Gont(s), since xj, (+) is nonnegative (inequality (4.4) on page 20), for all
s in [0, 4+00),
om(8) > —c thus  Euom(s) > Ehom(0) — cs.
By explicit calculation, it follows that

gfront(s) < % €exXp [(C + H) Ecut—init + ((C + /‘f) Ceut + K C)S - HEhom(O)}

and inequality (4.60) follows. Lemma 4.17 is proved. O
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4.8.13 Further (subsonic) bound on invasion speed

Statement. Up to now, the quantity cupp, has only been used to state hypothesis (4.38),
which assumes that the parabolic speed of the travelling frame under consideration does
not exceed this quantity. Now, the relaxation scheme set up above will be applied in
order to prove that this quantity c,pp is indeed an upper bound for the speed of invasion.
The aim of this sub-subsection is to prove the following lemma.

Lemma 4.18 (invasion speed is subsonic). The following inequality holds
< Cupp

Oesc-sup = \/71—"_72 .
acC
upp

It follows from this lemma that the mean speed Fege-sup is smaller than 1//a (which
proves conclusion 1 of Proposition 4.1). If oyp, denotes the “physical” counterpart of
Cupp aNd Cese-sup denotes the “parabolic” counterpart of Gege-sup, that is

Cupp O esc-sup

Oupp = Cesc-sup =
pp . 5 P T on? )
+ ACypp Q0 g5c-sup

then the conclusion of Lemma 4.18 may be stated under the form of the following two
equivalent inequalities:

and

Eesc—sup < Oupp < éesc—sup < Cupp -

Idea of the proof. The idea of the proof of Lemma 4.18 is due to Gallay and Joly, see
[14, Lemma 5.2]). The principle is that, if the previous relaxation scheme is applied in a
travelling frame with a parabolic speed c greater than or equal to cypp, then, according to
Lemma 4.10 on page 31, the following lower bound holds (for the quantity Fgs. defined
in (4.36) on page 30):

EEsc(s)+1
/| N CTAGOIS 50669 + V(06 8)) ) d€ 2 Prne xp(€pne(9))
and as a consequence the same kind of lower bound holds for the localized energy &(s)
defined in sub-subsection 4.8.2. On the other hand, the relaxation scheme inequality (4.57)
provides an upper bound for this localized energy, and under appropriate conditions this
will enable us to prove that this localized energy remains bounded from above. Finally, it
will follow from these bounds that the Escape point {gsc(s) must itself be bounded from
above. It will turn out that this is contradictory with arbitrarily large positive values of
the escape point &esc(s), and in turn contradictory with a mean speed Cegesup €xceeding

Cupp-
Set-up. Let us proceed by contradiction and assume that the converse assertion holds:

Oupp < Tesc-sup , O equivalently, cupp < Cesc-sup -
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Let € denote a positive quantity, small enough so that
Oupp < Oesc-sup — €

and let us make in addition the following technical hypothesis (see the comment below
after the statement of Lemma 4.19):

1 KCeut

1+ acd,, 2(cupp + 1)

Origin of time intervals. The following lemma provides appropriate time intervals
where the relaxation scheme will be applied. Here are the features of these time intervals:

(4.61) e <

e the mean speed of the escape point is almost maximal on them;
e their length is arbitrarily large;
o for a given length they occur at arbitrarily large positive times.

Lemma 4.19 (time intervals with controlled length and large positive left endpoints
where mean speed of escape point is almost maximal). For every positive integer n, there
exists a sequence (tnp)pen of positive quantities going to +00 as p goes to +o00, and such
that, for every monnegative integer p,

(462) Lesc (tn,p + TL) — Tesc (tn,p) > (Eesc-sup - 5)” .

The technical hypothesis (4.61) above will be used in the proof of Lemma 4.21 on page 46,
stating that the escape point ends “far to the right” at the end of the relaxation scheme
that is going to be considered.

Proof of Lemma 4.19. If the converse was true, then there would exist a positive integer
n and a positive time tg such that, for every time t greater than or equal to tg,

Lesc (t + n) — Tesc (t)
n

S 5esc-sup — £

and this would imply that

fL'esc(tL + 3) - xesc(tl)

lim sup sup < Eesc—sup —&,
s—++00 t€[0,400) S
a contradiction with the definition of Fesc-sup- O

For every positive integer n, let us introduce a sequence (t,,)pen satisfying the
conclusions of Lemma 4.19 above, and let p(n) and azl(g’l)t denote a nonnegative integer
and a real quantity to be chosen below. Finally, let us take the following notation:

H = tp(n) -
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The relaxation scheme set up in the previous sub-subsection will be applied with the
following set of parameters:

(n)

init

(n)

tinit = and  Tinit = Ty, and  c=cypp and  Eeupeinit = 0.

Let us denote by
() and &2() and x(,) and £M() and FM()
and §o,() and Gy () and G ()
the objects defined in the previous sub-subsections (with the same notation except the
“(n)” superscripts to emphasize the fact that these objects depend on n). The relaxation

scheme will be considered on a time interval of length sz, = n, that is between the

times tl(gl)t and ti:i)t

whatever the choice of p(n) and x

+ n. Observe that, according to the conclusion (4.62) of Lemma 4.19,
(n)

init»

() o\ _ ¢(n)
(463) gBSC (n) esc (0) Z /1 + Capp(ﬁesc—sup — - Jupp) > O’

n

see figure 4.7.
RCeut
S
2(Crnax + K)

¢ =¢E(s)

Yo

o \ slope not smaller than
ﬁégc)(o) - V 1+ ac?nax(a-esc-sup — Omax — 5)

(n)

Figure 4.7: Definition of the quantity zinit(n). An increase of x;

of z — 5&23 (s) downwards. The value chosen for xl(gl)t is the least one so that this graph

remains below the slope starting from the origin on the interval [0, n]. The figure aims at

translates the graph

displaying the assertion of Lemma 4.21, that is the fact that gég? (n) goes to +00 as n
goes to +oo.

To set up this relaxation scheme there still remains to define the two quantities p(n)
(n)

and z;,4;. The purpose is to make this choice in such a way that the following two
conditions be fulfilled:

o the quantity £ (n) (the localized energy in travelling frame at the end of the
relaxation time interval) remains bounded as n goes to +o0;

o the quantity £ (n) (the escape point in travelling frame at the end of the relaxation
time interval) goes to +oo as n goes to +oc.
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Origin of space. Guided by expression inequality (4.59) on Gpack(+), let us choose the
quantity xl(gll as the least real quantity such that, for every s in the interval [0, n], the

following condition be fulfilled:

(4.64) (capp + RIEL(5) < =5,
see figure 4.7.
According to definition (4.58)

€0 (s) = /1 + ack,, (a0 (1 + 5) — 2 — oupps) |

()

thus in other words, let us choose the quantity x;;; as

(4.65) 2" = sup :cesc(t(n)

init = it +8) — (U upp + et )5
s€[0,n] 24/1 4 a2, (cupp + )

(according to inequality (4.34) on page 29 controlling the increase of Zeg(+), this supremum

is finite). Condition (4.64) will ensure that the terms involving gf;;ik(-) in the relaxation

scheme inequality (4.57) remain bounded.
(n)

The relevance of this definition for the quantity z;,;; is justified by the following two

lemmas.

Origin of time intervals: upper bound on the final energy.

Lemma 4.20 (upper bound on the energy at the end of the time intervals). For every
positive integer n, if the integer p(n) is chosen large enough, then the “final” energy
5(”)(n) is bounded from above by a quantity that does not depend on n.

Proof. The proof is based of the relaxation scheme inequality (4.57). Thus, let us consider
the various terms involved in this inequality.

First, let us observe that since the quantity &cut-init is equal to 0, the quantities £ (“)(0)
and F((0) are bounded from above by quantities depending only on o and V (this
follows from the bound (4.3) on page 20 for the solution).

Now, according to inequalities (4.59) and (4.64), for every s in [0, n]),

1
Grnti(5) < - exp(—rccus/2)
and this ensures that the terms involving Qéz():k(-) in inequality (4.57) are bounded from
above by quantities that do not depend on n.
Finally, let us deal with the function gf(g)m() According to inequality (4.60), for every

nonnegative quantity s,

n 1 n
Grront(8) < - ex((cupp + 1) (Cout + 1)s = k&, (0))
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and according to definition (4.58),

£ (0) = /1 + acZy, (wnom (ti) — 2400 ) -

(n)

init

On the other hand, according to the definition of x
controlling the increase of Zegc(+),

and to inequality (4.34) on page 29

(4.66) 20 < Tesc(B0) + Tnoresen

init init

gl(lgn(o) > \/ 1+ acgpp (mhom (tl(;?;)t) - xeSC(ti(r?i)t) - UnO—escn)

and this shows that the quantity 51(12211(0) is arbitrarily large positive provided that the
integer p(n) is chosen large enough (depending on n). As a consequence, if the integer p(n)

thus

is chosen large enough (depending on n), then the terms involving gf([f){lt() in inequality
(4.57) are bounded from above by quantities that do not depend on n. Lemma 4.20 is
proved. ]

Length of time intervals: final position of escape point.

Lemma 4.21 (escape point ends up far to the right in travelling frame). The following
convergence holds:
M (n) = 400 as n— +oo.

Proof. According to inequality (4.63) and to definition (4.58) on page 41,

e(:?c) (n) > \/ 1+ acapp(aesosup —€— Oupp)n + fe(:gc) (0)
>4 /1+ Oéclzlpp((aesc—sup —&—- Uupp)n + Tesc (tl(r?l)t) - xl(:l)t) :

Now, according to the definition (4.65) of :cl(gl)t, there exists a quantity s, in [0, n] such
that

(n) (n) KCcut
Tinit < 1+ Tesc(tinit + 5n) — (Uupp + Sn. -
24/1 4 a2, (cupp + <)
It follows from the two previous inequalities that
xeSC(ti(gi)t + 8p) — xeSC(ti(gi)t) =
(n)
_ KCcut Eesc (n)
(Uesc—sup — & Uupp)n + | Oupp + Sp— 1 — —F/—,
( 2,/1 4 ac2,, (cupp + ) V14 acd,,
thus, provided that s,, is nonzero,
$esc{ti(:i)t + 8n) — l'eSC(ti(I?i)t) >
Sn, B
RCcut 1 e(gc) (n>

6esc—sup —e+ -

2¢/1+ack, (cupp +K) 51 spy /1 4+ ack,,
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Let us proceed by contradiction and assume that there exists a quantity C such that, for
arbitrarily large positive values of n, the quantity {é?c) (n) is not larger than C. Then,
according to inequality (4.63), for such values of n the quantity gég’c) (0) is large negative,
and according to inequality (4.34) controlling the growth of xes(-), the quantity s, must
be large positive. According to the technical hypothesis (4.61), it follows that, for such
large enough positive values of n,

(n) (n)

xeso(tlmt + 5p) — xESC(tinit)

Sn

> 5esc—sup )

a contradiction with the definition of Fegesup. Lemma 4.21 is proved. O

Origin of time intervals: upper bound on the final energy, variant. The following
lemma is a slight variant of Lemma 4.20 above.

Lemma 4.22 (boundedness of energy at the end of the time intervals, variant). For
every positive integer n, if the integer p(n) is chosen large enough, then the quantity

Cout™ ct(& (n n n
[ e (G e + el 6 + VI e,m) ) de
is bounded from above by a quantity that does not depend on n.

Proof. According to the definition ((4.58)) of {hom(+),

5hom( ) \/ 1+ aclzlpp (xhom (tl(:l)t + n) - :El(:l)t - UUPpn) ’

thus, according to inequality ((4.66)),

ghom( ) \/ 1+ OéC?lpp (xhom(tfml + 7’L) — ZTesc (tl(:l)t) - (Jno—esc + Uupp)n) .

Thus, for every positive quantity n, if the integer p(n) is chosen large enough, then the
quantity 5}(12211(”) is arbitrarily large positive, and in particular greater than the point
CeutT.

In this case, according to the definition of the localized energy £(-) and of the weight
function x(-,-), since x(™(&,n) equals e for every ¢ in the interval (—oo, ceuen], the
following inequality holds:

EM(n) > /

—0o0

e (Gul e+ ol e £ VI €m))) de

—+00

. (ﬁW@mW@W@MM¢

According to the definition of the weight function x(-,-), the second integral of the

right-hand side of this inequality is arbitrarily close to 0 if the quantity 5}(1211(71) is large
enough positive, or in other words if the integer p(n) is chosen large enough. In view of
Lemma 4.20, this finishes the proof of Lemma 4.22. O

47



Let us assume from now on that for every positive integer n, the integer p(n) is chosen
large enough so that the conclusions of Lemmas 4.20 to 4.22 be satisfied, and so that (as
assumed in the proof of Lemma 4.22),

(467) CeutN < gt(lzzn(n) .

Upper bound for Escape point in travelling frame. Last not least, the definition of the
quantity cupp in subsection 4.7 on page 30 (and the fact that the speed of the travelling
frame under consideration is as large as cupp) Will now finally be used to prove the
following lemma.

Lemma 4.23 (upper bound for Escape point in travelling frame). The quantity fgg)c(n)
remains bounded from above as n goes to +oc.

Proof. According to inequalities (4.32) and (4.64) on page 29 and on page 45, for every
positive integer n,

Ccut

(4.68) fa(m) + 1< Q) +1< hn 41,
thus as soon as n is large enough,
g}(«jZl(n) +1< Ceut™ ,

and it follows from Lemma 4.22 and from inequality (4.67) that the quantity

Ef.f:i(n)ﬂ n
/ e (50 (€ n)? + V(e m)) e

—00

is bounded from above by a quantity that does not depend on n. On the other hand,
according to Lemma 4.10 on page 31 (involving the positive quantity Fgsc),

(n)
D 1, .
[ e (o e + V(€ m) ) de > exp(ci(n) e,

e}

and the conclusion follows. O

Convergence towards zero around escape point. The final step is provided by the
following lemma that will turn out to be contradictory to the definition of the escape
point Tesc(+).

Lemma 4.24 (convergence towards zero around escape point). For every positive quantity
L, the integral
((e:c) (n)+L 2 (n) 9 9
/ iy (R E () 4o (6 m)?) e
esc \1t)—

goes to 0 as n goes to +oo.
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Proof. Let L denote a positive quantity. According to Lemmas 4.21 and 4.23 and to
inequalities (4.67) and (4.68), for every large enough positive integer n, the following
inequalities hold:

e (m) < €M) — L < (n) < €M (n) + L < comn < €7 (n) .

Then, it follows from these inequalities that

[ e (Sl 2 + ol € + Ve ) de

— 00

Ehrea ()
2/ eyt (v(”)(f,n)) d¢ +

Ccut™ )\ . (m)
cf min (n) 2
Loy (5o € 2 5 5ol e+ 2 e ) e
(n)

Ay e a1 Amin(m)y ¢ es¢ (M) +L

_ 2 g (n) Zmin\T7%) e (n)— (n) 2
> o€ E +m1n<2 3 1 ) E /gégc)(n)L (Us (&n)
o (6, m)? + 0™ (g, m)?) de.
In view of Lemmas 4.21 to 4.23, the conclusion follows. Lemma 4.24 is proved. ]

End of the proof.

End of the proof of Lemma 4.18. For every positive integer n, let us denote by ¢/, the
(n)

time ¢ 5

+n. It follows from Lemma 4.24 that, for every positive quantity L, the quantity
xesc(t%)‘i’lz
L ) + o ) 4 e %) do
Tesc(t),)—L

goes to 0 as n goes to +0o. In view of the definitions of the functions Fy(-,-) and Qq(-, ")
in sub-subsection 4.4.1 on page 21, and according to the bound (4.3) on page 20 for the
solution, it follows that, for every positive quantity L, both quantities

sup {‘IO(QE?t;z)’ DT € [Tesc(ty) — L, Tesc(ty,) + L] }
and sup { Qo (Z, ) : T € [Tesc(t],) — L, Tesc(t],) + L]}

go to 0 as m goes to +00, a contradiction with the definition of the “escape” point Zesc(+)
in subsection 4.6 on page 28. Lemma 4.18 on page 42 is proved. O
4.8.14 Relaxation scheme inequality, final

From now on the relaxation scheme will always be applied with the following choice for
Linit *
Zinit = Tesc (tinit) .
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The aim of this sub-subsection is to take advantage of this additional hypothesis and of
the estimates of sub-subsection 4.8.12 and of Lemma 4.18 on page 42 to provide a more
explicit version of the relaxation scheme inequality (4.57) on page 40.

The following additional technical hypothesis will be required to prove the next lemma
providing another expression for the upper bound on Gpack(s)

(4.69) G ese-sup — feut <.

Acupp + K)\ /1 +ac,,

This hypothesis is satisfied as soon as the physical speed o is close enough to Gesc-sup (Or
equivalently as soon as the parabolic speed c is close enough to Cesc-sup). It ensures that
the escape point &esc(s) remains “more and more far away to the left” with respect to
the position &cut-init + Ceut S Of the cut-off, as s increases.

Lemma 4.25 (new upper bound on Gyack(s)). There exists a positive quantity K [(ug, to)],
depending on « and V and m and the initial condition (ug, o), such that for every
nonnegative quantity s the following estimates hold:

(4.70) Oback(s) < K[(uo, o)) exp(—, Ecut-init) €XP ( - %3) :

Proof. According to inequality (4.59) on page 41,

1 cu cu
(471) gback(s) < ; eXp(_ﬁgcut—init) eXp((C + /f) fesc(s) - %3) eXp(—%S) .

Let us us denote by 3(s) the argument of the second exponential of the right-hand side
of this last inequality:

Bs) =(c+ ) €escls) = 5
:(C + K)(\/ 1+ ac? (:Uesc(tinit + 5) - mesc(tinit)) - CS) - HC;Ut
<(c+ k) (\/ 1+ ac?Tese(s) — cs) — %s

<(c+ K)V1+ ac?(Tesc($) — Tesc-supS)
+ ((c +K) (V1 + ac?Tescsup — €) — %)s

Besides, according to the condition (4.69) on the “physical” speed o, the following

inequality holds:
(C + H)(V 1+ Oéc2aesc—sup - C) < 1t Ceut 5

4
thus, for every nonnegative quantity s,
KC
B(5) < (¢ + £)V1 + ac?(Tese() — Tescsups) — K,

and according to the definition of Fesc-sup this quantity goes to —oo as s goes to +oo.
The following (nonnegative) quantity

> R Ccut

B[(uo, ig)] = sg;g(cupp + K)V1 4 ac?(Tesc(8) — Tesc-supS) — 1
§2
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is an upper bound for all the values of §(s), for all s in [0, 4+00). This quantity depends
on V and on the function x +— Zegc(s), in other words on the initial condition (ug, tg),
but not on the parameters tin;; and ¢ and &eutinit Of the relaxation scheme. Let

K[(uo, 10)] =~ exp(5(uo, o)) :

with this notation, the upper bound (4.70) on Gpaex(s) follows from inequality (4.71). O
Let us introduce the quantities

20Ay K, Ke r K
_caaviier 4 Ky =287 2F
VrE VrE

Kl + KS,ESC

and

Kg back[ (0, o) = K[(uo, )] (K1 + 2 Kz) ,

RCcut

and, for every nonnegative quantity s, the quantity

K> )1

K¢ tront(s) = (Kl + (Conm 1) (Com + F) - exp((cupp + £)(Ceut + K)S) -

Then, for every nonnegative quantity sgy,, according to inequalities (4.60) on Ggont(s) and
(4.70) on Gpack(s), the relaxation scheme inequality (4.57) on page 40 can be rewritten as

(1+ac) /0 " Ds)ds < E(0) — E(sin)

K, -
(4.72) + ﬁ]—“(o) + K¢ back[(20, o)) exp(—k Ecut-init )

vF
+ Kg,front(sﬁn) exp((cupp + K) gcut-init) eXp(_thom(O)) .

This is the last version of the relaxation scheme inequality. The nice feature is that it has
exactly the same form as in the parabolic case treated in [34] (actually, the sole difference
is the value of the factor in front of the integral of the left-hand side, but this detail plays
absolutely no role in the arguments carried out in [34]).

4.9 Convergence of the mean invasion speed

The aim of this subsection is to prove the following proposition.

Proposition 4.26 (mean invasion speed). The following equalities hold:

Oesc-inf = Oesc-sup — Oesc-sup -

Proof. Let us proceed by contradiction and assume that

Oesc-inf < Oesc-sup -
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Let us take and fix a positive quantity o (“physical speed”) if ¢ denotes the corresponding
“parabolic speed” defined as

g Cc
C= — < 0 =

V1—ao? VI+ac?’
then the following conditions are satisfied:

KCcut

Acupp + K)y/1 +ack,,

The first condition is satisfied as soon as c is less than and close enough to Cesc-sup, thus
existence of a quantity ¢ satisfying the two conditions follows from hypothesis (Hgisc.c)-

The contradiction will follow from the relaxation scheme set up in subsection 4.8. The
main ingredient is: since the set ®.(m) is empty, some dissipation must occur permanently
around the escape point in a referential travelling at physical speed o. This is stated by
the following lemma.

and ®.(m)=10.

Oesc-inf < 0 < Oesc-sup <o+

Lemma 4.27 (nonzero dissipation in the absence of travelling front). There exist positive
quantities L and egissip such that

1 L 2
lim inf (/ (ut(zesc (t) +y,t+8) + oug (Tesc(t) + y, t + s)) dy) ds > Edissip -
—L

t—+oo J_1

Proof of Lemma 4.27. Let us proceed by contradiction and assume that the converse is
true. Then, there exists a sequence (t,)nen+ in [1,+00) going to +00 as n goes to +00
such that, for every positive integer n,

(4.73) /1 (/n (ut(xesc(tn) + Y, tn + ) + oUug (Tesc(tn) + Yy tn + s))2 dy) ds < %

—1 -n

By compactness (Proposition 3.2 on page 13), up to replacing the sequence (¢, )nen by a
subsequence, it may be assumed that there exists an entire solution

€ C°(R, Hy(R,R")) NC'(R, L} (R,RY))
of system (1.1) such that, for every positive quantity L, both quantities

s [y = u(@esc(tn) + 4t + 5) = 6y, 8)|| g1 g1y ma
se|—1,

and S[ull) . Hy = Uy ($esc(tn) +y,tn + 5) - ﬂt(y, S)HLZ([—L,L],Rd)
se|—1,

go to 0 as n goes to +00. Let us consider the entire solution
ve CO (Ra H&I(Ra Rd)) n Cl(Rv Lﬁl(Ra Rd))
of system (3.5) defined as

§

(6 =7 (s

—I—as,s) .
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It follows from inequality (4.73) that the function s +— (-, s) vanishes in
CO([-1,1], L*(R, R))

and as a consequence the function ¢ defined as ¢(§) = v(£,0) is a solution of the
differential system (2.1) governing the profiles of waves travelling at the parabolic speed
¢ for system (1.1). According to the properties of the escape point (4.32) and (4.33) on
page 29,

sup |¢(‘§) - m| < 5Esc(m) )
£€[0,+00)

thus it follows from assertion 1 of Lemma 8.1 on page 88 that ¢(£) goes to m as £ goes to
+00. On the other hand, according to the bound (4.2) on the solution, |¢(-)| is bounded
(by Ratt,0), and since ®.(m) is empty, it follows from hypothesis (Honiy-bist) that ¢(-) is
identically equal to m, a contradiction with the definition of Zes(+). O

The remaining of the proof of Proposition 4.26 is almost identical to the parabolic
case treated in [34], where more explanations and details can be found. The next step is
the choice of the time interval and the travelling frame (at physical speed o) where the
relaxation scheme will be applied. Here is a first attempt.

Lemma 4.28 (large excursions to the right and returns for escape point in travelling
frame). There exist sequences (tp)nen and (Sp)nen and (Sn)nen of real quantities such
that the following properties hold.

1. For every n in N, the following inequalities hold: 0 < t, and 0 < s, < 5y, ;

2. Tesc(tn + Sn) — Tesc(tn) — 08y, goes to +00 as n goes to +00 ;

3. For every n in N, the following inequality holds: Tesc(tn + Sn) — Tesc(tn) — 08, < 0.
Proof of Lemma 4.28. The proof is identical to that of [34, Lemma 4.13]. O

Let 7 denote a (large) positive quantity, to be chosen below. The following lemma
provides appropriate time intervals to apply the relaxation scheme.

Lemma 4.29 (escape point remains to the right and ends up to the left in travelling
frame, controlled duration). There exist sequences (t))nen and (s))nen such that, for
every n in N, the following properties hold:

1. 0<t) and T < s, <271,
2. for all s in [0, 7], the following inequality holds: Xesc(t], + s) — Tesc(t),) —os >0,
3. xesc(t;z + S;L) - Cvesc(t{n) - O'SQL S 1 s

and such that
th — 400 as n— +oo.

Proof of Lemma 4.29. The proof is identical to that of [34, Lemma 4.14]. O
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Continuation of the proof of Proposition 4.26. For every n in N, the relaxation scheme
will be applied with the following parameters:

tinit = t, and  Tinit = Tesc(tinit) and o  as chosen above, and eyt init = 0
(the relaxation scheme thus depends on n). Let us denote by
o™ () and E€M() and DM™() and F™() and ™ () and Enom™ ()

the objects defined in subsection 4.8 (with the same notation except the “(n)” superscript
that is here to remind that all these objects depend on the integer n). By definition the
quantity fesc(”)(O) equals zero, and according to the conclusions of Lemma 4.29,

Eesc™(s) > 0 for all sin [0,7] and £ee™(s),) < V14 ac?.

The following two lemmas will be shown to be in contradiction with the relaxation scheme
final inequality (4.72) on page 51.

Lemma 4.30 (bounds on energy and firewall at the ends of relaxation scheme). The
quantities £™(0) and F™(0) are bounded from above and the quantity £™ (s!,) is bounded
from below, and these bounds are uniform with respect to T and n.

Proof of Lemma 4.30. The proof is identical to that of [34, Lemma 4.15]. O

Lemma 4.31 (large dissipation integral). The quantity

S
/ DM (s)ds
0
goes to +00 as T goes to +00, uniformly with respect to n.

Proof of Lemma 4.31. The proof is identical to that of [34, Lemma 4.16]. O

End of the proof of Proposition 4.26. According to Lemma 4.30, and since £hom(") (0)
goes to 400 as n goes to +o0o, the right-hand side of inequality (4.72) on page 51 is
bounded, uniformly with respect to 7, provided that n (depending on 7) is large enough.
This is contradictory to Lemma 4.31, and completes the proof of Proposition 4.26 on
page 51.

According to Proposition 4.26, the three quantities esc-inf and Tesc-sup aNd Tesc-sup are
equal; let

Oesc

denote their common value, and let us consider the corresponding “parabolic speed” cesc
defined as

Oesc Cesc
Cesc = — =g < Oesc =

1—aol, V1+acz,
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4.10 Further control on the escape point

Proposition 4.32 (mean invasion speed, further control). The following equality holds:

Oesc-inf = Oesc -

Proof. The proof is identical to that of [34, Proposition 4.17]. O

4.11 Dissipation approaches zero at regularly spaced times

For every t in [1,+00), the following set

{8 in (0,+00) : /1 (/1/6 (ut(aﬁesc(t) + Yy, t+8) + Tescliz (Tesc (1) +y,t+s))2 dy) ds < 5}

—1\J-1/e

is (according to the bound (4.3) on page 20 for the solution) a nonempty interval (which
by the way is unbounded from above). Let

5dissip (t)

denote the infimum of this interval. This quantity measures to what extent the solution is,
at time ¢t and around the escape point Zes.(t), close to be stationary in a frame travelling
at physical speed gesc. The goal is to to prove that

ddissip(t) = 0 as t— +00.

Proposition 4.33 below can be viewed as a first step towards this goal.

Proposition 4.33 (regular occurrence of small dissipation). For every positive quantity
g, there exists a positive quantity T'(e) such that, for every t in [0, +00),

inf 6issi t/ <e.
et S () < €

Proof. The proof is identical to that of [34, Proposition 4.19]. O
4.12 Relaxation
Proposition 4.34 (relaxation). The following assertion holds:

5dissip(t) —0 as t— 4o00.

Proof. The proof is identical to that of [34, Proposition 4.21]. O
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4.13 Convergence

The end of the proof of Proposition 4.1 on page 19 (“invasion implies convergence”) is a
straightforward consequence of Proposition 4.34. Let us call upon the notation xpg.(t)
and Tes(t) and Tpom(t) introduced in subsections 4.1 and 4.6. Recall that, according
to properties (4.32) on page 29 and to the hypotheses of Proposition 4.1, for every
nonnegative time ¢,

—00 < Tse(t) < Tese(t) < Thom(t) < +oo.

However, by contrast with the parabolic case treated in [34], the point xgs(t) cannot be
used to “track” the position of the travelling front approached by the solution around this
point, since the solution lacks the required regularity in order the functiont — zpg.(t) to
be of class C'. A convenient way to get around this difficulty is to use the decomposition
of the solution into two parts, one regular, and one going to zero as time goes to +0oo, as
stated by the following lemma (reproduced from [14]).

Recall the notation X of subsection 3.1 on page 12 and let

Y = Hgl(Rde) X H&I(RaRd) ’

and, for every nonnegative time ¢, let U(t) = (u(-,t), u¢(-,t)) denote the “position /
impulsion” form of the solution. According to Proposition 3.1 on page 12,

U € C°([0, +0), X) .
Lemma 4.35 (“smooth plus small” decomposition, [14]). There exists
Usmall € C°([0,+00),X)  and  Usmootn € C* ([0, +00), X) N C°([0,+00),Y)

such that: U equals Usmooth + Usman and

(4.74) |Usman(t)|| x — 0 at an exponential rate as t — 400,
and
(4.75) sup ||Usmoothl|ly < +00.
>0
Proof. Let

1 0 o 1 0
A_a<ag—1 —1> and F(“’“t)_a<u—ku)>’

and let Uy = U(0) = (up, ) denote the initial condition for the solution under consid-
eration. Then, for every nonnegative time ¢, the following representation holds for the
solution at time ¢:

(4.76) U(t) = Uy + /0 t AR (U (s)) ds

thus Ugman(t) and Ugpootn(t) may be chosen as the first and the second term of the
right-hand side of this equality, respectively. For more details see [14, p. 113]. Observe
by the way that this decomposition is not unique. O
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For every ¢ in [0, +00), let us write

(4-77) Usmooth(t) = (Usmooth(t)78tusmooth(t)) and Usmall(t) = (Usmall(t)a atusmall(t)) s

and let us denote by Zgsc.smooth(t) the supremum of the set

{x S (—OO,.I'hom(t)] : ‘usmooth(t)‘ = 5Esc(m)}7
with the convention that Zgscsmooth(t) equals —oo if this set is empty.

Lemma 4.36 (distance between Tgscsmooth(t) and Zesc(t) remains bounded). The fol-
lowing limit holds:

lim sup Zesc(t) — TEsc-smooth () < 400
t—+o0

Proof. Let us proceed by contradiction and assume that the converse holds. Then there
exists a sequence (t,)n,en of nonnegative times going to +oo such that

(4.78) Tesc(tn) — TEse-smooth (tn) — +00 as n — +00.

Let us proceed as in the proof of Lemma 4.27 on page 52. By compactness (Proposition 3.2
on page 13), up to replacing the sequence (t,)nen by a subsequence, it may be assumed
that there exists an entire solution

(S CO (Rv H&I(Rv Rd)) N Cl(Ra L1211(R7 Rd))
of system (1.1) such that, for every positive quantity L, both quantities

Sup Hy = U(xesc(tn) +y,tn + t) - ﬁ(y,t)HHl([_L L],R9)
te[-1,1] b

and sup Hy = Ut(xesc(tn) +y,tn + t) — u(y, t)HLQ([fL L],R4)
te[—1,1] I

go to 0 as n goes to +00. Let us consider the entire solution
ve CO (Ra H&I(Ra Rd)) N Cl (Rv Lil(Rv Rd))
of system (3.5) defined as

'D(g, S) =u <\/1_|_§Tgsc =+ OescS, 5) .

It follows from Proposition 4.34 on page 55 that the function s — vs(+, s) vanishes in
CY([~1,1], L*(R,R%)), and as a consequence the function ¢ defined as (&) = v(&,0) is a
solution of system (2.1) for the physical speed cese, or equivalently is the profile of a wave
travelling at the speed ces for system (1.1). According to the properties of the escape
point (4.32) and (4.33) on page 29,

sup  [p(§) — m| < dpse(m),
£€[0,400)
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thus it follows from assertion 1 of Lemma 8.1 on page 88 that ¢(£) goes to m as { goes
to +00. In addition, according to the bound (4.2) on the solution, |¢(-)| is bounded (by
Ratt.00)- In addition again, according to the definition of xeg(+), the function ¢ cannot
be identically equal to m. In short, the function ¢ belongs to the set ®._.(m).

On the other hand, it follows from hypothesis (4.78), from the definition of Tgsc-smooth (*),
and from the asymptotics (4.74) for Ugpan(-), that

sup [p(§) —m| < dgsc(m),
£eR

a contradiction with assertion 2 of Lemma 8.1 on page 88. Lemma 4.36 is proved. [

Lemma 4.37 (vicinity of Escape points and transversality). The following conclusions
hold:

(4'79) SUEsc—smooth(t) - xEsc(t) —0 as t— +oo,

(480) and lim sup (usmooth (xEsc—smooth (t)a t) - m) : aJ:usmooth (xEsc—smooth (t)a t) <0.
t——+o00

Proof. Let us proceed by contradiction and assume that it is not true that both conclusions

(4.79) and (4.80) hold. Then there exists a sequence (ty)nen of nonnegative times going

to +o00 such that:

1. either limsup |Zgsc-smooth(tn) — TEsc(tn)| > 0,
n—-+o0o

2. or for every positive integer n

1

Usmooth ((fEEsc—smooth(tn)u tn) - m) : a9cusrnooth ($Esc—sm00th(tn)a 7511) > _E .

Proceeding as in the proof of Lemma 4.36 above, and according to this lemma, it may
be assumed, up to replacing the sequence (t,)nen by a subsequence, that there exists a
function ¢ in the set ®. . (m), such that, for every positive quantity L,

T = u($Esc—smooth(tn) + z, tn) - gb(ml')

as n goes to +o0o. It follows from this assertion, from the definition of the quantity
TBsc-smooth (+), and from the asymptotics (4.74) for Ugman(-), that

—0
H1([-L,L],R%)

(4.81)

|6(0) — m| = 0psc(m) and [P(&) —m| < dgse(m) for every positive quantity & .
Thus, it follows from assertion 3 of Lemma 8.1 on page 88 that

|p(&) — m| < dpse(m) for every positive quantity £ .
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In other words ¢ actually belongs to the set ®.,.. norm(m). Thus it follows from assertion
2 of Lemma 8.1 on page 88 that

(9(&) =m) - ¢'(§) <0 for every £ in [0, 400),
and this shows that

nll)r_{_loo |$Esc—smooth(tn) - xEsc(tn” =0.

Thus case 1 above cannot hold.
On the other hand, since both ¢(-) and usmeotn(;-) are of class C!, it follows from the
limit (4.81) and from the asymptotics (4.74) for Ugpan(+) that

(Usmooth (xEsc—smooth (tn)y tn) - m) : 8wusmoo‘ch (xEsc—smooth(tn)7 tn) — (¢(O) - m) ’ (ZSI(O)

as n goes to +00, and since this limit is a negative quantity, this shows that case 2 above
cannot hold either, a contradiction. Lemma 4.37 is proved. ]

Lemma 4.38 (smoothness and asymptotic speed of Trsc.smooth(*)). The function
t > TEscsmooth (t) i of class Ct on a neighbourhood of +oo and

(4.82) Thscsmooth(t) = Tesc a8t — +00.

Proof. Let us introduce the function
1 2
FiREX[0,400) 5 R, (3,1) 5((usmooth(a;,t) —m)” = Gpec(m)?) .

According to the regularity of ugmootn(, ) (Lemma 4.35 on page 56), this function is of
class at least C', and, for every large enough time ¢, the quantity f (ZEsc-smooth (t), ) is
equal to zero, and it follows from inequality (4.80) that

aacf('fCEsc-smooth (t)7 t) = (usmooth (xESC-SmOOth(t)7 t) - m) : 8a:usmooth (xEsc-smooth (t)a t) <0.

Thus it follows from the Implicit Function Theorem that the function & — Zgsc.smooth (t)
is of class (at least) a neighbourhood of +o00, and that, for every large enough time ¢,

. atf(xEsc-smooth (t)a t)
axf (xEsc—smooth(t)v t)

Usmooth ((mEsc-smooth(t)v t) - m) : 8tusmooth (xEsc-smooth(t)y t)

x%se—smooth (t) -

(4.83) = — .
(usmooth (:EEsc—smooth (t)7 t) - m) - OzUsmooth ($Esc—smooth (t), t)

According to inequality (4.80), the denominator of this expression remains bounded away
from zero as time goes to +00. On the other hand, according to Lemma 4.36 and to
Proposition 4.34 on page 55 and to the asymptotics (4.74) for Ugman(+) and to the the
bounds (4.75) on Ugmooth(*),

8tusmooth (:EEsc—smooth (t) + 57 t) + Uescam (xEsc—smooth (t) + 57 t) —0 as t— +o0.

Thus the limit (4.82) follows from expression (4.83) above. Lemma 4.38 is proved. ]
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The next lemma is the only place throughout the proof of Proposition 4.1 where
hypothesis (Hgisc.) — which is part of the generic hypotheses (G) — is required.

Lemma 4.39 (convergence around Escape point). There exists a function ¢ in the set
... norm(m) such that, for every positive quantity L, both quantities
(4.84)

T = ’LL(:L', t) —¢ <\/ 1+ OéCgsc<$ - xEsc—smooth(O)) H
H' ([epsc (t) — Lgse (1) +L],R)
T Ut(my t) + Cesc¢/ (\/ 1+ acgsc ('7; — TEsc-smooth (t))>

go to 0 as time goes to +oo. In particular, the set ®c.. norm(Mm) is nonempty.

, and

L2 ([2sc ()~ Lywpsc(t)+L),RY)

Proof. Take a sequence (t,)nen of positive times going to +0o as n goes to +00. Pro-
ceeding as in the proof of Lemma 4.36 above, and according to this lemma, it may be
assumed, up to replacing the sequence (t,)nen by a subsequence, that there exists a
function ¢ in the set @ (m) such that, for every positive quantity L, both quantities

C-sm 128 stn) — 1 : ‘

Hy = U(TEsc-smooth (tn) + ¥, tn) — & < acGSCy) HHl([—L,LLRd) "
-SI00 n ) €sc ' 1 3

Hy > Ut (TEsc-smooth (tn) + U, ) + Cosc® ( + Oécescy> 12 (L, )e)

go to 0 as n goes to +oo. According to the definition of Tgscsmootn(-) and to the
asymptotics (4.74) for Ugpnan(-), it follows that

|$(0) — m| = 0psc(m) and [P(€) —m| < dpse(m) for all ¢ in [0, +00),

thus, according to assertion 2 of Lemma 8.1 on page 88, it follows that ¢ actually belongs
to the set @c. . norm(m).

Let £ denote the set of all possible limits (in the sense of uniform convergence on
compact subsets of R) of sequences of maps

Y = u(wEsc-smooth (t%) + Y, t;)

for all possible sequences (t] ),en such that ¢/, goes to +00 as n goes to +0o. This set L is
included in the set @, norm(m), and, because the semi-flow of system (1.1) is continuous
on X, this set £ is a continuum (a compact connected subset) of HY (R, R?).

Since on the other hand — according to hypothesis (Hgisc.¢) — the set @, norm(m) is
totally disconnected in HY (R, R?), this set £ must actually be reduced to the singleton
{¢}. Lemma 4.39 is proved. O

Lemma 4.40 (convergence up to Zpom(t)). For every positive quantity L,

u(z,t) — ¢ <\/1 + ac (v — xESC_Smooth(t)))‘ -0 as t— +oo.

Proof. The proof is identical to the proof of [34, Lemma 4.40]. O

sup
e [xEsc (t) _L7xhom (t)]
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4.14 Homogeneous point behind the travelling front

According to hypothesis (Honly-bist ), the limit
lim $(¢)

E——o00

exists and belongs to M; let us denote by mypext this limit. The following lemma completes
the proof of Proposition 4.1 (“invasion implies convergence”).

Lemma 4.41 (“next” homogeneous point behind the front). There exists a R-valued
function Thomnext, defined and of class C' on a neighbourhood of +oo, such that the
following limits hold as time goes to 4+00:

TEsc(t) — Thomenext (t) — +00  and  Thom next (t) — Tesc
U(ZE, t) — ¢ (\/ 1+ acgsc (1‘ - $Esc—smooth(t))> ' — 0,

and, for every positive quantity L,

and sup
xre [xhom—next (t) »>Lhom (t)]

( ) ||y = u(xhom—next(t) + v, t) - mHEXtHHl([fL,LL]Rd) — 0,
4.85
and Hy = ug (xhom—next (t) + v, t) HL2([—L,L},R‘1) — 0.

Proof. The proof is identical to the proof of [34, Lemma 4.41]. The convergence toward
0 of the quantities (4.84) yields the limits (4.85). O

This completes the proof of conclusion 2 of Proposition 4.1. Proposition 4.1 is proved.

5 No invasion implies relaxation

As everywhere else, let us consider a function V' in C?(R%, R) satisfying the coercivity
hypothesis (Heoerc). The aim of this section is to prove Proposition 5.1 below. The
arguments are similar to those of [34, section 5], where more details and comments can
be found.

5.1 Definitions and hypotheses

Let us consider two points m_ and my in M and a solution (z,t) — u(x,t) of system
(1.1) defined on R x [0, +00). Without assuming that this solution is bistable, let us
make the following hypothesis (Hyom), which is similar to hypothesis (Hhom-right) made
in section 4 (“invasion implies convergence”), but this time both to the right and to the
left in space (see figure 5.1).

(H,,,) There exist a positive quantity ohom 4+ and a negative quantity ohom,— and
C!-functions

Thom,+ : [0,400) = R satisfying ooy 4 (1) = Ohom,+ as ¢ — 400

and  Tpem,— : [0,4+00) = R satisfying 2, (t) = Ohom,— as t— 400
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Thom,— (YL) TEsc,— (T>

Figure 5.1: Ilustration of hypothesis (Hpom) and of Proposition 5.1.

such that, for every positive quantity L, both quantities

Hy — (u(xh0m7+(t) +y,t) — ma, up(Thom + (£) + v, t)) HHl([—L,L})xB([—L,L])

and Hy — (u(xhom_(t) +y,t) — m—, ut(Thom — (t) + v, t)) HHl([fL,L})XLQ([fL,L])

go to 0 as time goes to +o0.

For every t in [0,400), let us denote by zgsc 4 (t) the supremum of the set
{z €R: 2hom—(t) <& < Thom+(t) and  |u(z,t) — my| = dpsc(ma)}

(with the convention that xgsc +(t) equals —oo if this set is empty), and let us denote by
TEsc,—(t) the infimum of the set

{z €eR: 2hom—(t) <2 < Thom+(t) and  |u(x,t) — m_| = dpsc(m—)}

(with the convention that zgs —(t) equals +o0 if this set is empty). Let

. LEsc +(t) . . »TEsc +(t)
= limsup ———~* and _=1 f——"-
OEsc,+ fi}l_i_lolop m n OEsc, tlg—l}& ¢ )
see figure 5.1. It follows from the definitions of zgs. — and xgsc +(t) that, for all ¢ in
[0, +00),
xhom,f(w < xESC,*(t) and xESC,+(t) < xhom,+(t)

thus
Ohom,— < OEsc,— and OEsc,+ < Ohom,+ -

If the quantity oggc 4+ was positive or if the quantity ogs.,— was negative, this would mean
that the corresponding equilibrium is “invaded” at a nonzero mean speed, a situation
already studied in section 4. Let us introduce the following (converse) “no invasion’
hypothesis.

i

(H The following inequalities hold:

no—inv)

OBsc,— = 0 and OBsc,4+ < 0.
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5.2 Statement
The aim of section 5 is to prove the following proposition.

Proposition 5.1 (no invasion implies relaxation). Assume that V satisfies hypothesis
(Heoere) and that the solution (z,t) — u(x,t) under consideration satisfies hypotheses
(Hhom) and (Hpoiny). Then the following conclusions hold.

1. The quantities V(m_) and V(my.) are equal.

2. There exists a nonnegative quantity Eres-asympt|t| (“residual asymptotic energy”)
such that, for all quantities o_ in (0hom,—,0) and o4 in (0, Ohom,+),

(5.1) /U tt [%ut(:p, )2 + %ux(w, B2+ V (u(@, 1) =V (ma)] de = Enesasympi[1]

as time goes to +o0.

3. The following limits hold as time goes to +00:

r+1
(5.2) sup / ug(z,t)*dz — 0,

xe[xhom,— (t) > Thom,+ (t)] z—1

and, for every quantity € which is positive and smaller than |ohom,—| and than

Ohom,+ »

(5.3) sup lu(z,t) —m_| =0 and sup lu(xz,t) —my| = 0.
xe[mhom,f(t):fst] xe[stvxhom,+(tﬂ

5.3 Relaxation scheme in a standing or almost standing frame
5.3.1 Principle

The aim of this subsection is to set up an appropriate relaxation scheme in a standing
or almost standing frame. This means defining an appropriate localized energy and
controlling the “flux” terms occurring in the time derivative of that localized energy. The
argument will be quite similar to that of subsection 4.8 on page 32 (the relaxation scheme
in the travelling frame), the main difference being that the speed of the travelling frame
will now be either equal or close to zero, and as a consequence the weight function for
the localized energy will be defined with a cut-off on the right and another on the left,
instead of a single one; accordingly firewall functions will be introduced to control the
fluxes along each of these cuts-off.

Let us keep the notation and hypotheses of subsection 5.1, and let us assume that
hypotheses (Heoere) and (Hpom) and (Hye.iny) of Proposition 5.1 hold. According to
Proposition 3.1 on page 12, it may be assumed (without loss of generality, up to changing
the origin of times) that, for all ¢ in [0, +00),

(5.4) |z — U(wat)HLoo(R,Rd) < Ratt,oo
(55) and H:E = (U(l',t),ut(l',t))HX < Ratt,X .
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5.3.2 Notation for the travelling frame
As in subsection 4.8 on page 32, let us introduce as parameters the “parabolic” speed ¢
of the travelling frame and its “physical” speed o related by

C g

0= —F——— < C= —F/——— .
V14 ac? V1 — ao?

To simplify the notation (that is, to avoid writing absolute values), let us assume that
these speeds are nonnegative, namely:

c>0, orequivalently o >0.

By contrast with subsection 4.8, the other parameters — namely i, and i, and
Ecut-init — are not be required here. The relaxation scheme will be applied in the next
subsection 5.4 for a speed ¢ very close or equal to zero.

Let us introduce the function (&,t) — v(&,t), defined for every real quantity £ and
every nonnegative time ¢ by

v(&,t) = u(x,t)

where = and £ are related by

xzat—i—lg — (=V1+ackr —ct.

+ ac?

The evolution system for the function (§,t) — v(&,t) reads

vy + vy — 20cvg = —VV () 4 cvg + vge -

5.3.3 Choice of the parameters and conditions on the speed ¢

A localized energy and two firewall functions associated with this solution will now be
introduced. Let us denote by ko(m_) and by ko(m4) the quantities defined in (4.9) on
page 21 for the two points m_ and m., and let

ko =min(ko(m-_),ko(m4)) and Amin = min(Amin(m—), Amin(m4)) .

Let

Ohom,+ ‘O—hom7— ’ 1 Amin )
>

5.6 Ceut,0 = Mmin , ) ’
(5.6) cut,0 ( 9 2 T4a+2"8ko(1+ a(ko + 1))

and let us assume that the (nonnegative) quantity c is small enough so that the following
inequalities be satisfied:

R0 1 Ccut,0
5.7 < = d < — d < =
(5.7) c< = and c<—= and <=2,
and
1
(5.8) ac(kg —i—c)gg.



According to (Hpom) and (Hypoinv) and to the choice of ceut0 above, there exists a
nonnegative time 7" such that, for every time ¢ greater than or equal to T,

11 1
xhom,f(t) < _7Ccut70t and _7Ccut,0t < Z'Esc,f(t)
6 6v/2
(5.9) 1 11
and xEsc,+(t) < @Ccut,ot and chut,ot < xhom,—l—(t) .

5.3.4 Notation “+"

Let us adopt, for the remaining of this section 5 and in the next section 6, the following
convention: the symbol “£” denotes one the the signs “+” and “—7”, this sign remaining
the same along a whole expression, an equality/inequality between two expressions, or a
definition.

5.3.5 Normalized potential
Let us introduce the “normalized” potential V#: R? — R, v — V*(v) defined as
(5.10) Viw) = V(v) — max(V(m_),V(my)).

As a consequence max(V#(m_),V¥(my)) = 0, and VV and VV* are equal. With the
convention above, it follows from inequalities (3.14) to (3.16) that, for all v in R? satisfying
‘1} - m:i:’ < 5Esc(m:|:)a

>

min

2
1

v

(5.11) (v —my) - VVHv)
(5.12) and (v —mz) - VVi)

(v— mi)2 )

(v) = V).

v

Vv

5.3.6 Localized energy
For every time ¢, let us introduce the three intervals
Ileft( ) = (_007 _Ccut,Ot] 5

and maln( [ Ccut,0t7 Ccut,Ot] )

)=
and rlght (t> [Ccut,Otv +OO) s
t)

and let us introduce the functions xo(§,
energy) defined on R x [0, +00) as

and x(§,t) (weight function for the localized

{1 lf § S Imain(t)a
exp(—#o(|€] — ceut,0t)) if §¢& Imain(t),
see figures 5.2 and 5.3. For all ¢ in [0, 400), let us define the “energy” £(t) by

o 1
E(t) = /R X(EDEHE 1) g, where  EH(E 1) = Sui(6,0)? + Sue(€, )" + VHu(E, 1))

The notation x and & is the same as in sub-subsection 4.8.2 but the definitions above are
slightly different from those introduced in sub-subsection 4.8.2.

XO(fa t) = and X(§7 t) = eC€X0(§7 t) ’

65



Yo, (&, 1) \ X(i(g’t) Yo,+ (&, 1)
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______

]left<t) -[main(t> Iright (t)

Figure 5.2: Graphs of functions £ — xo(&,t) and £ — g 4 (€, ) and § — g — (&, 1).

v_(e.t) X&D  y g0

1 = ~ - : C t,0
€=CoyCTzeezzll Lyt §
T T T [
_Ccut,Ot 0 Ccut,Ot
€= Ceuto +¢ »° —pCeut,0 +C x
(_Ccut,O + C)t 0 ct (Ccut,O + C)t

Figure 5.3: Graphs of the weight functions £ — x(&,t) and £ — 14 (§,t) and £ — ¥_ (&, t).

5.3.7 Time derivative of the localized energy

For every nonnegative quantity ¢, let

(5.13) D) = [ (6.t el de.

Lemma 5.2 (time derivative of the localized energy). For every nonnegative time t,
Et) <—(1+a®)D(t)

2 1 1
‘Hio/ % {a(cwt’o +20) + v + Ceut,0 + vg + ccut’OVi(v)] de .
R\Imain(t) 2 2

(5.14)

Proof. Tt follows from from expression (3.8) on page 16 (time derivative of a localized
energy) that for all ¢ in [0, +00),

(5:15) £'(t) = ~(1+ac?)D(0)+ [ (xu(Gei+508+VH0) +ex—xe)acet +ugw) ) de.

It follows from the definition of x that
0 if f S Imain(t),
xe(€,1) = e“rxo(&,t ={ .
(&0 RO = o€ ) i €% anlt)
and
0 if &€ Ipain(t),

o R -
(ex = xe)(€: 1) e xo(&, 1) {sgn(g)mox(&t) if & ¢ Imain(t) .-
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Thus it follows from (5.15) that, for all ¢ in [0, 4+00),

E'(t) =— (1 +ac®)D(t)

1
o /R\]main(t) X<ccut’0(2 vtz + 5”2 + Vi(”)> + sgn({)(acvf + vg - ’Ut)) ¢,

and using the inequality

1 1
sgn(§)ve - vy < 51}2 + 51}?,

inequality (5.14) follows. Lemma 5.2 is proved. O

5.3.8 Firewall functions

Proceeding as in sub-subsection 4.8.4 on page 35 two firewall functions will be introduced
in order to control the right-hand side of this inequality. Let us introduce the functions
o+ (€,t) and o (&, t) and ¥4 (€, t) and _(&,t) (weight functions for those firewall
functions) defined as

wO,—(fa t) = exp(_ﬁﬂ ’5 + Ccut,(]t‘) ;
and ?/10,+(f, t) = eXp(_’QO |£ - Ccut,(]t‘) 5

and
Yo (&) = e (&,1) and Yy (1) = P (&, 1),
see figures 5.2 and 5.3. Observe that

X(gat) = ?/)—(fvt) for g € Ileft(t) and X(€7t) = ¢+(f,t) for § € Iright(t) .

For every nonnegative time ¢, let

.awzém@w@@w%,

where
Fh(g,t) = 2a(EY (¢, 1) — Vi(my))
n (a(v — ) v+ (% + acaf;ii)(v - mi)2> (&,1)
(5.16) — (a%f + avg + 20(VHw) — VHmg)) + a(v —mg) - v
(o) mr)en
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5.3.9 Lower bounds on the firewall functions

Lemma 5.3 (lower bounds on the firewall functions). For every nonnegative quantity t,

(12
(5.17) fi(t)2/R@zji(g,t)[zvt(g,t)?+av§(g,t)2+2a(vi(v(5,t))—vi(mi))}dg.
Proof. Observe that

et = cps + e%0eipo s thus  [detps| < (ko + ) .

As a consequence, it follows from the polarization inequality (4.25) on page 25 that, for
every real quantity £ and every nonnegative quantity ¢,

2

FLE1) > b +ad +20(VI(0) = Vi(ma) + (5 — aclno +0)) (0 - ms)?,

thus inequality (5.17) follows from condition (5.8) on page 64 satisfied by c. O

5.3.10 Energy decrease up to firewalls and pollution

For every nonnegative time ¢, let
EEsc,:i:(t) = {5 eR: |U(§>t) - mi| > 5Esc(mi)}a

and let

(5.18) G (t) = /E | PrEDdE.

Lemma 5.4 (energy decrease up to firewalls and pollution). There exist nonnegative
quantities K¢ 7o and K¢ gsc,0, depending on o and V' and m4 and m_ (only), such that
for every nonnegative time t,

E't) < — (1 +ac®)D(t) + Ke ro(Fi(t) +F_(t))

(5.19) + Ke mse,0(G- (1) + G+(8))

Proof. For every nonnegative time ¢, since x(&,t) = ¥_(§,t) for all £ in T (t) and
X(&,t) = ¥4 (&,t) for all € in Ligne(t), it follows from inequality (5.14) that (substituting
x with _ or 1, and adding the nonnegative quantities —V¥(m_) and —V*(m,))

E'(t) + (1 +ac®)D(t) <

cut,0 +2¢) + 1 cut0 + 1
Koﬁ ( )11}, |:O[(C t,0 + C) + U2 + Ccut,0 + ’U£2 + Ceut,0 (Vi(U) _ Vi(m)):| dg
left (¢

2 t 2
+ro / (2
Iright (t)

a(ccut,[) + 26) +1 ) Ccut,0 +1 2

5 Oh 5 Ve + ccut,o(Vi(v) - Vi(m_i_)) dg .
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After replacing the quantities V*(v) — V*(m.) by their absolute values and extending to
R the integration domains of these two integrals, the inequality still holds and reads

E'(t) + (1 +ac®)D(t) <

aceuto +2¢) + 1 Ceut.0 + 1
o [ [ 22O R CntE Ly o V)~ Vi) de

2 2
+/€o/ Uy
R

a(ccut,O + 26) + 12}2 Ccut,0 +1
2 K 2

Let K¢ 7o be a positive quantity to be chosen below. According to (5.17), it follows that,

for every nonnegative time t,

0 + ceuro [V (0) - Vi(m+)” de

E'(t) + (1 + ac®)D(t) — K ro(F-(t) + Fi(t) <

ro(a(ceuto +2¢)+1)  a?Kero\ o (ko(ceuto + 1)
/R”l/f— [( 5 - 1 )’Ut + (—2 - aKS,]—',O)"Ug
+ Koceu0 [VH©) = VE(m_)| = 20Ke 7o (V(v) - Vi<m_>>] dg
Ko (a(ccumo + 26) + 1) ang’]:’o 9 KO(Ccut,O + 1)
| eltens 2000 e (sl )

+ Koceu0 [VEH©) = VE(my)| = 20Ke 7o (Vi(©) = Vi(my)| de.

Thus, introducing the quantity K¢ ro as

2K (a(CCUt70 + 2) + 1) KO(Ccut,O + 1) ’{Occut,O]

Ke ro = max
s o? ’ 20 T 2«

(this quantity depends only on o and V'), it follows that
E'(t)+(1 + ac®)D(t) — Ke F0(F-_(t) + Fi(t)) <
(5.20) [ - [racano [VEw) = Vimo)| — 20Kero (Vi) - Vi(m-))] de

+ / Py {/io Ceut,0
R

Vi) = Vimy)| - 20K 70 (V) = Vi(my)] de.

According to the choice of K¢ 7, the integrand of the first (resp. the second) integral of
the right-hand side of this inequality is nonpositive as long as & is not in Ygg —(t) (resp.
Ysc+(t)). As a consequence this inequality still holds if the integration domains of these
integrals are restricted to Xgge —(t) and X 4 (t), respectively. Thus, introducing the
quantity K¢ gsc,0 as

K¢ Bsc,0 = (KoCeut,0 + 2aK¢ 7)) max V(v) =V (m)|,
veR?, |v|<Ratt,00, me{m_,m4}

inequality (5.19) follows from (5.20). Lemma 5.4 is proved. O
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5.3.11 Firewalls upper bounds

Lemma 5.5 (firewalls upper bounds). For every nonnegative time t,
3 2
(5.21) Fu(t) < /R b [%vf t+avZ+2a (Vi (v) =V (ma)) + (1+ac(ro+e)) (v—m)?] dE

Proof. Inequality (5.21) follows from the definition (5.16) on page 67 of Fi(f, s), from
the fact that Oz1)+ /1) is bounded from above by kg + ¢, and from the inequality

a® 5 1 2
a(v—mi)'vtS?vt +§(v—mi) .

5.3.12 Firewalls linear decrease up to pollution

Let us denote by vz, (m_) and Kz ,(m_) (vg,(my) and Kz (m4)) the quantities denoted
by vr, and Kz, in the proof of Lemma 4.3 on page 23, when the minimum point m of
Lemma 4.3 is replaced with m_ (with m,).

Lemma 5.6 (firewalls linear decrease up to pollution). For every nonnegative quantity t,
(5.22) FL(t) < —vr(ma) Fe(t) + Kro(ma)G ().

Proof. The proof is very similar to that of Lemma 4.15 on page 37; however, since the
definitions of the various parameters and functions are slightly different, the details of
the calculations are provided. Proceeding as in the beginning of the proof of Lemma 4.15,
it follows that, for all nonnegative time t,

]::,t(t) = /R [Oz(—@bi — 2a68§1/):|: + a@t@bi)vf + (_¢:l: + Oéath:t)Ug

Ops + Ofha — cOgts
2

+ alph+ (Z(Vi(v) — Vi(mi)) + (v —mq) vy —2c(v—mq) - U{)] g .

— (v —myg)- VVi(v) — 20004 vg - vy + (v— mi)2

According to the definition of ¢4, for all (£,¢) in R x [0, +00) (omitting the arguments
(&,t) of ¢+ and of their derivatives),

Ophs = e%Oppo+  thus  |Ophs| = ceurorots ,
Yy — Ogthy = —e“Ochox  thus |epy — Oeths| = Kot
Ofths — cOgths = Oe(e“ Dby =)
= e%(cOetbox + OFthor) thus s — cOetps < Ko(ko + )t
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(compare with the bounds (4.51) on page 38). Thus, for every nonnegative time ¢, it
follows from the previous expression of F/.(t) that

Fi(t) < /Rwi la (—1 - 2(10815;[)

+ 2 2
+ OZCcut,O"{O)'Ut + (_1 + Oéccut,O“O)vg
+

k0(Ceut,0 + Ko + €)
2

— (v —my) - VVH{) —2a6£wiv§ v+ (v —ma)?
(/8
+ QCeut,0K0 (2 'Vi(v) — Vi(mi)‘ +|(v=mg) v +2¢|(v—mmg)- vd)] dé .

Using the inequalities

Oet)e 1 (Dctps)?
_2C¥f/]TU£ <Vt S 51]2 + 2@2 3 :2t Ut2
1 9 1o
and [(v—my)-ve| < i(v—mi) +§Ut
and 2|(v—my) - ve| < (v —my)? —i—vg,
it follows that
Ogth+ (Deh1)?  Cout,0K0
Fi(t) < / 1 - 2ac"E 2 : 2
1 (1) < Rwi [04( ac ” + QCeut,0k0 + 200 W2 + 9 )Ut
1
+ (—1 + 5 + aceut,0k0(C + 1))1}? —(v—my) - VVi(U)
C + Ko+ cC Qc
+ HO( cut,0 . 0 02ut,0 + @Cccut,O) (1) o m:l:)2

+ 2acceus,0K0 ‘Vi(v) - Vi(mi)‘ dg .

Observe that the following equality holds, for all values of argument &:

etz (Oet+)® _ 0, 06 ¥ — O
Yt P Vi Vi

Thus, the previous inequality becomes

—2« + 2«

< 2akp(ko + ¢) .

Fli(t) < /Rq,z)i [a(—l + Ko (20 (ko + €) + caurola@ +1/2)) ) v}

1
+ (—5 + aceut,0k0(c + 1))1}? — (v —mx) - VV*)

N % (/-{0 Lo Ccut,O(l + a(ZC + 1))) (U — mi)Q =+ 20[Ccut,0/€0 ’Vi(v) - Vi(mi)"| dé .

71



It follows from the definitions (4.9) of ko and (5.6) of ccut,0 and the conditions (5.7) on ¢
that

ko (2a(ko + ¢) + ceuto(a +1/2)) < % and  aceus0k0(c+ 1) < %
and %(Fco + ¢+ Ceut0 (1 + (2¢ + 1))) < )‘I;m and  2acent oko < i
thus it follows from the previous inequality that
/%[ W= (0= ma) TV + 2y

1
+5 Vi) - vi(mg\] de,
and it follows from the upper bound (5.21) of Lemma 5.5 on F(t) that

1
Tl () v, (m) Fx(t / wi[ ~1+ 3avz,(ms))vf + <_Z + vy (ms) Jv?

(0 ma) - IVH) + (M g ) (1 aclro + ) (0 — ms)?
+ (% + 2av7,(m)) ‘Vi(v) - Vi(mi)” de .

Thus it follows from the definition (4.19) of vz, (m4) that

)\rzin ('U _ mi)2

FL) + vy (ma) Fat) < /wi[—w—mi»vv%w
+ % Vi) Vi(mi)” de

In view of the L*°-bound (5.4) on page 63 for the solution, the end of the proof is identical
to that of Lemma 4.15. O

5.3.13 Control over pollution

The following lemma calls upon the notation T introduced for inequalities (5.9).

Lemma 5.7 (control over pollution). For every time t greater than or equal to T,

(5.23) Gu(t) < 27@(;)(—@0 .
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Proof. For every nonnegative time ¢, let

Ehom,— (1) = V1 + ac?Thom,—(t) —ct  and  Epse,—(t) = V1 + ac?zrpse,—(t) — ct
and  Epse+(t) = V1 + ac?zpse +(t) —ct and  &hom,+(t) = V1 + ac®Thom +(t) — ct.
Assume that the time ¢ is greater than or equal to T'; and observe that according to (5.7)

the quantity v/1 + ac? is not larger than v/2. Then it follows from hypotheses (5.9) and
from the two last hypotheses of (5.7) that

5 1
{hom,—(t) S _gccut,ot and _gccut,Ot S gEsc,—(t) )
(5.24)

1 )
and €Esc,+(t) S gccut,Ot and gccut,Ot S fhom,+(t) ’

see figure 5.4. According to the definition of xgsc +(t) and zgsc,—(t),

E"Esc,— (t) E"ESC,+(t)
ahomr,(t) i i &homl+(t)

1 1 5 "¢
_gccut,Ot _CCUtvot _gccut,ot 0 gccut,ot CC‘ltvot gccut,ot a

Figure 5.4: Illustration of the notation and assumptions for the proof of Proposition 5.1.

2Esc,f(t) C (—OO, ghom,f(t)] U [é_Esc,f(t% +OO)
and  Ygse +(t) C (=00, Epse,+ (£)] U [hom,+(t), +00) .

Let us introduce the quantities

—00

€hom,—(t) —+00
oo ()= [0 E N dE and G ()= [ T (e,
£Esc,+(t) +o00
and gback,—i— (t) = / ¢+ (57 t) d€ and gfront,+(t) = / ¢+ (57 t) df .

—00 5h0m,+(t)

Then, it follows from the definition (5.18) of G4 (t) that

g— (t) < gfront,—(t) + gback,—<t) and g—i—(t) < gfront,—l—(t) + gback,—‘r(t) .

According to the definition of ¢4 and 1 and according to hypotheses (5.7) and inequal-
ities (5.24) it follows from explicit calculations that:

Gtront,— () < o + - eXp (Ccut,ofiot + (ko + ¢)&hom,— (t)) < Hol—l— - eXp(— HOC;‘“’O t) ’
Gback,— (t) < 0 — eXP( Ceut,0k0t — (Ko — C)SESC,_(t)) < /{01_ . exp(— Hoc;m’o t) ,
GOpack,+(t) < Ko + p eXP( Ceut,0k0t + (Ko + C)fEsc,Jr(t)) < /{01— p exp(— HOC;“’O t) ,
Giront,+ (1) < P (Ccut okot — (Ko — €)&hom, +(t)) < Kol—l— - exp(— HOC;‘“’O t) .
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It follows that

2K0 RoCcut,0
< —
Ga(t) < 5 o)

and since according to the conditions (5.7) the (nonnegative) quantity c is not larger
than ko /6, inequality (5.23) follows. Lemma 5.7 is proved. O

5.3.14 Energy decrease up to pollution

Lemma 5.8 (firewall linear decrease up to pollution, 2). There exists a positive quantity
K-, depending only on a and V and m_ and m, such that, for every time t greater
than or equal to T,

(5:25) FL(t) <~y (ma) Fr(t) + K exp(~"25807)

2
Proof. Introducing the positive quantity K- defined as

5
Ky = e max (K r,(m-), Kr,(m4)),

inequality (5.25) follows from inequality (5.22) of Lemma 5.6 and inequality (5.23) of
Lemma 5.7. Lemma 5.8 is proved. O

Lemma 5.9 (energy decrease up to pollution). There exist positive quantities ve and
K¢, depending only on o and V', such that, for every time t greater than or equal to T,

(5.26) E'(t) < —(1+ ac®)D(t) + Kg exp(—ve(t — T)) .
Proof. Let
Vg = min (1/]:0 (m_),vr,(my), Hoczlt’o> .

According to Gronwall’s inequality, it follows from inequalities (5.25) of Lemma 5.8 that,
for every time ¢ greater than or equal to T,

Fi(t) < exp(—vr, (m)(t = T) Fu(T)

+ K}/Ttexp(—vfo (m)(t — s)) eXp(_

RoCcut,0
Ls) ds

<exp(—vg(t—T) (max(}"i(T), 0) + K exp(—

/t exp(—(V}‘o (my) —ve)(t — s)) exp (_(H()C;ut,o — Vg)(s — T)) ds)

T

KoCcut,0 T) %
2

<exp(—vg(t—T)) (max(]—"i(T), 0) + K/f/TtGXp(_"GOCZuMO (s — T)) ds)

/

(5.27) < (max(}}(T),O) + ARF ) exp(—ve(t—1T)).

RoCcut,0
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According to the H&l X Lﬁl—bound (5.5) on page 63 for the solution, there exists a positive
quantity Fyax, depending only on o and V and m_ and m, such that

Fi(T) < Frnax and  F_(T) < Fax -
Thus, introducing the nonnegative quantity

4K3-‘ )+ 5K5,Esc,0
KoCcut,0 Ko 7

Ke = 2Ke 7,0 (Fnax +

inequality (5.26) follows from inequalities (5.19) of Lemma 5.4, inequality (5.23) of

Lemma 5.7, and inequality (5.27). Lemma 5.9 is proved. O
Inequality (5.26) of Lemma 5.9 is the key ingredient that will be applied in the next
subsection 5.4.

5.4 Nonnegative asymptotic energy

Let us keep the notation and hypotheses introduced since the beginning of section 5. For
every quantity ¢ close enough to 0 so that hypotheses (5.7) on page 64 be satisfied, and
for every nonnegative time ¢ and real quantity £, let us denote by

vO(E,8) and O, ¢) and £9®4) and DO()

the functions defined as in subsection 5.3, with the same notation except the “(¢)”
superscript that is here to remind that these objects depend on the quantity c. For every
such ¢, let us introduce the quantity £(¢)(4-00) in RU {—o0} defined as

£ (+00) = lim inf £ (1) .

t—-+o0

According to estimate (5.26) on the time derivative of the energy, for every such c,
(5.28) EOW) = £ (+0) as t — +o0,

and let us call “asymptotic energy at the speed ¢” this quantity. The aim of this subsection
is to prove the following proposition.

Proposition 5.10 (nonnegative asymptotic energy). The quantity £©)(+o00) (the asymp-
totic energy at speed zero) is nonnegative.

The proof proceeds through the following lemmas and corollaries, that are rather
direct consequences of the relaxation scheme set up in the previous subsection 5.3, and
in particular of the estimate (5.26) on the time derivative of the energy.

Since according to the definition of V# the maximum of V*(m, ) and V¥(m_) is equal
to zero, it may be assumed (without loss of generality) that

(5.29) Vimy) =0.
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Lemma 5.11 (nonnegative asymptotic energy in frames travelling at small nonzero
speed). For every quantity ¢ close enough to zero so that hypotheses (5.7) on page 64 be
satisfied, if in addition c is positive, then

£ (+00) > 0.
Proof. See [34, Lemma 5.9]. O
Corollary 5.12 (almost nonnegative energy in a travelling frame). For every quantity c

close enough to zero so that hypotheses (5.7) on page 64 be satisfied, if in addition c is
positive, then, for every time t greater than or equal to T,

K

EO(t) > —=£ exp(—ve(t—1T)).
Ve
Proof. The proof follows from previous Lemma 5.11 and inequality (5.26). O

Lemma 5.13 (continuity of energy with respect to the speed at ¢ = 0). For every
nonnegative quantity t,
EQW) = QM) as ¢—0.

Proof. For all t in (0, +00),

EOW) = [ XO(at) (Jurlant? + Juae, ) + Vi(ule. 1) da

and, for every quantity ¢ close enough to zero so that hypotheses (5.7) on page 64 be
satisfied,

0 = [ xe,0(5u7 (€02 + 5u(E 02 + VI(e,0)) de.
R
Thus, since v(9)(-, ) is related to u(-,-) by
u(z,t) =09, t) where &€ =+V1+acs—ct,
it follows that

©(p) = [ +© 3, _ a ug(z,t) \2 1 2
EV(t) /RX (mx ct,t)(2(ut(x,t)+cm) +2(1—|—oz62)ux($’t)

+ VH(u(z, t))) V1+actdr.
The result thus follows from the continuity of x(¢)(-,-) with respect to ¢ and from the on
the derivatives of u(-,) ensured by Proposition 3.1 on page 12. O

Corollary 5.14 (almost nonnegative energy in a standing frame). For every time t
greater than or equal to T,

K
(5.30) EO0@) > —75 exp(—ve(t —T)).
&
Proof. Inequality (5.30) follows from Corollary 5.12 and Lemma 5.13. O

Proposition 5.10 (“nonnegative asymptotic energy”) follows from Corollary 5.14.
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5.5 End of the proof of Proposition 5.1

Lemma 5.15 (integrability of dissipation in a standing frame). The function
t— DO (¢)

is integrable on [0, +00).

Proof. The statement follows from Proposition 5.10 (“nonnegative asymptotic energy”)
and from estimate (5.26) on the time derivative of energy. O

Corollary 5.16 (relaxation — centre area). The following limit holds:

z+1
(5.31) sup / ug(y,t)?dy — 0 as t— +o0.

FAS [_Ccut,()tvccut,()t] z—1

Proof. Let us proceed by contradiction and assume that the converse holds. Then there
exists a positive quantity e and a sequence ((zn,tn)), oy in R x [0, +00) such that ¢,
goes to 400 as n goes to +o0o and such that, for every n in N, x, is in the interval
[_Ccut,Otny Ccut,Otn] and

+1
(5.32) /1 wp(zn + Yy, tn) 2 dy > €.

According to Proposition 3.2 on page 13 (“asymptotic compactness”), up to replacing
the sequence ((xn,t5)), y by a subsequence, it may be assumed that the sequence of
functions (u,u;)(zy, + -, t, + ) converges in the space

C([-1,1, H' ([-1,1], RY) x L*([~1,1],RY))

to some limit (u,u;) that satisfies system (1.1). It follows from (5.32) that

1 1 1
/ U (y,0)°dy > e, thus / (/ uiy(y,0)? dy)dt >0,
-1 -1\ -1

and as a consequence,
1 1
lim inf (/ ug (T + y, tp + 1) dy) dt >0,
-1

n—+oo J_1

a contradiction with the integrability of ¢ — D) (t) (Lemma 5.15). Corollary 5.16 is

proved. O
Lemma 5.17 (relaxation — non centre area). For every positive quantity e, both
quantities

z+1
sup / <Ut(y>t)2 4wz (y, 1) + (u(y,t) — m7)2> dy
ﬁe[xhom,f(t),*e’:‘t} r—1

z+1
TE[Thom,+ (t),et] Jz—1

(5.33)

go to 0 as time goes to +o0.
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Proof. Since the distance between the interval [zpom —(t), —¢t] and the set Ypg —(t) and
the distance between the interval [et, hom, +(t)] and the set Eggc +(t) both go to +o00 as
time goes to +oo, assertion (5.33) can be derived (for instance) from inequality (4.15) of
Lemma 4.3 on page 23 (“firewall decrease up to pollution term” in the laboratory frame)
and inequality (4.24) of Lemma 4.4 on page 25 (“firewall coercivity up to pollution term”
in the laboratory frame). O

Lemma 5.18 (V(m_) equals V(m4)). The following equalities hold:
Vim_)=V¥my) =0, orin other words V(m_)=V(my).

Proof. Tt follows from the definition (5.10) of V# and from the assumption (5.29) that
Vi(my) equals 0 and that V¥(m_) is nonpositive. If V¥(m_) was negative, then,
according to Lemma 5.17 above (and according to the bounds (5.4) on the solution), the
following estimate would hold:

EO@) ~ VHm_ ) cenrot as t— +oo,
a contradiction with Proposition 5.10. Lemma 5.18 is proved. O
Lemma 5.19 (convergence towards asymptotic energy). For every quantity o_ in

(Chom,—,0) and every quantity o4 in (0, Ohom +)s

o4t
(5.34) / " (%ut(x,t)Q + %uw(ac,t)Q + V(u(x,t))) dz — EO(+00) as t— 4oc.
o_t

Proof. According to (5.28) the quantity

£0)(p) = /R O, 6) (el 1) + %uw(x,t)g Vi (u(a, 1)) do

goes to £0)(+00) as time goes to 400, and according to Lemma 5.18, Vi(-) equals
V(:) = V(m4). The fact that the same asymptotic behaviour holds for the integral in
(5.34) (whatever the values of o_ and o) can (once again) be derived from inequality
(4.15) of Lemma 4.3 on page 23 (“firewall decrease up to pollution term” in the laboratory
frame). Lemma 5.19 is proved. O

Proof of Proposition 5.1. All statements of Proposition 5.1 have been proved:
1. equality between V(m_) and V(m ) is stated in Lemma 5.18;
2. limits (5.2) and (5.3) are stated in Corollary 5.16 and Lemmas 5.17 and 5.18;

3. according to Proposition 5.10 the quantity £ (0)(—|—oo) is nonnegative, and, denoting
by Eres-asympt [t] this quantity, the limit (5.1) is stated in Lemma 5.19.

Proposition 5.1 is proved. ]
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6 Convergence

The aim of this section is to prove Proposition 6.1 below. This statement extends
Proposition 5.1 under additional hypotheses.

6.1 Set-up
6.1.1 Hypotheses

As everywhere else, let us consider a function V' in C?(R%, R) satisfying the coercivity
hypothesis (Heperc). Let us consider two points m_ and my of M, and a solution
(z,t) — u(x,t) of system (1.1). Let us assume that hypotheses (Hyom) and (Hpoiny)
of Proposition 5.1 hold, and let us keep all the notation of section 5, together with
the notation Usmeoth and ugman introduced after Lemma 4.35, ensuring (for all (z,¢) in
R X [0, 4+00)) the decomposition

(6'1) ’LL(.%, t) = usmooth(337 t) + Usmall(x> t) .

6.1.2 Notation

According to Proposition 5.1, the quantities V(m_) and V(m) are equal.

Notation. Let
0= V(m_)=V(ms),

and
My =MnV1{o})={me M:V(m) =1},

and let ®o(v) denote the union, for all ordered pairs (m1,ms) of points of M,, of the
sets ®g(my, mg) defined in sub-subsection 2.3.1:

(6.2) (I)()(U) = |_| (I)o(ml,mg) .

(m1,m2)eM?2

For every function £ — ¢(&) in ®y(v), let

1(¢) = U {(0(6),¢'(6))}

£eR

denote the “image” of ¢, and let I((®o(v)) denote the union of all images of bistable
stationary solutions connecting minimum points in the level set V=1({v}):

I(@o(v) = U  I(9).

PEPo(v)
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6.1.3 Additional hypotheses
Let us introduce the following hypotheses.

(Hoply-min(0)) All critical points of V' in the level set V~1({v}) are nondegenerate
minimum points. In other words, for every v in R¢,

V(w)=v and VV(v) =0 = D?V(v) is positive definite.
(HdiSC—q>0 (U)) For eVery ml ln MU7 the Set

|| {(6(0),¢'(0)) : ¢ € o norm (m1,ma)}

’n’LQEMu

is totally disconnected in R?¢ (that is, its connected components are singletons).
Equivalently, the set

(63) q)O,norm(r’) = U (I)O,norm(mly m2)
(m1,m2)EM?2

is totally disconnected for the topology of compact convergence (uniform convergence
on compact subsets of R).
6.2 Statement

Proposition 6.1 (approach to the set of bistable stationary solutions / to a standing
terrace of bistable solutions). Assume that the potential V satisfies the coercivity hypothesis
(Heoere) and that hypotheses (Hpom) and (Hyoiny) hold for the solution (z,t) — u(z,t)
under consideration. Then, in addition to the conclusions of Proposition 5.1, the following
conclusions hold.

1. If hypothesis (Hoply-min(0)) holds, then the quantity
sup dist((u(a:,t), O Usmooth (T, t)) , I(@o(n))>
CCEImain(t)

goes to 0 as time goes to +oo.

2. If both hypotheses (Honly-min(0)) and (Hgise-a,(0)) hold, then there exists a standing
terrace of bistable stationary solutions (x,t) — T (x,t), connecting m_ to my, such
that the quantity

(6.4 sup fu(e,t) — T(e,0)
xe[main(t)

goes to 0 as time goes to +oo. In addition, the residual asymptotic energy
Eres-asympt (U] of the solution equals the energy E[T] of this standing terrace.
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6.3 Approach to normalized Hamiltonian level set zero for a sequence of
times

Let us introduce the normalized potential function V* defined as in (5.10) on page 65,
and the normalized Hamiltonian H* defined as

1
HY:REXRT SR, (u,v) — §v2—Vi(u).

The goal of this subsection is to prove the following lemma.

Lemma 6.2 (approach to normalized Hamiltonian level set zero for a sequence of times).
Assume that hypotheses (Hepere) and (Hyom) and (Hyo.iny) hold. Then the following limit
holds:

(6.5) liminf  sup ‘Hi (tsmooth (%, 1), OxUsmooth (2, 1)) ’ =0.
t—+o0 Z’elmain(t)

Since this lemma does not require hypotheses (Honly-min(v)) and (Hgise-a,(v)), let
us ignore these two additional hypotheses throughout this subsection. They will be
introduced, when necessary, in the forthcoming subsections.

Let us introduce the function D) () defined, for every nonnegative time ¢, as

DO(1) = / X0(, 1) 07 Usmootn (2, 1) da,
R

where ¢ is the function defined in sub-subsection 5.3.6. In the parabolic case, Lemma 6.2
can be derived from the integrability of the function t — D©)(¢) on [0, 400), see [36,
Lemma 8.1]. In the hyperbolic case considered here, the integrability on [0, +00) of
DO)(¢) will also be needed.

6.3.1 Integrability of t — D©)(¢)

The aim of this sub-subsection is to prove the following lemma (the proof will require
several steps).

Lemma 6.3 (integrability of the square integral of uy). The function
t— DO(1)
is integrable on [0, +00).

For every real quantity x and nonnegative time ¢, let
w(x,t) = Opismootn (¥, 1), so that DO () = / Xo(z, t)wy(z,t)? da .
R

According to its definition (4.76) and (4.77), the function ugyay satisfies the system

2 2
aat Usmall + 8tusmall = —Ugmall a;vusmall s
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so that, according to system (1.1) and the decomposition (6.1), the function ugmeoth
satisfies the system

(6'6) Oéazusmooth + Oiusmooth = _VV(U) + Usmall + agusmooth )
and its time derivative w satisfies the system
(67) QW + Wy = —D2V(U) S U+ atusmall + Wey -

For every nonnegative time ¢, let

DS(®) = [ X0(@.t) @ttman(a.0))” do

A 1
and EO(t) = / Xo(x,t)(gwt(m,t)z + fwx(x,t)2) dx .
R 2 2
Lemma 6.4 (time derivative of localized w-energy). There exists a positive quantity
Kg@)’p(o), depending only on V and «, such that, for every nonnegative time t,

d 4 1.
E 00 < —5DOW) + Kgo) po DO(1) +4 D)

dt
K‘O(l + Ccut,O)
2

(6.8)

T / Xo(z, )wy(z,1)* dz.
R\Imain(t)

Proof of Lemma 6.4. It follows from the hyperbolic system (6.7) satisfied by w that, for
every nonnegative time ¢,

d 4 « 1
L E0) 4 — w2 4+ Zw? . .
dtg (t) - /R|:8tX0(2 wi + 2w;p) + XO(awt Wyt + Wy th)] dz

o 1
= / |:8tX0(2wt2 -+ §w§> + Xo Wt - (Wi — Waz) — OpXo Wy - wt} dz
R

. o 1
= -DO) + /R [825X0<2wt2 + 5wﬁ) + xows - (—=D*V (u) - ug + Oyttsman)

— Oz X0 Wy - wt} dz .

The following inequalities hold:

8tX(] < R0Ccut,0X0 »

9

and ’wt - D*V (u) - ut‘ < iw? + ‘DQV(U) 'Ut‘Q

1
and |wt : atusmall’ < TthQ +4 |atusma11|2 5
2

K
and ‘azX()wx'wt’ SXO?O(wx +wt2)a
and according to the definitions (4.9) and (5.6) of ko and ccut,0,

< — and <
2 32

QaKoCcut,0 1 ko
2

| —
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It follows that

A A 2
LEO () <~ DO + [ x0|DV ) dr+1 DG
R

(69) /‘30(1 + Ccut,O)

+ — / X0 wi dz .
2 R\Imain(t)

Thus, introducing the quantities

Amax = max{eigenvalues of D*V (v): v € R, |v| < Ratt.o}

2
and  Kg) po) = Amax s

inequality (6.8) follows from inequality (6.9). Lemma 6.4 is proved. O

For every real quantity « and nonnegative time ¢, let

FO (g, 1) = Qa(%wt(x,t)z + %ww(x,tf) + (aw(x,t) cwg(x,t) + %w(w,t)Q)

1
= wi(x,t)? + aw, (z,t)? + aw(x,t) - wi(w, t) + iw(ac,lt)2 ,

see the discussion in sub-subsection 3.3.1 and the definition (4.12) of Fg (x,t). Tt follows
from this definition that

A

1
(6.10) FO (2, 1) > awy(z,t)? + J( t)2.
For every nonnegative time ¢, let

PO = [ voala,)FO a0 da.

According to inequality (6.10), both quantities FO (t) and ]-"J(ro) (t) are nonnegative, and,
since

xo(x,t) = o (x,t) for x in le(t), and  xo(x,t) = Yo, (x,t) for x in Ligne(t),

it follows that
PO+ 7wz xo(z, twg(z, £)? de
R\Irnain(t)

and thus, in view of (6.8), that

d 4 14
00 < =500 + Keo) o DO(1) +4 Doy (1)

dt small
n ko(1 + Ceut,0)
2

(6.11)
(FOw) + F ).
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Lemma 6.5 (linear decrease up to pollution for ]gio) (t)). There exist positive quantities
Vi s and Kﬁo N such that, for every nonnegative time t,

d 0 £(0 1\ 0
(6.12) 7 Oy < —uﬁoyifi)(t) + Kz DO®) + (4a + 2) D ().

The quantity Vi o depends only on «, and the quantity K]:_O N depends only on « and V.

Proof of Lemma 6.5. It follows from the hyperbolic system (6.7) satisfied by w that, for
every nonnegative time ¢,

d - .
o j(zo) (t) Z/ {&swo,iF(o) + o + (—aw? —w
R

1
+(2awt + w) : (_D2V(u) S U+ 8tusmall)) - 2056r1/}0,:|:wx - Wt + iamtw(),:tw2 dx .

Since

00| < KoCeut,0%o,e and  [Optbo +| = Koto+  and  Oyptbor < Ko+

and since

‘Qawt - D*V (u) - ut‘ < %wf + 4o ‘D2V(U) 'Ut’2 ;

and 2w, - w| < w2 4+ w?,
(0%
and  |2awy - Otusman| < wa + 4 |Opuigman®

and ‘w - D*V (u) - ut‘ = ’(ut — O¢Usman) - DV (u) - ut’

1 2 1
< Jur- D2V () | + 5 |D*V () |+ 5 [Orttsmanl”
1 1
and  |w - OpUgmarl| < §w2 +3 |Ottsman|”

it follows that

d -~ .
L FO 1) < rpceus () + /R Yot

1 1
i oa(—1~|—/<co+f+7>wt2+(—1+ano)w§

4 4
1+ ko
2

1 2
+ (4a + 2) ’D2V(u) . ut’ + ’ut . D2V(u) . ut’ + w? + (da+ 1) |8tusmall|2 dx .

Let vz , bea (small) positive quantity to be chosen below. Since

A 3
FO(z,t) < ZaPwq(z,1)? + aw, (2, t)? + w(z, t)?,

\V)
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it follows that

d "(0) "(0) 1 30[ 2
g () +vg FL(t) S/Rlﬁo,i a(—§+’€0+7( OCcut70+Vﬁo,i>)wt

2

+ (—1 + ako + a(KoCeut,0 + V]:-O’i))wi + 4o ‘DQV(u) . ut‘

1 + RO
2

1
+ (405 + 2> ’atusman|2:| dx .

(6.13)

+ ‘ut . D2V(u) . ut‘ + ( + KoCeut,0 + y]:.o,i)wQ

Let us choose

B 1
yﬁo,i - m
According to the definitions (4.9) and (5.6) of k¢ and ceut,0,
< 1 d < 1 d <
2 an 2 an -
RO > 4 a ok > 1 a. aRCcut,0 > 16 s

so that, according to the choice of Vil above,

1 3o 9
—§+/€0+7(/€00cut,0+”]:-0i) <——<0 and —1+a1~;0—|—a(ﬁoccutyo+y]:.oi)—g <0.

16
Thus, introducing the quantity

14+ Ko
Kﬁo,i = 404)\§an + )\max + 9 + RoCcut,0 + Vﬁo,:ﬁ: s
inequality (6.12) follows from inequality (6.13) (using the fact that v + is less than or
equal to xp). Lemma 6.5 is proved. O

Proof of Lemma 6.3. Tt follows from inequalities (6.11) and (6.12) that, for every non-
negative time ¢,

~ d ""70(1 + Ccut,O)K]i‘O’i

(0) _9 © &(0) 4 ©
DY) < —2 dtg (t) + 2 (Kg<o>,p<o> + avy, | )D (*)
14 cen 1 L+ Ceur0) d (2 i
+ 8+ M <(4a + ) Dé?rzau(t) - M* ( EO) (t) + fﬁm(t)) '
Ozl/]:- 2 ayf— dt
0.4 0,+

As a consequence, for every nonnegative time 7T, since the quantities £O (T') and .7:"£0) (T)

and ﬁ_(FO) (T') are nonnegative, it follows that

ko(l+ Ccut,O)Kﬁoi

T . “+o00
/ DO(1) dt < 280 (0) 4 2 (Kg(o) o + ) DO(t) dt
0 ’ 0

ayﬁo,i
1 cu 1 Feo
+ (8 4 foldH Coneo) <<4a - )> | P d
Vg | 2 0
4 Foll + ceuno) (790 + 79(0) -
aV]:-(Li
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According to Lemma 5.15, and since according to Lemma 4.35 the quantity ||Usman(t)||
goes to 0 at an exponential rate as t goes to +o0o, the quantity to the right of this
inequality is finite; since this quantity does not depend on 7', Lemma 6.3 is proved. [

6.3.2 Proof of Lemma 6.2

Proof of Lemma 6.2. Let us proceed by contradiction and assume that the converse is
true. Then there exists a positive quantity d such that, for every large enough positive
time ¢,

(6.14) sup ‘Hi (Usmooth (z,1), Oxtsmootn (T, t)) ‘ >90.
€ Imain (t)

For every (z,t) in R x [0, +00), let
N(xy t) = vvi (U(SL‘, t)) - vvi (Usmooth(xu t)) - Usmall(SUa t) - atusmall(l'a t) )
it follows from system (6.6) satisfied by usmooth that
aa: (I—Ii (usmooth7 atusmooth)) = awusmooth : (aatZusmooth + ur + N)

where the arguments of ugmootn and its partial derivatives and of N are (z,t) everywhere.
As a consequence, it follows from (6.14) that

lim inf
t—+o0 Imain (t)

Oz Usmooth (T, ) - (a@fusmooth(:n, t) +ug(x,t) + Nz, t))’ dx > 26.

Since according to Lemma 4.35 the quantity ||Usman(t)||y goes to 0 at an exponential
rate as t goes to +o0o, it follows that the previous limit still holds if the term N (x,t) is
dropped, that is,

lim inf
t—+o0 Imain(t)

Oz Usmooth (T, ) - (a@fusmooth(av, t) + ug(z, t))‘ dr > 26.

Thus it follows from Cauchy—Schwarz inequality and from the bound (5.5) on the L% -norm
of u, that the limit

liminf ¢ / (Olagusmooth(x7 t) + wi(, t))2 dx
[main(t)

t——+o0

is positive. Since
/I . (a@fusmooth(z, t) + w(x, t))2 dr < / Xo(z, 1) (a@fusmooth(aj, t) + w(x, t))2 dz

R
<2 1) (a?5? t)? )2 d
> RXO(xa )(Oé tusmooth(xa ) + ut(xa ) ) €T
= 202D () + 200 (1),
it follows that the limit
liminf ¢ (DO (1) + DO(1))

t—4o00

is positive, a contradiction with Lemmas 5.15 and 6.3. Lemma 6.2 is proved. O
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6.4 Approach to normalized Hamiltonian level set zero for all times

Lemma 6.6 (approach to normalized Hamiltonian level set zero for all times). Assume
that, in addition to hypotheses (Heoere) and (Hyom) and (Hyo-iny), hypothesis (Honly-min(0))
holds. Then the following limit holds:

SUP( ) ‘Hi (Usmooth(x,t)yazusmooth(li,t))‘ -0 as t— 4+00.
€I main(t

Proof. See the proof of [36, Lemma 8.3]. O

6.5 Approach to the set of bistable stationary solutions in the normalized
Hamiltonian level set zero

The following lemma completes the proof of conclusion 1 of Proposition 6.1.

Lemma 6.7 (approach to bistable stationary solutions in the normalized Hamiltonian
level set zero). Assume that, in addition to hypotheses (Heoerc) and (Hpom) and (Hpe-inv),
hypothesis (Honly-min(0)) holds. Then the following limit holds:

sup dist((usmooth(:zr,t), DpUsmooth (T, 1)) I(@O(n))) —0 as t— +oo.
Qfelmain(t)

Proof. See the proof of [36, Lemma 8.4]. O

In view of Lemma 6.7, conclusion 1 of Proposition 6.1 is proved.

6.6 Approach to a standing pattern of bistable stationary solutions

The proof of conclusion 2 of Proposition 6.1 is identical to the proof of the same result in
the parabolic case, see [36, sections 8 and 9]. To keep track of the Escape points, the same
method as the one used for travelling fronts in subsection 4.13 (again the “smooth plus
small” decomposition) can be called upon. Once the standing terrace 7 (x,t) is defined
and the convergence towards 0 of the quantity (6.4) is proved, the equality between
the residual asymptotic energy Eres-asympt [t] of the solution and the energy £[T] of the
standing terrace can be proved by the same arguments as those of of [36, subsection 9.2].

7 Proof of Theorem 1 and Proposition 2.8

As everywhere else, let us consider a function V' in C?(R%, R) satisfying the coercivity
hypothesis (Heoerc). Let us assume in addition that the generic hypotheses (G) hold for
V', and let us consider a bistable solution (x,t) — u(z,t) of system (1.1). The conclusions
of Theorem 1 and Proposition 2.8 on page 11 can be split into two parts.

1. The approach to the propagating terrace of bistable fronts travelling to the right,
and to the one travelling to the left.

87



2. On the remaining “centre” spatial domain, the fact that the time derivative of
the solution goes to zero, and the fact that the “residual asymptotic energy” is
nonnegative.

Concerning the first part, it is a rather direct consequence of Proposition 4.1 on page 19
(“invasion implies convergence”), and the derivation of this first part from this proposition
is unchanged with respect to the parabolic case; it is explained in details in [34, section 6].

As far as the second part is concerned, it may be assumed that between the “last”
fronts travelling to the right and to the left, the hypotheses (and thus the conclusions) of
Proposition 5.1 on page 63 (“no invasion implies relaxation”) hold. Then the conclusions of
Theorem 1 and Proposition 2.8 concerning the behaviour of the solution in this centre area
follow from the conclusions of Propositions 5.1 and 6.1. Theorem 1 and Proposition 2.8
are proved.

8 Spatial asymptotics of the profiles of travelling waves

Let us assume that V satisfies hypothesis (Heoerc), let ¢ denote a nonnegative quantity,
and let us consider the differential system governing the profiles of waves travelling at
the speed ¢ (or “standing” if ¢ equals 0):

(8.1) "= —edl + YV (@),
A proof of the following lemma can be found, for instance, in [34].

Lemma 8.1 (spatial asymptotics of the profiles of travelling waves). Let m be in M,
and let & — ¢(&) be a global solution of the differential system (8.1) satisfying

[6(§) —m| < 0pse(m)  for every & in [0,+00) and ¢(-) #m.
Then the following conclusions hold.
1. Both quantities |p(&) — m| and ¢'(§) go to 0 as & goes to +oo.
For all £ in [0,+00), the scalar product (¢p(§) —m) - ¢'(§) is negative.
For all & in (0,4+00), the quantity |p(§) —m| is smaller than dgs.(m).

The supremum supgcg |#(§) — m| is larger than dgsc(m).

Gvo o

In addition to assertion 1 above, the quantities

e p(€) —m| and €| ()]

go to 0 at an exponential rate when & goes to +oo.
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