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This paper is concerned with parabolic gradient systems of the form
up = —=VV(u) + Ayu,

where the space variable x and the state variable u are multidimensional,
and the potential V' is coercive at infinity. For such systems, the asymptotic
behaviour of solutions stable at infinity, that is approaching a stable spatially
homogeneous equilibrium as |z| goes to +oo, is investigated. A partial
description of the global asymptotic behaviour of such a solution is provided,
depending on the mean speed of growth of the spatial domain where the
solution is not close to this equilibrium, in relation with the asymptotic energy
of the solution. If this mean speed is zero, then the asymptotic energy is
nonnegative, and the time derivative u; goes to 0 uniformly in space. If
conversely the mean speed is nonzero, then the asymptotic energy equals —oo.
This result is called upon in a companion paper where the global behaviour
of radially symmetric solutions stable at infinity is described. The proof relies
mainly on energy estimates in the laboratory frame and in frames travelling
at a small nonzero velocity.
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1 Introduction

This paper deals with the global dynamics of nonlinear parabolic systems of the form
(1.1) u=—VV(u)+ Ayu

where the time variable ¢ is real, the space variable z lies in the spatial domain R%® with
dsp an integer not smaller than 2, the function (z,t) — u(x,t) takes its values in the
state domain R%t with dy a positive integer, and the nonlinearity is the gradient of a
scalar potential function V : R%t — R which is assumed to be regular (of class C?) and
coercive at infinity (see hypothesis (Hcoere) in subsection 3.1 on page 7).

A fundamental feature of system (1.1) is that it can be recast, at least formally, as
the gradient flow of an energy functional. If (w,w’) is a pair of vectors of R%r or R%t
or R¥p*dst et w - w' and |w| = /w - w denote the usual Euclidean scalar product and
the usual Euclidean norm, respectively, and let us simply write w? for |w|2. For every
function v : & ++ v(z) defined on R%® with values in R%t its energy (or Lagrangian or
action) is defined, at least formally, as

(1.2) Ev] = /Rdsp (; Vau(a)? + V(v(x))) do

where
dsp dgy

(1.3) Vav@) =3 (rv()*.
i=1j=1

Formally, the differential of this functional reads (skipping border terms in the integration
by parts):

d€v] - ov = /R(va Vg (0v) + VV(v) - 6v) dx

- / (—Azv+ VV(v)) - dvdx.
R

In other words, the (formal) gradient of this functional with respect to the L?(R%», R%t)-
scalar product reads:

VE] =VV(v) — Azv,
and system (1.1) can formally be rewritten under the form:
up = —VE[u(-,1)].

Accordingly, if (z,t) — u(x,t) is a solution of this system, then (formally):

(1.4) L efu( 1) = - L wetdz <o.
Here
dst 9
w(z,t)? = (Oruj(z,t)”.
j=1



An additional and related feature of system (1.1) is that a formal gradient structure
exists not only in the laboratory frame, but also in every frame travelling at a constant
velocity. For every c in R%», if two functions (x,t) — u(z,t) and (&,t) — v(&, 1) are
related by

u(z,t) =v(&,t) for z=ct+¢,

then u is a solution of (1.1) if and only if v is a solution of
(1.5) vp—c-Vev=-=VV(v) +Acv.

For every function w : & — w(€) defined on R%» with values in R%* its (formal) energy
with respect to system (1.5) is defined as

(16) elul = [, (31w +V(wle) ) de.

Formally, the differential of this functional reads (skipping border terms in the integration
by parts):

dE,[w] - Sw = / & (Vew - Ve(6w) + VV(w) - Sw) de

R%p

= /d e“S(—~Agw — ¢ - Vew + VV (w)) - dw dE .
R9p

In other words, the (formal) gradient of this functional with respect to the L2-scalar
product with weight e®¢ on functions R%» — R%:t reads:

vcgc[w] = _Agw —C- ng + VV(lU) ,
system (1.5) can formally be rewritten under the form:
(1.7) vy = —VE[v(-, )],

and if (&,t) — v(§,1) is a solution of system (1.5), then (formally):

(1.8) L fu( 1) = — /Rd oy (€,1)2dE < 0.
sp

This gradient structure has been known for a long time [14], but it is only more recently
that it received a more detailed attention from several authors (among which S. Heinze,
C. B. Muratov, Th. Gallay, R. Joly, and the author [17, 18, 21, 29, 40]), and that is was
shown that this structure is sufficient (in itself, that is without the use of the maximum
principle) to prove results of global convergence towards travelling fronts. These ideas
have been applied since in different contexts, to prove either global convergence or just
existence results, see for instance [1, 2, 4-10, 25, 30-32, 35-37]. More recently, this
gradient structure enabled the author to push further the program initiated by P. C. Fife
and J. McLeod in the late seventies with the aim of describing the global asymptotic
behaviour (when space is one-dimensional) of every bistable solution, that is every solution



close to stable homogeneous equilibria at both ends of space ([14-16]): those results were
extended to parabolic gradient systems [41, 44], hyperbolic gradient systems [42], and
radially symmetric solutions of parabolic gradient systems in higher space dimension [43].

For general solutions (without the radial symmetry hypothesis) stable at infinity of
system (1.1), little seems to be known. This is in strike contrast with the scalar case dgt
equals 1, which is the subject of a large amount of literature: for extinction/invasion
(threshold) results in relation with the initial condition and the reaction term see for
instance [3, 11, 33, 34, 48], for local convergence and quasi-convergence results see for
instance [11, 13, 20, 26, 28, 38, 39], and for further estimates on the location and shape
at large positive times of the level sets see for instance [12, 19, 20, 23, 24, 45-47].

The present paper can be viewed as a first attempt to pursue the “variational” strategy
for general (not necessarily radially symmetric) solutions stable at infinity of parabolic
gradient systems in higher space dimension. The achievement resulting from this attempt
is rather modest at this stage since it reduces to providing the “relaxation” conclusion in
the “no invasion” case. However, the description of the global behaviour of such solutions
in the radially symmetric case [43] actually relies on this achievement: in the proof the
main result of [43], a variant (Theorem 2 on page 30) of the main result of this paper
(Theorem 1 on page 6) is indeed an essential step.

2 Assumptions, notation, and statement of the results

Throughout all the paper it is be assumed that the integer d}, is not smaller than 2; the
case dsp equals 1 is treated in [41, 44] and presents some peculiarities (for instance the
domain “far away in space” is not connected if ds, = 1 while it is connected if dg, is not
smaller than 2).

2.1 Semi-flow and coercivity hypothesis

Let us consider the Banach space of continuous and uniformly bounded functions equipped
with the uniform norm:

X — (Cg(RdSpdeSt>7 H .. HLOO(]RdSP,]RdSt)) .

System (1.1) defines a local semi-flow in X (see for instance D. B. Henry’s book [22]).
As in [41, 43, 44], let us assume that the potential function V : R%t — R is of class C?
and that this potential function is strictly coercive at infinity in the following sense:

u-VV(u)
( coerc) RiToo \JER |U|2

>0

(in other words there exists a positive quantity € such that the quantity u - VV (u) is
greater than or equal to ¢ |u|? as soon as |u| is large enough).

According to this hypothesis (Heoerc ), the semi-flow of system (1.1) on X is actually
global (see Proposition 3.1 on page 7). Let us denote by (S;);>0 this semi-flow.



In the following, a solution of system (1.1) will refer to a function
R x R& — R% (z.1) — u(z,t),

such that the function wg : z — u(z,t = 0) (initial condition) is in X and u(-,¢) equals
(Stup)(-) for every nonnegative time ¢.

2.2 Minimum points and solutions stable at infinity
2.2.1 Minimum points

Everywhere in this paper, the term “minimum point” denotes a point where a function —
namely the potential V' — reaches a local or global minimum. Let M denote the set of
nondegenerate minimum points:

M={ueR% :VV(u)=0 and D?V(u) is positive definite} .

2.2.2 Solutions stable at infinity

Definition 2.1 (solution stable at infinity). A solution (x,t) — u(r,t) of system (1.1) is
said to be stable at infinity if there exists a point m of M such that

limsup |(u(r,t) —m| -0 as t— +oo.
r—+o00

More precisely, such a solution is said to be stable close to m at infinity. A function
(initial condition) ug in X is said to be stable (close to m) at infinity if the solution
u(+,t) = (Spup)(+) corresponding to this initial condition is stable (close to m) at infinity.

Notation. For every point m of M, let

Xstab-infty (m)

denote the subset of X made of initial conditions that are stable close to m at infinity.

By definition, this set is positively invariant under the semi-flow of system (1.1).

2.2.3 Invasion speed of a solution stable at infinity

Definition 2.2 (invasion speed of a solution stable at infinity). For every point m of M
and every solution u : (z,t) +— u(x,t) of system (1.1) which is in Xtab-intey(m) (that is,
stable close to m at infinity), let us call set of no invasion speeds of the solution, and let
us denote by Sy inv[u], the set

Sno-inv[u] = {¢>0: sup |u(z,t) —m| — 0 when ¢t — +00} ;
z€RYP | |z|>ct
and let us call invasion speed of the solution, and let us denote by cipy[u] the (nonnegative)
infimum of this set:
Cinv[u] = Inf(Spo-inv]u]) .
According to Lemma 2.5 below, the set Syo.inv[t] is nonempty, so that this invasion
speed ciny[u] is finite.



2.3 Preliminary results

As everywhere in the paper, let us assume that V is of class C? and satisfies the coercivity
hypothesis (Heoerc). Let m denote a point of M.

2.3.1 Sufficient condition for stability at infinity, bound on invasion speed, and
exponential decrease beyond invasion

Lemma 2.3 (sufficient condition for stability at infinity). Let & denote a positive quantity,
small enough so that, for every v in R%t such that |v — m)| is not larger than §, the Hessian
matriz D?V (v) is positive definite. Then, every solution (z,t) — u(x,t) of system (1.1)
satisfying

(2.1) lim sup  |u(z,0) —m| <§

Ttoo z€RIP |z|>r
is stable close to m at infinity.

Corollary 2.4 (to be stable at infinity is an open condition). The set Xgiab-infty(m) is
open in X.

Lemma 2.5 (upper bound on the invasion speed of a solution stable at infinity). For
every solution u : (z,t) — u(x,t) of system (1.1) which is stable close to m at infinity,
the quantity ciny|u] is bounded from above by a quantity depending on V' and m, but not
on the particular solution u.

Lemma 2.6 (exponential decrease beyond invasion speed). For every solution u (x,t) —
u(x,t) of system (1.1) which is stable close to m at infinity, and for every positive
quantity c larger than ciny|u], there exist positive quantities v and K[u] such that, for
every nonnegative time t,
(2.2) sup |(u(z,t) — m| < K[u] exp(—vt).

zERBP | |z|>ct
The quantity v depends on 'V and m and the difference ¢ — cinv[u] (only), whereas Ku]
depends additionally on u.

2.3.2 Asymptotic energy of a solution stable at infinity: definition and upper
semi-continuity

Notation. For every nonnegative quantity r, let B(r) denote the open ball of centre Opas,
and radius r in R%e:
B(r)={veR% : |v| <r}.

Proposition 2.7 (asymptotic energy of a solution stable at infinity). For every solution
(x,t) — u(x,t) of system (1.1) which is stable close to a point m of M at infinity, there
exists a quantity Eysympt|u] in {—oo} UR such that, for every positive quantity c larger
than cinylu], the following limit holds:

1
o (5190 0 4V (1) = V) ) o Eapunli] 0 £ 400,
B(ct



Definition 2.8 (asymptotic energy of a solution stable at infinity). If w: (x,t) — u(x,t)
is a solution stable at infinity of system (1.1), let us call asymptotic energy of u the
quantity Easympt|u] provided by Proposition 2.7.

Similarly, if a function ug in X is an initial condition stable at infinity, let us call
asymptotic energy of ug the asymptotic energy of the solution of (1.1) corresponding to
this initial condition, and let us denote by

Easympt [UO]
this asymptotic energy.

Thus the asymptotic energy functional may be defined, for every point m in M, as
(23) gasympt,m : Xstab-infty(m) — {_OO} U R7 ug gasympt [UO] .

As for the (descendent) gradient flow of a regular function on a finite-dimensional manifold,
this asymptotic energy is upper semi-continuous with respect to initial condition, as
stated by the following proposition. Its statements hold with respect to the topology
induced on Xgtab-intty (m) by the X-norm and the usual topology on {—oo} LUR.

Proposition 2.9 (upper semi-continuity of the asymptotic energy). For every m in M,
the asymptotic energy functional Easympt,m 5 upper semi-continuous; equivalently, for
every real quantity E, the set

wympt, m ([B; +00)) = {10 € Xtabeintty (M) : Easympt[uo] > E}
1s closed.

According to Theorem 1 below, this asymptotic energy is actually either nonnegative
or equal to —oo.

2.4 Main result

Theorem 1 (invasion/no invasion dichotomy). Let V' denote a function in C?(R%t R)
satisfying the coercivity hypothesis (Heoerc). Then, for every m in M and for every
solution (z,t) — u(z,t) of system (1.1) which is stable close to m at infinity, one of the
following two conclusions holds:

1. either cipv[u] =0 (“no invasion”); in this case the asymptotic energy of the solution
is nonnegative and the time derivative of the solution goes to 0 as time goes to 400,
uniformly with respect to x in R%» :

(2.4) sup |ut(z,t)] =0 as t— 4o0;

zERsp

2. or cinv[u] > 0 (“invasion”); in this case the asymptotic energy of the solution equals
—00.



3 Preliminaries

As everywhere else, let us consider a function V in C?(R%t, R) satisfying the coercivity
hypothesis (Heoere)-

3.1 Global existence of solutions and attracting ball for the semi-flow

Proposition 3.1 (global existence of solutions and attracting ball). For every function
up in X, system (1.1) has a unique globally defined solution t — Syug in C°([0, +00), X)
with initial condition ug. In addition, there exist a positive quantity Rai oo (Tadius of
attracting ball for the L™ -norm), depending only on V', such that, for every large enough
positive time t,

| = (Seuo) (@), .. (Rt i) = Tlattioo -

The following proof was explained to me by Thierry Gallay.

Proof. As mentioned in subsection 2.1 system (1.1) is locally well-posed in X. As a
consequence and due to the smoothing properties of the semi-flow it is sufficient to prove
that solutions remain bounded in L (R%» R%t) on their maximal interval of existence
to ensure that they are globally defined.

Let ug denote a function in X, and let

w: RE % [0, Thnax),  (2,1) — u(z, t)

denote the (maximal) solution of system (1.1) with initial condition wug, where Tiax in
(0, +00] denotes the upper bound of the maximal time interval where this solution is
defined. For all (x,t) in R%p x [0, Tinax), let

ol 1) = 5 luta, )

It follows from this definition that, for (z,t) in R%® x [0, Tipax),

dsp
@ =-u-VV(u)+u-Du and Ayg=>Y 0y (u-0pu) = IVoul® +u- Agu
i=1

(the quantity |V,u|? involves a sum over both space and field dimensions, see (1.3) on
page 1). Thus the function ¢(-,-) is a solution of the system:

(3.1) G =—u-VV(u)+ Apg — |Voul* .

Besides, according to the coercivity hypothesis (Hcoere ), there exist positive quantities
Ecoere and Keoere such that, for all w in Rt

(3.2) w - vv(w) > Ecoercw2 — Keoerc -



It follows from (3.1) and (3.2) that

3.2
gt < _5coercu2 + Keoerc + qu - ‘vru’2
< —2ecoerc ¢ + Keoere + Amq )

and as a consequence, introducing the solution ¢ — §(t) of the differential equation (and
initial condition):

(3'3) q/(t) = _2€COQI'C q + Kcoerc 9 Q(O) - Sup q(x7 0) )
zER%sp

it follows from the maximum principle that, for all (z,t) in R% x [0, Tipax),
(3.4) a(,t) < 7(t).

As a consequence blow-up cannot occur, the solution u(z,t) must be defined up to +o0o
in time, and introducing the quantity

K coerc

Ecoerc

Ratt,oo = +1 ;

it follows from (3.3) and (3.4) that, for every large enough positive time £,

sup |u(x,t)] < Ratt oo -
rERsp

Proposition 3.1 is proved. O
In addition, system (1.1) has smoothing properties (Henry [22]). Due to these prop-

erties, since V is of class C2, for every quantity « in (0, 1) every solution t + Syug in
C°([0, +00), X) actually belongs to

C* (0, +o0), " (R R ' (0. +00), 67 (Rr B )

and, for every positive quantity e, the quantities

d(StUO)
dt

(t)

3.5 sup ||Siu o and su
(3.5) tZEH toll 2.0 (ap o) p

t>e Cg’o‘ (]Rdsxn 7]Rdst)

are finite. Among these estimates, the one provided by the following corollary will be
especially relevant.

Corollary 3.2 (upper bound on the H&l—norm). There exists a positive quantity Ratt 1,ul
(radius of attracting ball for the H&l—norm), depending only on dg, and V, such that, for
every function ug in X and for every large enough positive time t,

|z — (Stuo)(:L")HHl1 (Rew e < Ratt,1,ul -

Remark. The method used in the proof of Proposition 3.1 does not seem to extend easily
to other settings, for instance if in system (1.1) the Laplace operator A,u is replaced
with DAzu, with D a diffusion matrix (a positive definite real symmetric dg; X dg; matrix)
which differs from the identity matrix.



3.2 Asymptotic compactness

Lemma 3.3 (asymptotic compactness). For every solution (x,t) — u(z,t) of system
(1.1), and for every sequence (n,tn)nen in R x [0,400) such that t, — +oo as
n — 400, there exists a entire solution u of system (1.1) in

C° (B, C2(R%», %)) Nt (R, CH(RD, R™M))
such that, up to replacing the sequence (xy,tn)nen by a subsequence,
(3.6) D> u(xy + -ty +-) = D*'T as n— +oo,

uniformly on every compact subset of R&rT1 where the symbol D*>'v stands for
(v, Vau, Agv,ve) (for v equal to u or @).

Proof. See [27, p. 1963] or the proof of [44, Lemma 3.2]. O

3.3 Time derivative of localized energy and L?-norm of a solution

Let m be a point of M and u : (x,t) — u(x,t) be a solution of system (1.1). In the
calculations below it is assumed that time ¢ is positive, so that according to (3.5) the
regularity properties of the solution ensure the existence of all derivatives and integrals.

3.3.1 Standing frame

Let z + ¢(z) denote a function in W%!(R%» R) and let us introduce the energy
(Lagrangian) and the L2-distance to m for the solution, localized by the weight function

P

/Rdsp »(x) (; IV ou(z, )+ V (u(z, ) — V(m)) dr and ¢($)%(u(:r, t) —m)2 dx .

R9sp
To simplify the presentation, let us assume here that
m = Opa,, and V(m)=V(0gay)=0.

Then, the time derivatives of these two functionals read:

d 1
(3.7) T /Rdsp 1/1(2 Vaul? + V(u)) dz = /Rdsp (=2 — Vot - Vau - up) dav
and
d 1
(38) & R%sp ¢7U2 dq: - /]RdSp |:(T,Z)(—’LL ) VV(U) - ’vIu|2) - wa U - qu] d[L‘
— /Rds W(‘u -VV(u) — |qu‘2) I %Azﬂb uz} dr .



3.3.2 Travelling frame

Let ¢ denote a vector of R%» (velocity vector) and let us introduce the same solution
viewed in a frame travelling at velocity ¢, that is the function (&,t) — v(,t) defined for
every & in R%» and nonnegative time ¢ by

v(&,t) =u(x,t) for z=ct+¢.

This function v is a solution of system (1.5) on page 2. This time, let us introduce
a weight function (£,t) — (£, t) (depending both on space and time and defined on
R%p x [0, 400), with values in R), and such that, for every nonnegative time ¢ the function
€ — (&, 1) belongs to W21 (R%», R) and the function & — 1y (,t) is defined and belongs
to L'(R%» R). Again, let us introduce the energy (Lagrangian) and the L2-norm of the
solution (in travelling frame), localized by the weight function ):

w60 (5 Ve + V(&) )¢ and [ (e 0gule 0 de.

R9sp

The time derivatives of these two quantities read:

i/Rdsp w(; Veul? + V(v)) de =
(3.9) / ety (1\V 2 B -
Rl ¢+ 5 Vel +V(v>)+(wc Vetp) - Vev vt] d¢
and
% Rdsp 1/1%v2d§
(3.10) = Jou M‘”'W(”)—W&v\zﬂ;(wt—c-vgw)vtvgw.v-vgv] s

= {w(—v - VV(v) = |Veul?) + %(% + Aeth —c- v§¢)v2] d¢ .

R%p

3.4 Miscellanea
3.4.1 Escape distance

Notation. For every u in R%¢, let o(D?V (u)) denote the spectrum (the set of eigenvalues)
of the Hessian matrix of V' at u, and let Apin(u) denote the minimum of this spectrum:

(3.11) Ain (1) = min(o/(D?V (w)))

Definition 3.4 (Escape distance of a nondegenerate minimum point). For every m in
M, let us call Escape distance of m, and let us denote by dgs.(m), the supremum of the

set
1
(3.12) {5 €10,1] : for all u in R%* satisfying |u —m| <6, Amin(u) > 5)\min(m)}.

10



Since the quantity Apin(u) varies continuously with w, this Escape distance dgg.(m) is
positive (thus in (0, 1]). In addition, for all u in R%t such that |u — m| is not larger than
dEsc(m), the following inequality holds:

1
(313) )\min(u) > iAmin(m) .
Lemma 3.5 (second order estimates for the potential around a minimum point). For

every minimum point m in M and every vector u in R%t satisfying |u —m| < 6gsc(m),
the following estimates hold:

(3.14) Vu) > /\Inlr:l(Tn)(U _ m)Z :
(3.15) and  (u—m) VV(u) > Amn;(m)(u w2,
(3.16) and (wu—m)-VV(u) > V(u).

Proof. The three inequalities follow from inequality (3.13) and from three variants of
Taylor’s Theorem with Lagrange remainder applied to the function defined on [0, 1] by:
f(0) =V (m+0(u—m)) (see [44, Lemma 3.3]). O

3.4.2 Lower quadratic hulls of the potential at minimum points

It will be convenient to introduce the quantity giow-han defined as the minimum of the
convexities of the lower quadratic hulls of V' at the points of M. With symbols:

, Qlow-hull (U - m)2

m

U

Figure 3.1: Lower quadratic hull of the potential at a minimum point (definition of the
quantity qiow-hui)-

low-hull = Inin inf
Qlov-hull = % ueRdst\{m}  (u—m)

see figure 3.1. This quantity giow-nhun iS negative as soon as m is not a global minimum
point of V' (and nonnegative otherwise), and according to hypothesis (Hcpere) it is finite
(in other words it is not equal to —oo). This definition ensures that, for every m in M
and for all u in R%t,

(3.17) V(u) = V(m) — gow-han(u —m)* >0,

11



see figure 3.1. Let us introduce the following quantity:

1

max(1, —4 giow-hull)

Wen =

It follows from this definition that wey is in (0, 1] and that, for every m in M and for all
w in Rt

(3.18) Wen (V(u) = V(m)) + = (u—m)? >0,

3.4.3 Notation for the values of certain integrals

The following notation and the expression (3.19) below will be useful at several places
throughout the paper (to provide expressions for integrals over R%»).

Notation. Let Sg,, 1 denote the surface area (more precisely the dg, — 1-dimensional
volume) of the unit sphere in R%p,
For every nonnegative integer n, let e,, denote the exponential sum function:

For every nonnegative quantity pp and every nonnegative integer n, it follows from
repeated integrations by parts that

+oo
(3.19) / pte Pdp=mnle " ey(po).
PO

4 Stability at infinity
4.1 Set-up

As everywhere else, let us consider a function V in C?(R%t, R) satisfying the coercivity
hypothesis (Heoere). Let m be a point of M, and let (z,t) — u(z,t) be a solution of
system (1.1). According to Proposition 3.1, there exists a positive quantity Rmax,.co
(depending on the solution u under consideration) such that, for every nonnegative time
t,

(4.1) sup |u(z,t)| < Rmax,co -
zeR%p

For notational convenience, let us introduce the “normalized potential” VT and the
“normalized solution” u! defined as

(4.2) Viw)=V(m+v)=V(m) and ul(z,t) =u(z,t)—m.

Thus the origin Oga,, of R%t is to VT what m is to V, and u' is a solution of system (1.1)
with potential V' instead of V.

12



4.2 Application of the maximum principle
4.2.1 Local coercivity

Let § be a positive quantity, small enough so that, for every v in R%t such that |v — m|
is not larger than ¢, the Hessian matrix D?V (v) is positive definite. Since the fact that
D?V (v) is positive definite is an open condition with respect to v, there exist quantities
d" and 6", satisfying

<& <d”,

and such that, for every v in R%t such that |v — m/| is not larger than §”, the Hessian
matrix D2V (v) is positive definite. Thus the quantity A defined as

A=2 min Amin (V)
veRIst | [u—m|<§”

is positive (the factor “2” is here only to ensure homogeneity with the notation of
sub-subsection 3.4.1).

Lemma 4.1 (local coercivity). For every v in R%t such that |v —m| is not larger than
8", the following inequality holds:

A
(4.3) (v—m) -VV(v) > 51)2 .
Proof. Let us introduce the function
f:0,1] =R, v~ V(m+0v).

According to Taylor’s Theorem with Lagrange remainder, there exists 6 in (0, 1) such
that

/(1) — f'(0) = f"(0) or in other words v-VV(m+v)—0= D*V(v)-v-v,
and inequality (4.3) follows. O

With the notation introduced in (4.2), it follows from (4.3) that, for every w in R%t
such that |w| is not larger than 6",

(4.4) w-VVT(w) > %wz .

4.2.2 Potential V! quadratic at infinity

Let x : R — [0,1] be a smooth cutoff function satisfying:
x(z) =1 for all z in (—o0,0] and x(z) = 0 for all x in [1,400),
and let us introduce the potential function V* defined as

2
(4.5) Vi) = X([v] = Rimax,00 — |m‘)VT(”) + (1 = X([v] = Rmax,co — ‘m|))|v2’ )

13



Thus
Viw) = Vi) for [v] < Rmaxcot+|m| and Vi) = [v]? /2 for [v] > Rmax.cot|m|+1.

It follows from (4.1) that u! is still a solution of system (1.1) with potential V¥ instead
of V:

(4.6) uf = =V + Al

Let us introduce the quantity

)\(5/)2

(4.7) Rcoerc = Rmax,oo + ‘m| +1+ 9

Since v - VV(v) equals |v|? for |v| larger than Rmax,co + |m| + 1, the following property
holds (this property will be used to prove inequality (4.17) in the proof of Lemma 4.3
below):

)\ 5/ 2
(4.8) U] > Reoore = v - VViw) > (2) .
4.2.3 Quadratic state function

Let us introduce the “quadratic state” function ¢f : R%r x [0, +00) — R defined as

9

(1) = 3 [ul (.|

and the function

N 1
(49)  N:[0,400) =R, ¢~ maX{—U VVH) : v € R™ and Sv* = q},
(“upper-bound on the nonlinear part”) and the system

(4.10) g = N(q) + Dzgq.

Lemma 4.2 (the quadratic state function is a subsolution of system (4.10)). The function
(z,t) — ¢ (z,t) is a subsolution of system (4.10).

Proof. The same calculation as in the proof of Proposition 3.1 shows that the function
qT(-, -) is a solution of the system:

)

g = —ul- vV + ALgh - ‘VzuTr
and as a consequence, for all (z,t) in R%» x [0, 4+-00),

g < —ul- Vi + ALl
The conclusion follows from the definition (4.9) of N(-). Lemma 4.2 is proved. O

The next goal is to construct an appropriate supersolution above this subsolution
q'(-,-), for the same system (4.10).

14



4.2.4 Construction of a supersolution

To simplify the expressions below, let us introduce the quantities
, 1

1
S VAV 1 (812
Y =5()? and =02,

and
Lo
(411) Gmax = iRcoerc .
Observe that, according to the definition (4.7) of the quantity Reoerc,

(4.12) sup qT(x, 0) < gmax -
xERsP

Let us introduce the function 79 : R — R, defined as
Gmax + (7" =7) if p<O,
0

"o . .
(4.13) mo(p) = e+ 07 =) =) V=

Gmax . Gmax
(,_Y//_,-)/>exp (_p—|— 7 /) if
Y=

see figure 4.1. Let ¢ and rgg..init denote positive quantities, and let us introduce the
A

" /
- Gmax T (V" =)

e A S !
: £
0 Gmax/ (7" =)
Figure 4.1: Graph of p — no(p).
function
(4.14) n:[0,400) x [0,4+00) = R, (r,t) — no(r — ct — rgscnit) »

see figure 4.2. Finally, let us introduce the function
7:R™ x [0,+00) = R, (x,1) = n|a], 1) + 7' exp(=)t),

and the quantity

1 _
(4.15) Cno-esc = Max (//, <)\7' + sup N(q)), 1-— )x) .
7= qe[O:Qmax+'y//]

15



"

Jmax + (7 - 7/)

[ R S S t
O T"Esc-init 1 ct TBsc-init 1 ct + Qmax/(fyll - 7/)

Figure 4.2: Graph of r — n(r,t).

Lemma 4.3 (supersolution). If the positive quantity c is not smaller than cyo-csc, then the
function (x,t) — 7(x,t) is a supersolution of system (4.10) (for all (z,t) in R%» x [0, +-00).

Proof. This amounts to prove that, if ¢ is not smaller than cpg.esc, then the following
inequality holds for all (z,t) in R%» x [0, 4+-00):

e(x,t) > N(7(x,t)) + Agii(, t)

or equivalently, for all (r,¢) in [0, +00) x [0, +00),

—cOpn(r,t) — Ay exp(—=At) > N (n(r,t) + 7 exp(—=At)) + dspr_ 131”7(73 t) 4 Oprn(r,t) .

Since 0,n(-, -) is nonpositive, it is sufficient to prove this inequality without the curvature
term, that is, for all (r,¢) in [0, 4+00) x [0, 400),
(4.16) —corm(r,t) — My exp(=At) > N(n(r,t) + v exp(—At)) + Oppn(r,t) .
Let us introduce the three intervals
Il == [07 TEsc-init T Ct] 5
and I = [TEsc-init + ct, TEsc-init + ¢t + Qmax/(’}/” - 7/)] y
and I3 = [rEsc-init +ct + Qmax/(’}// - 7/)7 +OO) )

see figure 4.2. Three cases are to be distinguished, depending on which among the three
intervals above contains the argument r. Observe that the discontinuity of 9,n(-,t) at
TEsc-init + €t can be ignored, since its contribution only enforces inequality (4.16) (it adds
a negative Dirac mass to the right-hand side of this inequality).

Case 1: risin I;. In this case both quantities 9,n(r,t) and Oy,n(r,t) vanish and n(r,t)
equals gmax + (7" — /), so that inequality (4.16) reduces to

N (gmax + (7" =) + 7 exp(=At)) < —\y exp(—At),
which is implied by

N(gmax + (7" =7) + 7" exp(—At)) < =\,
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and thus by

(4.17) sup N(q) < -\

G>qmax

According to the definition (4.11) of gmax, for every quantity ¢ not smaller than gpax and
for every v in R%¢ such that v?/2 equals ¢, the following holds:

1
q> §R2 thus |v] > Reoere thus, according to (4.8), —v-VVi(v) < — = -\,

coerc

and inequality (4.17) follows.

Case 2: risin Io. In this case the quantity 0,,n(r,t) vanishes and the quantity 9,n(r,t)
equals —(7” —~'), so that inequality (4.16) reduces to

c(Y" —=4") > M exp(=At) + N(n+ 7' exp(—At)) ,
which is implied by

1 _
c> —— <>\’)’/ + sup N(q)> .
R qe[ov%nax‘i”y”]

Case 3: r is I3. In this case, it follows from the expressions (4.13) and (4.14) of 7y and
7 that
orn(r,t) = —n(r,t) and  Oppn(r,t) =n(rt).

Let us introduce the function ¢ defined as

q(r,t) = n(r,t) ++ exp(=At).

It follows from the expressions of 79 and 7 that ¢(r,t) is not larger than ~”. As a
consequence, for every v in R%», if v2/2 is equal to ¢(r,t) then

o] = /2q(r,t) < V20" = 0",
thus it follows from (4.4) that
—v-VVHw) < —31)2 = —)\g, and it follows that N(q(r,t)) < —Aq(r,t).
As a consequence, inequality (4.16) is implied in this case by the following inequality:
en(r,t) — MY exp(=At) > =An(r,t) — My exp(=At) +n(r,t),
or equivalently

(c+A—1)n(r,t) >0, orequivalently c¢>1—\.
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Conclusion. In short, if ¢ is not smaller than the quantity cpeesc defined in (4.15), then
inequality (4.16) holds for all (r,¢) in [0, +00) x [0,400). Lemma 4.3 is proved. O

4.2.5 Proof of Lemma 2.3

Proof of Lemma 2.3. Let us assume that the solution (x,t) — u(x,t) under consideration
satisfies hypothesis (2.1) of Lemma 2.3. Then, if the positive quantity rgs.init is large
enough,

sup ‘uT(w,t = O)‘ <d,
xeRdSpv |x‘2rEsc—init
(4.18) or in other words sup qf(z,t = O)‘ <~.

meRdsp’ |x‘ZrEsc—init
Then it follows from inequalities (4.12) and (4.18) that, for all z in R%»,
¢'(2,0) < 7(,0).

Since ¢f(-,-) is a subsolution of system (4.10) and since, according to Lemma 4.3 and
provided that ¢ is not smaller than the quantity ¢po-esc, the function 7(-, -) is a supersolution
of the same system, it follows from the maximum principle that, for all (z,t) in R%» x
[0, 4+00),
qf(z,t) < 7z, t).
Since
lim sup  7j(z,t) >0 as t— 4oo,
r—+00 TEREP |z|>r

it follows that the solution u(-, -) is stable close to m at infinity (Definition 2.1). Lemma 2.3
is proved. ]

4.2.6 Supersolution with uniform features

The aim of this sub-subsection is to formulate a more uniform version of Lemma 4.3
leading to a proof of Lemma 2.5. Let us introduce the potential function Vaitt defined as

2
v
Vaitt(v) = X(‘U’ - Ratt,oo - |m’)V]L(’U) + (1 - X(|U| - Ratt,oo - ’mD)’Q’ 5

and the function

— 1

Natt 1 [0,400) = R, g+ max{—v -VVE (v): veR%™ and 5112 = q} ,
and the system

(4.19) @t = Natw(q) + Azq,

18



and the quantities

)\(5/)2
2

. 2
and Gatt = §Rcoerc—att’

Rcocrc—att - Ratt,oo + ’m| +1+
and the function gt : R — R, defined as

gate + (7" —7') if p<O,
Gt + (Y =7)1=p) if 0<p<—

No-att (p) = ="
" / Gatt . Gatt
(7 _V)GXp(_p—i_,y//_,.)/) if fy//_fyl— ’
and the quantity
1 , —
(4.20) Cno-esc-att = Max | —- A+ sup N(q) ), 1—=X],
T q€[0,gate+7"]
and the functions
Natt + X [07 TLOO) X [0, JFOO) — R, (Ta t) = 10-att (7’ — Cno-esc-att? — TEsc—init)
and  7agt : R%p x [0, +0) = R, (2, t) = Nare (||, 1) + 7 exp(=At).

Observe that the quantity cno-esc-att depends on V' and dsp and the choice of § and ¢’ and
8" (in other words on m) but not on the solution u(-,-) under consideration.

Lemma 4.4 (supersolution). Whatever the value of the positive quantity rgscinit, the
function (z,t) v Tare(,t) is a supersolution of system (4.19) (for all (x,t) in R%» x
0, +00).

Proof. The proof is the same as that of Lemma 4.3. O

4.2.7 Proof of Lemma 2.5

Lemma 2.5 follows from the next more precise lemma.

Lemma 4.5 (“explicit” upper bound on the invasion speed). If the solution (x,t) — u(x,t)
under consideration is stable close to m at infinity, then

(421) Cinv [u] < Cno-esc-att -

Proof. Let us assume that the solution (x,t) — wu(x,t) under consideration is stable close
to m at infinity. Then, according to Proposition 3.1, there exists a positive time i
such that, for every time t greater than or equal to tijt,

(4.22) sup |u(z,t)| < Ratt,co -
z€eR
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In addition, according to Definition 2.1 of a solution stable at infinity, it may be assumed,
up to replacing tiyix by a greater quantity, that for every time ¢ greater than or equal to
tinit, the limit

lim sup ‘uT (x,t) ‘

T—too z€RIP |z >r

is not larger than any given positive quantity; for instance, it may be assumed that this
limit is not larger than the quantity 0 defined in sub-subsection 4.2.1. As a consequence,
if the positive quantity rgec.init is chosen large enough, then

(4.23) sup ‘uT(iv, tinit)‘ <,

dg
z€RP, ‘$| >TEsc-init T-Cno-esc-att tinit

and it follows from inequalities (4.22) and (4.23) that, for all z in R%»,
q"(z, tinit) < Tare (2, tinit) -

Besides, the functions ¢f(-,-) and 7au(-,-) are, according to Lemmas 4.2 and 4.4, a
subsolution and a supersolution of system (4.19), respectively. As a consequence, it
follows from the maximum principle that, for all (z,t) in R%® x [tiy, +00),

qT(x7t) S ﬁatt(x7t> .

It follows from the definition of 7,t+ that, for every positive quantity c¢ larger than

Cno-esc-att»
sup Tatt(z,t) = 0 as t— +o0,
zERYP | |z|>ct

thus sup ul(z,t) >0 as t— +oo,
z€RP |z|>ct

and it follows that cipy[u| cannot be larger than c. This shows that cipy[u] is actually not
larger than cpoescatt- Lemma 4.5 is proved. O

4.3 Firewall function
4.3.1 Preliminaries

Let us keep the notation of subsection 4.1. It follows from inequality (3.18) satisfied by
Wen that, for all v in R%:t,

2

(4.24) Wen V(0) + UZ >0,

and it follows from inequalities (3.15) and (3.16) that, for all v in R%t satisfying |v| <
5Esc(m)a

(4.25) v-VViw) > Ami;(m)vQ ,
(4.26) and v-VVTi(v) > Viw).
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4.3.2 Definition

Let kg denote a positive quantity, small enough so that

)\min(m)
8

2
Wen K{

(4.27) i

2
K
< and ?Og

N =

(those properties will be used to prove inequality (4.33) below); this quantity may be

chosen as
\/ mln )

Ko = min
wen

For every z in R%» and every nonnegative time ¢, let

Ef(z,1) ‘Vzu T t)) + Vil (z,1)),
(4.28) .
and Fl(x,t) = Ef(2,t) + iuT(x,t) .

Let us introduce the weight function 1 : R%» x R defined as
Yo(z) = exp(—ko[z|) ,

and, for every T in R%»  its translate Txt defined as
Tztpo(z) = o(z — ),

and let us introduce the “firewall” function defined, for every Z in R%r and every positive
time ¢, as

(4.29) Fo(@, 1) = /R o Tetbo(@)F (1) do

Remark. The subscript “0” (in ko and 1 and Fy) is here to distinguish these objects
from others, similar but unequal, introduced in subsection 6.3.

4.3.3 Coercivity

Lemma 4.6 (coercivity of firewall function). For allt in (0,400) and T in R,

wen

(4.30) Fo(z,t) > mln /Rdsp Tztbo(z (‘V ul (z t)’ +ul(z,1) ) dx .

Proof. Inequality (4.30) follows from inequality (4.24). O
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4.3.4 Linear decrease up to pollution.

For every nonnegative time ¢, let us introduce the set:
(4.31) Shse(t) = {z € R : [ul(z, )] > dpac(m)} .

Lemma 4.7 (firewall linear decrease up to pollution). There exist positive quantities
vy, and Krx, such that, for every T in R%r and every positive time t,

(4.32) OFo(Z,1) < —vr, Fo(Z, ) + Kr, / Todbo(z) dox

EEsc t

The quantity vr, depends on V and m (only), whereas Kr, depends additionally on the
upper bound Rmax o on the L>-norm of the solution.

Proof. Tt follows from expressions (3.7) and (3.8) that, for every Z in R%» and every
positive time ¢,

T5¢0(—wen(u1)z —ul. VVT(uT) — ‘Vmqu)

A, Ts
— Wen Vo T5t0 - Voul - uf + =2 2“’%

WFo(Z,t) = /

R%p

(uT)Q} dx .
Since (for every z in R%»)
|V Two(2)| < roTao(x)  and  AyTeo(x) < ko Trto()
(indeed the measure with support at Oga, involved in Ay is negative), it follows that
615-70(57 t) S
12 _ ot vt |2 H L] 4 50 (2
/d Tiwo(_wen<ut) —u'-VV (u ) - ‘V:Cu ’ + Wenko ‘VIU ‘ ‘ut’ + ?(u ) )dl’,
Rdsp

thus, using the inequality

o Vo ] < a2 + 2 [0

it follows that

2 2
O Fo(z,t) < / Txlbo((wenﬂo - 1) ‘VIUT‘ —aul - VVT(ul) + (uT)2> de ,
R9sp 4 2
and according to inequalities (4.27) satisfied by the quantity ko,

(4.33) O Fo(z,1) < /d Tzvpo (—; ‘Vzqu —u-VVT(ul) + Amin(m)(uT)z> dz .
R%p
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Let vx, denote a positive quantity to be chosen below. It follows from the previous
inequality and from the definition (4.29) of F(Z,t) that

1 2
OFo(mt) +vrFo(m ) < [ Tato [—2(1 — vy wen) [Vl =t 9V )

Rsp

(4.34)

>\min
+ vE, Wen VT (ul) + (S(m) + V?)(UT)Q} dx .

In view of this expression and of inequalities (4.25) and (4.26) on page 20, let us assume
that vz, is small enough so that

1
(4.35) Vi, Wen <1 and  vr, wen < 3 and =2 <

the quantity vz, may be chosen as

1 )\min (m) ) '

VE, = min(
Fo Qwen 4

Then, it follows from inequalities (4.34) and (4.35) that
(4.36)

1
O Fo(E ) + v Folm:6) < [ Tstbo [uT IVt + 5 [VHwh)] +

Rdsp

Lﬂin(m) (uT)2 dz .

According to inequalities (4.25) and (4.26), the integrand of the integral at the right-
hand side of this inequality is nonpositive as long as x is not in Xgg(t). Therefore this
inequality still holds if the domain of integration of this integral is changed from R%» to
YEsc(t). Besides, observe that, in terms of the “initial” potential V' and solution u(z,t),
the factor of T3y under the integral of the right-hand side of this last inequality reads

)\min (m)
4

(u —m)?.

1
—(u—m)-VV(u)+ 3 [V (u) = V(m)| +
Thus, if K7, denotes the maximum of this expression over all possible values for u, that
is (according to the L® bound (4.1) on the solution) the quantity

/\mm(m)

(4.37) Kz, = max {—(v—m)-VV(U)—i—% |V (v) — V(m)|+ 1

'UERdSt7 |v|§Rmax,oo

(v—m)?],

then inequality (4.32) follows from inequality (4.36) (with the domain of integration
of the integral on the right-hand side restricted to Xgg.(t)). This finishes the proof of
Lemma 4.7. n

4.3.5 Exponential decrease and proof of Lemma 2.6

Let ¢; and ¢ denote two positive quantity with ¢; smaller than ¢o. The proof of
Lemma 2.6 will follow from the next lemma.
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Lemma 4.8 (exponential decrease of firewall). Assume that there exists a positive
quantity tinie such that, for every t in [tinit, +00),

(4.38) YEsc(t) € B(eit),
and let us introduce the quantities V’fo and K}_—O defined as
(4.39)
Vi, = min (I/]_‘O, '%()(622_61)> , and
200 K7 Sy _1¢5 (dgp — 1))
K, = exp(Vr,tinit) sup Fo(a', tinit) | + Ods T L i :
o/ €ERIP | |2/ |>catinit kP (c2 — cp)de
Then, for every t in [tinit, +00), the following inequality holds:
(4.40) sup Fo(z,t) < K, exp(—vg,t).

xERYP | |z|>cat
Proof. According to inclusion (4.38) and to inequality (4.32) of Lemma 4.7, for all x in
R,

O Fo(,1) + v Folat) < Kz, /B oy (R0l =y dy
c1

< K}_Oe—ﬁom erolyl dy
o B(c1t)

cit
= Kz e ol / Sdsp_lrdsf’_le"”or dr
0
cit
= K]:Oe_’mdesp_l(clt)dsp_l / e™" dr
0

1
= K;Oe_ﬁo‘xlsdsp_l(clt)dSP_l— exp(kocit),
Ko
so that, if in addition it is assumed that |x| is not smaller than cat, then
Kr,Sa., -
) < FoPdsp 1(

clt)dsP’_1 exp(—ro(c2 — c1)t) .
Ko

(4.41) 0 JFo (.T}, t) + I/]:O.;E()(J}, t

For every z in R%® such that |z| is not smaller than catinit, and for every time ¢ in the
interval [tinit, z/c2], let us introduce the quantity

(4.42) Go(x,t) = exp(vr,t)Fo(z, 1),

so that
Go(z,t) = exp(Vr, t) (O Fo(z, t) + Vi Fo(x,1)) .

It follows from inequality (4.41) that
6tgo (xa t) S

KrySa,,—1
exp(Vg,t) <(1/f0 —vr)Folz, t) + ——2—

Ko (Clt)dsp*]- eXp(—/io(CQ — Cl)t)> .
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Since according to the coercivity inequality (4.30) of Lemma 4.6 the quantity Fo(z,t) is
nonnegative, it follows from the definition (4.39) of v that

Kz, Sa,,-1 Ko(c2 — Cl)t>

(4.43) hGo(z,t) <
Ko

(cxt)™ " exp (_ 2

and thus, integrating this inequality between ti,; and ¢, it follows that
KrySa.-1 a1 [T ko(ca — ¢
Go(z,t) < Go(, tinst) + Mcilsr) 1/ (") exp (_0(21)t'> dt’

R0 tinit 2

/ /
< exp(Vz, tinit) sup Fo(@', tinit)
@ ERYP o/ | > cotinit

K7 Sa-1 dyy—1 2 dsp oo
e () / =17 dr .
Ko ko(c2 — c1) 0

According to (3.19), the quantity at the right-hand side of this last inequality is equal to
the quantity K introduced in (4.39). Thus it follows from the definition (4.42) of Gy(z,t)
that inequality (4.40) holds. Lemma 4.8 is proved. O

Proof of Lemma 2.6. Let us assume that the solution (x,t) — u(x,t) under consideration
is stable close to m at infinity (Definition 2.1), and let ¢ denote a positive quantity, larger
than than the invasion speed cipy|u]. Let us write

1
co =c and ¢ = §(c+ Cinv[u]), sothat cnyv[u] < <co.

According to Definition 2.2 of ¢iny[u], there exists a positive time tin;; such that, for every
time ¢ greater than or equal to i,

(4.44) EEsc(t) C B(Clt) s

so that assumption (4.38) of the previous Lemma 4.8 is fulfilled. The conclusion (2.2)
of Lemma 2.6 follows from the conclusion (4.40) of Lemma 4.8, the coercivity (4.30) of
Fo(+,+), and the bounds (3.5) on the solution. Lemma 2.6 is proved. O

5 Asymptotic energy

As everywhere else, let us consider a function V in C?(R%t, R) satisfying the coercivity
hypothesis (Heoerc)-

5.1 Definition, proof of Proposition 2.7

Proof of Proposition 2.7. Let m be a point of M, and let (z,t) — u(x,t) be a solution
of system (1.1) which is stable close to m at infinity. For every positive quantity ¢ and
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every positive time ¢, with the notation VT and u introduced in (4.2) and the notation
Ef(x,t) introduced in (4.28), let

E(t) = Ef(z,t) dz,
B(ct)

(5.1) and Dc(t):/ ol (1) d,
B(ct)

and Bc(t):/ Ef(z,t)dz.
OB(ct)

It follows from system (1.1) that, for every positive time ¢,
(5.2) EL(t) = —De(t) + cBe(t) .
According to Lemma 2.6, for every positive quantity ¢’ larger than ciny[u], the quantity

(5.3) sup

z€RYP | |z|>c't

UT(iL',t)‘

goes to 0 at an exponential rate as ¢t goes to +00. And according to the bounds (3.5),
the same is true for the quantity

(5.4) sup Voul(z, t)‘ .
z€RIP |z|>c't

It follows that, if ¢ is positive larger than ciny[u], then B.(t) goes to 0 as t goes to +oc.
As a consequence, the quantity

Easympt 1] = lim inf E.()

t——+o0

is in {—oo} UR and &.(t) goes to Eusympt[u] as t goes to +o00. The convergences at
exponential rates of the quantities (5.3) and (5.4) also show that, for every couple (¢, ¢)
of positive quantities both larger than ciyy[u], the difference

Ee(t) — Exr(t)

goes to 0 as t goes to +o0o. In other words, the limit E,gympt[u] does not depend on the
choice of ¢ in the interval (cinv [u], +oo). Proposition 2.7 is proved. O

5.2 Upper semi-continuity, proof of Proposition 2.9

Proof of Proposition 2.9. Let m be a point of M, let (upn)nen denote a sequence of
functions in the set Xgtapb-infty () of initial conditions that are stable close to m at infinity
(sub-subsection 2.2.2), and let ug o denote a function in Xgab-infty(m) such that

|uo,m — 0,00l y = 0 as n — +o00.
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The goal is to prove that

(5-5) gasympt [uo,oo] > lim sup gasympt [UO,n] .

n——+00
For every n in N U {oo}, let uy(-,-) denote the solution of system (1.1) with initial
condition wg ,, and let us introduce the “normalized” solution uf (-,-) and the function
ql(-,-) defined as

n

1
uiz(xvt) = U(.’E,t) —m and qT (I‘,t) = §UL(IE,t)2 )

and let us define the potentials V1 and V¥ as in (4.2) and sub-subsection 4.2.2. Let
us introduce three positive quantities § and 0’ and 6” with the same properties as in
sub-subsection 4.2.1. According to Proposition 3.1, there exists a positive quantity
Riax 00 such that, for every ¢ in [0, +00),

sup ulO(x,t)‘ < Rmax,c0 — 1

zERP
and since ug~, was assumed to be stable close to m at infinity, there exist positive
quantities tinix and rgEgeinit Such that

sup ‘ulo(x,tinit)‘ <94.
zeRdsp |x|ZTEsc»init
By continuity of the semi-flow (S;);>¢ of system (1.1) with respect to initial conditions
in X, there exists ng in N such that, for every integer n greater than or equal to ny,

(5.6) sup
z€RsP
(5.7) and sup IUL(CE, tinit)‘ <d.

xERdSp ‘$| ZTEsc—init

UIL(QZ, 75init)‘ < Rmax,oo ,

Let us define the quantities A, Reoerc, V5 ¥, @max, Cno-esc, and the functions N and no(+)
as in subsection 4.2, together with the functions 7(-,-) and 7(-,-) with the parameter ¢
chosen to be equal to cpo-esc. Finally, let us introduce the function

7 RE X [tinig, +00) = R, (x,t) = Gz, t — tinit) -

According to Lemma 4.2, for every n in N U {oc}, the function ¢f(-, ) is a subsolution
of system (4.10); and according to Lemma 4.3, the function 7 is a supersolution of
the same system. And it follows from inequalities (5.6) and (5.7) that, for every n in
{no,no +1,...} U {oc} and for every x in R%»,

QZL(% tinit) < 7(z, tinit) -

It follows that, for every time ¢ greater than or equal to ti,;, the same inequality still
holds at time t; that is, for every n in {ng,no + 1,...} U {oo} and for every z in R%»,

(5.8) qf (z,t) < 7z, t).
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Let us introduce the quantity
d = Cno-esc + 1,

and, for every n in NU {400} and ¢ in [0, +00), let us introduce the quantities
8C/’n(t) and Bclyn(t)

defined exactly as in (5.1) for the solution u,, and the parameter ¢’. It follows from (5.2)
that

, +o00
(5.9) Easympt[Uo.n] — En(t) < c t By n(s)ds.
Besides, it follows from inequality (5.8) and from the definition of the function 7(-,-)
that, for every n in {ng,no +1,...} U {oo}, the quantity

sup ‘UL(I, t) ‘
TERYP |z >ct

goes to as t goes to 400, at an exponential rate and uniformly with respect to n in
{no,no +1,...} U{oo}. And thus, according to the bounds (3.5), the same is true for
the quantity

Vul (z,1)

sup

TERYP |z >ct
and thus the same is true for the quantity By ,,(t). As a consequence, there exist positive
quantities v and K such that, for every n in {ng,no + 1,...} U {oo} and for every ¢
greater than or equal to tiy;t,

+o0
By y(s)ds < K exp(—vt).
t

Thus it follows from inequality (5.9) that, for every n in {ng,no +1,...} U{oo} and for
every t greater than or equal to i,

EC’JL (t) > gasympt [Uo,n] - K GXp(—Vt) .

Passing to the limit as n goes to +o0, it follows from the continuity of the semi-flow
(St)t>0 of system (1.1) with respect to initial conditions in X that, for every ¢ greater
than or equal to tinit,

C/

(t) > lim sup Easympt [to,n] — K exp(—vt) .

n—-+o0o

Finally, passing to the limit as time goes to 400, inequality (5.5) follows. Proposition 2.9
is proved. O
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6 No invasion implies relaxation

6.1 Definitions and hypotheses

As everywhere else, let us consider a function V in C?(R%t, R) satisfying the coercivity
hypothesis (Heoerc). Let us consider a point m in M and a solution (x,t) — u(x,t) of
system (1.1). In this section it will not be assumed that the solution stable at infinity,
but that it satisfies, instead, the following (less restrictive) hypothesis (H, ). The more
general statement issued from this setting is appropriate to be applied (in the radially
symmetric case [43]) to the behaviour (relaxation) of a solution behind a chain of fronts
travelling to infinity (in space).

(H,.,,) There exist a positive quantity cpom and a C!-function

hom
Thom : [0, +00) = [0, +00) satisfying 7}, (t) = Chom as t— +oo
such that, for every positive quantity L,

sup |u(z,t) —m| -0 as t— +oo.
2ERDP, hom (1)~ L<|2| <rhom () +L

If the solution (z,t) — u(z,t) is stable close to m at infinity then hypothesis (Hy )
holds (for every positive quantity cpom larger than the invasion speed of the solution and
a function ryoy defined as t — cpomt), but the converse is not true. For every nonnegative

Rdst

R

Figure 6.1: Illustration of hypothesis (H, ) and of the notation 7hom(t) and chom and
rEsc(t) (for simplicity the figure is made with a space dimension dg, equal to 1, although
in the paper dgp, is assumed to be not smaller than 2).

time t, let us denote by rgg.(t) the supremum of the set
r € [0, rhom(t)) : sup lu(z,t) —m| > dpsc(m) ¢ ,
zERYBP | |z|=r

with the convention that rge(t) equals 0 if this set is empty (see figure 6.1). Let us
assume that the following “no invasion” assumption holds.

TEsc (t)
t

(Hioinv) — 0 as t — +o0.
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6.2 Statement

Recall (see sub-subsection 2.3.2) that, for every positive quantity r, B(r) denotes the
(open) ball of radius r and centred at the origin in R%». The goal of section 6 is to prove
the following theorem, which is a variant of conclusion 1 of Theorem 1 in the slightly
more general setting considered here.

Theorem 2 (no invasion implies relaxation). Let V' denote a function in C?(R%t R)
satisfying the coercivity hypothesis (Hepere). Then, for every point m of M and every
solution (z,t) — u(z,t) of system (1.1) satisfying hypotheses (Hy ) and (H ), the
following conclusions hold.

no-inv

1. There exists a nonnegative quantity Eres-asympt (U] (“residual asymptotic energy”)
such that, for every quantity ¢ in (0, Chom),

/B(Ct) (; \qu(:v,t)|2 + V(u(z,t)) — V(m)) dr — Eresasympt[U]  as t — +00.

2. The quantity
sup lug (2, t)|
reEB (Thom (t))

goes to 0 as time goes to +00.

3. For every quantity ¢ in (0, chom), the function

t— / uy(z,t)% dx
B(ct)

is integrable on a neighbourhood of +oc.

Remark. Conclusion 3 of this theorem is somehow redundant with conclusion 1, therefore
it could have been omitted in this statement. The reason why this additional conclusion
3 is added to the statement above is that this turns out to be convenient in the proof of
the main result of the companion paper [43] (see Proposition 5.1 in this reference).

6.3 Relaxation scheme in a standing or almost standing frame

6.3.1 Set-up

Let us keep the notation and assumptions of subsection 6.1, and let us assume that
the hypotheses (Heoere) and (H,,,) of Theorem 2 hold. According to Proposition 3.1
and Corollary 3.2, it may be assumed, up to changing the origin of time, that, for all ¢ in
[0, +00),

(61) HJ" = ’LL(LE7 t)HLoo (RdSP,Rdst) < Ratt,oo

(6.2) and |z — u(x,t)

”Hil (Réep Rt < Ratt,1,ul -

Let us introduce the “normalized potential” V1 and the “normalized solution” u! defined
in (4.2).
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6.3.2 Notation for the travelling frame

Let ¢ denote a vector of R%r. It may be written as
c=|d,

where 7 is in R%» and its euclidean norm is equal to 1. Actually the choice of 7@ will be
of no importance, thus this vector may very well be chosen as (1,0,...,0).

Let us consider the solution viewed in a frame travelling at velocity ¢, that is the
function (&,t) — v(£,t) defined for every ¢ in R%r and nonnegative time ¢ by

v(€,t) = ul(z,t) for z=ct+€.
This function is a solution of the differential system
vy — - Vev = —VVTi(0) + Agv.

In the forthcoming calculations, the notation r is used to refer to |z| and p to refer to |¢].

6.3.3 Choice of the parameters to define energy and firewalls

Let x (rate of decrease of the weight functions) and cqy (speed of cut-off radius) be
positive quantities, small enough so that
1 K(dspk + Ceut) - Amin (M)

1
< 3 and  Wep K Ceut < 1 and 5 < 3

(6.3) wen/ﬁ(% + g)

Conditions (6.3) will be used to prove inequality (6.28) on page 37. These quantities
may, for instance, be chosen as

1 )\min (m)
\/ Wen ’ 4\/ dsp

Let us assume that

Amin (M) Chom) .

1
6.4 = mi
(6.4) & mln( W 1 —

) and  ceut = min(

and |c] < % and ¢ < Cout |

(6.5) lef < 5

)\min (m)
4

According to hypotheses (H, ) and (H,__,,,) and to the value of the quantity ¢yt chosen
above, there exists a nonnegative time 7' such that, for every time ¢ greater than or equal
to T,

1 11
(6.6) TEsc(t) < 6ccutt and  rhom(t) > gccutt.
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77bscalaur,— (pu t) Xscalar (pv t) 77bsca1a1r,—+- (pa t)

Figure 6.2: Graphs of functions p — Xscalar(p,t) and p — Uscalar,+(p,t) and p —
wscalar,— (p¢ t) :

6.3.4 Localized energy

Let us introduce the function (p,t) — Xscalar(p, t) defined on R x [0, +00) as

L if ‘,0‘ S Ccutt
exp(—/@(|p\ - Ccutt)) if ‘,0‘ > Ceutl,

Xscalar(pat) = {

see figure 6.2; and let us introduce the functions (£,t) — Xstand(§,t) and (&, t) — x(&,t)
defined on R%» x [0, +00) as

(67) Xstand (57 t) - Xscalar(|§| 7t) and X(§7 t) = exp(c : f)Xstand(gv t) .

In this notation the index “scalar” refers to the scalar argument of the function, and
the index “stand” refers to the fact that ygana €quals x when the velocity ¢ vanishes
(“standing” frame). For every nonnegative time ¢, let us introduce the following “localized
energy”:

(6:5) &0 = [, x6.0(5 IVerl&.0F + Vi(uis.0) ) de.

6.3.5 Time derivative of localized energy

For every nonnegative time ¢, let us introduce the “dissipation” defined as
(6.9) D) = [, x(&Dule 0 ds.

Lemma 6.1 (time derivative of localized energy). For every nonnegative time t,

(6.10) Et) < _%p(t) + K/ Ceut + K

x( Vevl® +ccutVT(v)) de .
R%P\ B(ceutt) 2

Proof. Tt follows from expression (3.9) on page 10 (time derivative of localized energy)
that, for every nonnegative time t,

6.11)  £(t) = —D(t) + /]R [Xt(; Veol? + vf(v)) + (xe—Vex) - Veu- vtl dc .
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It follows from the definitions of xstanqg and x that:

0 if |€| S Ccutt
Xt(fa t) = .
keetX(§,t) i [§] > ceutt,
and
VEX =xc+ ec.EVEXstand thus xc — VEX = _ec'£v§Xstand >
and
0 if ‘§| < ceutl
\Y X nd(gat) = .
SAsa _5|§|Xstand(£at) lf |§| 2 Ccutta
thus
O lf ’£| S ccutt
XC—V X)(f,t): .
(xe = Ve CENED €2 Gt
Thus it follows from (6.11) that
(1) = —D(t) + ,@/ N cwt<1 Veol? + VT(U)) + 5 Vevow] de
R0\ B(const) 2 €]

1 9 + )
< — - V \VTTR .
D(t) + K /dsp\ st X lccut (2 |§7§’U| + (U) + | £V ’Ut|] d€

Using the polar inequality
1 K2
R |Veu-v| < Sof + 5 [Veol?
2 2
inequality (6.10) follows. Lemma 6.1 is proved. O

6.3.6 Firewall function

A firewall function will now be introduced to control the last term of the right-hand side
of inequality (6.10) above. First let us introduce the functions ¥scalar,— and Yscalar,+ and
Pscalar defined on R x [0, +00) as
Q;Z)scalar,—(rv t) - eXP(—“ ’_Ccutt - T|) ,
and stcalar,Jr (7‘7 t) = eXP(—/‘G lccutt - T’) 5
and wscalar(rv t) = wscalar,Jr (T‘, t) + wscalar,f (T‘, t) ’

see figure 6.2, and the functions (&,t) — stana(&,t) and (§,t) — ¥ (&,t) defined on
R9%» x [0, +00) by

(6-12) Q/)stand(& t) = ¢scalar(|£| ,t) and ¢(£a t) = ec~§ T;Z)stand(& t) .
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The meaning of the indexes “scalar” and “stand” is the same as for the notation involving
the symbol “x” in sub-subsection 6.3.4. Observe that, for all £ in R%» \ B(ceust),

(6.13) X(&:t) <Y(&,t)

(although the difference is tiny). The definition of ¥ca1ar as the sum of the two functions
Yscalar,— and Ygcalar 4 is more convenient than if ¢scatar (7, t) was defined as the supremum
of these two functions (it avoids a singularity at » = 0, which would induce a inconvenient
Dirac mass of positive weight at Opas, for the Laplacian of 1, see for instance expression
(3.10) on page 10).

Let us introduce the “firewall” function defined, for every nonnegative time t, as

(6.14)  Fy=[ w0 [w@ Veo(&, t)?2 + v @(g,t))) + ;U(&ﬂ e .

R%p

6.3.7 Energy decrease up to firewall

Lemma 6.2 (decrease up to firewall for localized energy). There exists a nonnegative
quantity Ke 7, depending only on V and m and dsp, such that, for every nonnegative
time t,

(6.15) £(t) < —%D(t) + Ke 7 F(1).

Proof. Since x takes only nonnegative values, it follows from (6.10) that, for every
nonnegative time ¢,

, 1
(6.16) £'(t) < —5D(t) +H/

(Ccut + K
X
RSP\ B(ceutt)

1
2 t 2
S Vel 4 con (V1) + 5 —0?) ) .

Wen

It follows from inequality (4.24) on page 20 derived from the definition of we, that the

quantity
v =
2Wen Wen

VT(U) + (wenVT(v) + %1}2)

is nonnegative; as a consequence, inequality (6.16) remains true if the following three
changes to the integral of the right-hand side are made:

e in the integrand the factor c.y is replaced by the larger factor ccyt + k&,

e Y is replaced with 1,

« the integration domain is extended to R%» (after y is replaced with 1)).
After these three changes inequality (6.16) reads:

(6.17) ') < —%D(t) T "W

F(t).
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Thus, introducing the following quantity (depending only on V' and m and dgp):

Ker= F{Ceut 1 1) ;
Wen

inequality (6.15) in Lemma 6.2 follows from inequality (6.17). Lemma 6.2 is proved. [

Remark: according to the definitions (6.4) of x and ccy, Lemma 6.2 and inequality
(6.15) still hold if the quantity K¢ r is chosen equal to 2/ w2, which depends only on

en’
V’; thus the dependence of K¢ 7 on m and dgp, could be removed from the statement of

Lemma 6.2 (this change would have no implication on the following).
6.3.8 Firewall linear decrease up to pollution
For every nonnegative time ¢, let

EEsc,stand(t) = {$ € Rdsp : ]u(x,t)| > 5ESC(m)}
and ZEsc,trav(t) = {5 € RdSP : ’U(f, t)| > 5Esc(m)} :
According to the notation of sub-subsection 6.3.2, for all z and ¢ in R%» satisfying

r=ct+§,
HARS EESC, stand(t) — g € EEsc,trav(t) .

Lemma 6.3 (firewall decrease up to pollution). There exist positive quantities vy and
Kr, depending only on V and m, such that, for every nonnegative time t,

(6.18) F(t) < —vrF(t) + Kr /E o VED

Proof. According to expressions (3.9) and (3.10) on page 10 for the time derivatives of
localized energy and L? functional, for every nonnegative time t,

F(t) = /R . ld)(wenvf —v-VVTi(0) - |V§v|2> + Wenthy (% IVev)? + VT(U))
(6.19)
+ Wen (e — Vetp) - Vev - v +

Y+ Agp —c- vﬂ/’yz de
5 )

The proof of Lemma 6.3 resumes after the statement and the proof of the following
intermediary result.

Lemma 6.4 (bounds on combinations of derivatives of the weight function ). For every
nonnegative time t and for all & in R%»,

(620) ’wt(é.v t)’ < Hccut¢(§7 t) )
(6.21) and [Ye — Ve < K,
(6.22) and Agp — - Vep < k(dspk + |c|) .
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Proof of Lemma 6.4. For every nonnegative time ¢ and for every real quantity 7,

|8t¢scalar,i (r7 t)| - "iccutz/}scalar,i (7’, t) 5

thus
|at¢scalar (7‘7 t)| < HCcutwscalar(ra t) >

and as a consequence, for every ¢ in R%p,

‘8t1/}stand(€7 t)| < ﬁccutd’stand (67 t) y

and (6.20) follows. Besides, it follows from the definitions (6.12) of 1stang and ¢ that

Ve = e+ e Vethgand  thus e — Verh = —e“*Vethstand

and that
ﬁ(wscalar,-f—(’ﬂ 7t) - wscalar,—(|§| 7t))é’ if |§’ < Ceutt
vfdjstand (f;t) = 5
- ’ﬂ/}stand(a t)m if |§’ > Ceutl,
and as a consequence, for all ¢ in R%»,
(623) |v§¢stand (57 t)‘ < ’ﬁbstand (5) t) s

and (6.21) follows. Besides, it again follows from the definitions (6.12) of 9stang and
that

Ag’(/) =C- Vg@[) + 60'5(6 . v§’¢15tand + quz}stand)

(6.24) e
thus Agw —C- V51/J =€ (C : vfwstand + Afwstand) )
and that
9 dsp — 1
(625) Aﬁwstand(ga t) = arwscalarﬂg’ 7t) + |§‘ 8Twscalar<‘§’ 7t) .
For all p in R,
(626) agwscalar(p; t) S HQwscalar(pa t)

(indeed the difference 6§wsca1ar(p, t) — K2scatar(p, t) is made of two Dirac masses of
negative weight, at +ccyt for the argument p). On the other hand,

eflp—cenit) 4 or(—p—coutt) — 9 o—hceurt cosh(kp) if p<ceut

e~ filp—ceust) 4 gh(—p—ceutt) — gp—rp cosh(kceytt) if p> coutt,

wscalar(pat) = {
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and as a consequence,

k sinh(kp) _ 2 tanh(kp) <k i p< ot
(6.27) OpPscatar(p; 1) _ ) pcosh(kp) kp out
Pscalar (P05 1) _F <0 if p>ceutt.
=
It follows from (6.25) to (6.27) that, for all £ in R%»,
Afwstand (57 t) < dspﬁ2wstand (57 t) )
and according to (6.23) and (6.24), (6.22) follows. O

End of the proof of Lemma 6.3. It follows from inequality (6.19) and from Lemma 6.4
that, for every nonnegative time ¢,

1
F(t) :/d w[—wenv? —v-VVTi(0) - |V5v\2+wenﬁccut<§|V5v|2+ |VT<U)D
R%p

k(dspk + |c| + ceut)
2

+ Wenk |Vev - ve| + U2‘| dg .

Using the inequality
2 K2 2
Wen kK fvgv : 'Ut‘ < WenV; + wcnz |va| s

it follows that

G [(’wen/ﬂ(ccm + E) — 1) IVev)* —v- VVT(v)

K(dspk + |c| + ceut)
+ 2

112] e,

and according to the conditions (6.3) and (6.5) on page 31 satisfied by we, and k and
ceut and ¢, it follows that

Y [—; Vev)* —v-VVT(v) + % ‘VT(U)‘ 1 dmin(m) vﬂ d§

6.28)  F(1)< / .

R9sp

Let vx be a positive quantity to be chosen below. It follows from the previous inequality
and from the definition (6.14) of F(¢) that

F () +veF(t) < /

R%sp

w[ - %(1 — vF wen) [Vev[” — v - VVI(v)
(6.29) ) T (M) VE\
+ (5 +vrwa) V@) + () 4 222 g,
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In view of this expression and of inequalities (3.15) and (3.16) on page 11, let us assume
that v is small enough so that

)\min(m) .

< )
- 8

1
(6.30) VFWen <1 and vrwen < 1 and V?]:

the quantity vx may be chosen as

1 )\min (m) ) '

v :min<
7 dwe,’ 4

Then, it follows from (6.29) and (6.30) that

6.31)  F)+vrF() < /

Rdsp

Y {—v Vi) + % Vi) + Amijl(m)v?} dé .

According to (3.15) and (3.16), the integrand of the integral at the right-hand side of
this inequality is nonpositive as long as £ is not in X trav(t). Therefore this inequality
still holds if the domain of integration of this integral is changed from R to Ygc, trav(?)-
Thus, according to the uniform bound (4.1) on page 12 on the solution, if Kr is chosen
as the quantity K, defined in (4.37), then inequality (6.18) follows from (6.31) — with
the domain of integration of the integral on the right-hand side restricted to Xggc, trav(t)-
This finishes the proof of Lemma 6.3. O

6.3.9 Control over the pollution in the time derivative of the firewalls

The following lemma calls upon the notation 7" introduced to state inequalities (6.6) on
page 31.

Lemma 6.5 (firewall linear decrease up to pollution, continuation). There exists a
positive quantity K-, depending only on V' and m and dsp, such that, for every time t
greater than or equal to T,

(6.32) F(t) < —vrF(t) + Kpexp(— ”C;“t t).

Proof. Let t denote a time greater than or equal to T'. According to the definition of
TEsc (t)a

(6.33) Shse,stand () C B (rmse(t)) U (B* \ B(ruom(t))) .

thus
See, rav(t) © B(rise(t) + e[ £) U (R \ B(ruom(t) — le]1))

Since according to the conditions (6.5) on page 31 the quantity |c| is not larger than
Ceut /6, it follows from inequalities (6.6) that

Ccut SCeut
t and

rEse(t) + |c| t < t < Thom(t) — |c|t,
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thus

2Esc, trav(t) - B(C(:;t ) [Rdsp \ B(chut >:| '

As a consequence, it follows from inequality (6.18) of Lemma 6.3 that
FO)+vrF®)< [ wEnde+ Nr'S
B(CT‘“t) RdSP\B<%‘“t)

According to the definition of 1,

9elellel=rlcaut=le) g0 ¢ ¢ B( cut )
3

2@|C\'|f\+ﬁ(ccutt—|5\) for ¢€ RY%p \ B(5Ccut ) .
3

It follows from these upper bounds that (with the notation of sub-subsection 3.4.3)

Y(E,t) <

EF () + vrF (1) < 280, 1 (Teontrelt) + Toeriph (1))

where

Ccut ¢

_ Acout 3 _
Icentre(t) = e 2 t/o pdsp le(ﬁl“r‘c‘)p dp

and  Tyeron(t) = € "5 oo G
perlp SCcut ‘ .
All what remains to be done is to prove that the two quantities Zeentre(t) and Zperipn(t)

are bounded from above by quantities depending only on V' and m and ds,. On the one
hand,

_“;utt(ccuttfspfl 1 (e e
3 K+ |c| ’

and since according to the assumptions (6.5) the quantity |c| is not larger than /4,

Leentre < €

1 /¢ dsp—1 _ KCcut
Icentre(t) < E( (;;lt t) e” iz !

4dsp—1
< 3 [maﬁ( TdsP_le_T}
RSP TE
4dsp—1
(634) = m . (dsp _ 1)dsp—1e_(dsp—1) .

On the other hand, writing p = (x — |c|)p in the expression of Zperiph () yields

3KCcut
— et

+
Tperiph(t) = ———— [~ e —le™P djp
periph (K — |C|)dsp P I

5(s—lc)ecut t
3

thus, with the notation of sub-subsection 3.4.3,

3KCcut t

_ 5teleDecus Seeut(k — |e])
Toaiph (1) = G oy (oo = DEeT 7 e, ().
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and since according to the assumptions (6.5) the quantity |c| is not larger than /20,

(dep — 1! _recur, 5(k — |ef)Ceut
Iperiph(t) < W 12 dsp—1 (f’f)

2dsp=1(d — 1) keen Ske,
< ( Sp ) e Cout ¢ edsp—1< 3CUtt).

(6.35)

Ksp
Both quantities (6.34) and (6.35) are bounded from above by quantities depending only

on V and m and dsp. Lemma 6.5 is proved. O

6.3.10 Nonnegativity of firewall

Lemma 6.6 (nonnegativity of firewall). For every nonnegative time t,
(6.36) F(t)>0.

Proof. Inequality (6.36) follows from inequality (4.24) on page 20 and from the definition
(6.14) of the firewall. O

6.3.11 Energy decrease up to pollution

Lemma 6.7 (energy decrease up to pollution). There exist positive quantities K¢ and vg
(depending only on V' and m and dsp,) such that, for every time t greater than or equal to
T,

1
(6.37) E't) < —§D(t) + Kgexp(—vg(t—T)) .

Proof. Let

. ( chut)
ve = min(vr, — =)

According to Gronwall’s inequality, it follows from inequalities (6.32) of Lemma 6.5 that,
for every time ¢ greater than or equal to T,

F(t) <exp(—ve(t—T))F(T)+ K}/Ttexp(—w:(t —3)) exp(—%s) ds

<exp(—vg(t—T) <]—"(T) + K% exp(_ HCQCut T) y

/Tt eXp<—(l/]: — ve)(t — 5)) exp (_(Hcgut _ yg) (s — T)> ds)

< exp(—ve(t—T)) (]-'(T) + K /t exp(—%(s - T)) ds)

T

4K}_~>
exp(—ve(t—T)).
p— p(—ve( )

6.38) < <}'(T) +
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According to the H&l—bound (6.2) on page 30 for the solution, there exists a positive
quantity Finit, depending only on V' and m and dsp, such that F(7T') is not larger than
Finit- Thus, introducing the quantity

4K
ngkaf<fmy+ f),

KRCcut

inequality (6.37) follows from inequality (6.38) and from inequality (6.15) of Lemma 6.2.
Lemma 6.7 is proved. O

6.4 Nonnegative residual asymptotic energy
6.4.1 Notation

Let us keep the notation and hypotheses of the previous subsection. For every velocity
c in R%® close enough to Ogdsp SO that conditions (6.5) on page 31 be satisfied, let us
denote by

v, and x©(,-) and E@() and E(Ecs)qtrav(-) and D(.),
and ¢©(.,.) and F()

the objects that were defined in subsection 6.3 (with the same notation except the “(c)”
superscript that is here to remind that these objects depend on ¢). For every such ¢, let

us introduce the quantity () [u] in {—oo} UR defined as

res-asympt

£l [u] = lim inf £©(¢)

res-asympt 15400

and let us call “residual asymptotic energy at velocity ¢” this quantity. According to
estimate (6.37) above, for every such c,

(6.39) Q) — £ [u] as t— +00.

es-asympt

6.4.2 Statement

The aim of this subsection is to prove the following proposition.

Proposition 6.8 (nonnegative residual asymptotic energy at zero velocity). The quantity
g

res-asympt (U] (the residual asymptotic energy at velocity zero) is nonnegative.

The proof proceeds through the following lemmas and corollaries, that are rather
direct consequences of the relaxation scheme set up in the previous subsection 6.3, and
in particular of the inequality (6.37) for the time derivative of the energy.
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6.4.3 Nonnegative residual asymptotic energy for small nonzero velocities

Lemma 6.9 (nonnegative residual asymptotic energy for small nonzero velocities). For
every nonzero velocity c close enough to Ogas, so that conditions (6.5) on page 31 be
satisfied,

(640) gr(ecs)—asympt [u] Z 0 .

Proof. Let ¢ be a nonzero vector of R%», close enough to Oga., so that conditions (6.5)
on page 31 be satisfied. For every nonnegative time t, according to the definition of £
(6.8) on page 32,

6(6) (t) = /]Rdsp X(C) (5, t) <; ‘V§U(c) (f, t)‘Q + VT (U(C) (5’ t))) df
> / XUE VT (g, 1)) de
2 /E@ X(E VT (€ 1) de .

Esc,trav(t)
Thus, considering the global minimum value of VT:

Vi = min Viu) <o,

min 4
uERsP

it follows that

N 2V [, X&) de

Esc, trav (t)

(6.41) = Vrjlin X (z = ct, t) de .

z:Esc, stand (t)

As already mentioned in (6.33), according to the definition of rgs.(t) and to the inequalities
(6.6) on page 31,

(6.42) Shse,stand (£) C B(rise(t)) U (R*? \ B(rom (1)) )
thus
E(t) 2 Vil (Teontre () + Tperiph (1))
where
jcentre(t) = / X(c) ($ — Ct, t) dx
B(rmsc(t))
d jeri t:/ (e) —t,td.
an periph (£) R\ B (rom(t)) X\“(x —ct,t)dx

All what remains to be done is to prove that the two (nonnegative) quantities Jeentre (%)
and Jperiph(t) go to 0 as t goes to +oc.
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e For every z in B(rgs(t)), according to the definition of x (6.7) on page 32,
X9(x — ct,t) < explc- (x — ct)) < exp(|e| - x| — ) < exp(|e| rEse(t) — 3t),
thus, with the notation of sub-subsection 3.4.3,

Jeentre(t) < eXp(|C| TEsc(t) — CQt) / dzx
B(TEsc(t))

2 TEsc () o
= eXP(|C| rEsc(t) —C t)/o Sdsp_l/r Sp dr

Sdsp —1TEsc (t) dsp
dsp

d 2 T'Es (t) Sds -1 TEsc(t) dsp
= 1S, exp<t<c + || ; )) d:p p )

Since according to hypothesis (H ;) the ratio rgs(t)/t goes to 0 as t goes to
+o0o and sine ¢ is not equal to Ogds, , it follows that Jeentre(t) goes to 0 as t goes to
+00.

= exp(|c| rpse(t) — cQt)

o For every z in R%» \ B(ryom(t)), according to the definition of x (6.7) on page 32,

X (@ —et,t) < exp(c- (x — ct) — k(|x — ct| — ceutt))
< exp(—(k — [e])(|2] — |e[t) + Kceutt)
<ex

p(—(k — le]) [z] + K(ceus + [c])t) -
It follows that, with the notation of sub-subsection 3.4.3,
+o0

Toesion(£) < exp((ceus + [c])?) / Su—1 7% exp(— (ks — |e])r) dr,

Thom (¢
or in other words, writing 7 = (k — |c|)r in the integral on the right-hand side,
Sa. 1 +00 d N
Toerioh (t) < exp(k(c +ct$/ Flso=1le=T g5
perip ( ) p( ( cut | ’) ) (Ku _ ‘C’)dSP (k—|c))hom (£)
(dsp — 1)! Sdsp—l

— (7 | exp[k(ceut + |e))t — (K — |¢[)Thom (t)] €dyy—1((KF — |¢])Thom(t)) 5

and since according to inequality (6.6) on page 31 the quantity rhom (¢) is not smaller
than 11ceyt/6 for t greater than or equal to T, and in view of the conditions (6.5)
on page 31 on ¢, it follows that Jperiph(t) goes to 0 as ¢ goes to +oo.

Lemma 6.9 is proved. O
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6.4.4 Almost nonnegative energy at small nonzero velocities

Corollary 6.10 (almost nonnegative energy at small nonzero velocities). For every
nonzero velocity ¢ close enough to Ogay, so that conditions (6.5) on page 31 be satisfied
and for every time t greater than or equal to T,

ﬁ%wz—fjmm—w@—ﬂy

Proof. This lower bound follows from the nonnegativity of Sr(gs)_asympt [u] (Lemma 6.9) and

the upper bound (6.37) of Lemma 6.7 for the time derivative of the energy £ (¢). [

6.4.5 Continuity of energy with respect to the velocity at c = Ogas,

Lemma 6.11 (continuity of energy with respect to the velocity at ¢ = Ogas, ). For every

nonnegative time t,
EQW) = QW) as c—0.

Proof. For every nonnegative time t,

FAC) (t) = /Rdsp X(O) (z,t) (; ’V;Ezﬁ(:n,t)‘2 + vt (uT(x,t))> dz ,

and, for every velocity ¢ close enough to Ogas, so that conditions (6.5) on page 31 be
satisfied (substituting the notation £ used in the definition (6.8) of £(-) with x),

1 2
€ () = /Rdsp X (ct + x,t) (2 'quT(ct + x,t)’ + V(ul(ct + z, t))) dz,

and the result follows from the continuity of x(°)(,-) with respect to ¢, the exponential
decrease to 0 of x(9)(z,t) when |z| — 400, and the H}-bounds (6.2) on page 30 for the
solution. ]

6.4.6 Almost nonnegative energy in a standing frame
Corollary 6.12 (almost nonnegative energy in a standing frame). For every time t
greater than or equal to T,
K
£O(t) > —2E e (Cup(t - T)) .
ve

Proof. This lower bound follows from Corollary 6.10 and Lemma 6.11. O

Proposition 6.8 (“nonnegative residual asymptotic energy at zero velocity”) follows
from Corollary 6.12.
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6.5 End of the proof of Theorem 2

Lemma 6.13 (integrability of dissipation in the standing frame). The function t — D) (t)
1s integrable on a neighbourhood of +oc.

Proof. The statement follows from Proposition 6.8 (“nonnegative residual asymptotic
energy at zero velocity”) and from the upper bound (6.37) on the time derivative of
energy. O

Lemma 6.14 (relaxation). The following limit holds:

sup lug(z,t)] =0 as t— +oo.
z€EB (Thom(t))

Proof. For every positive quantity L, it follows from inclusion (6.33) and the first
inequality of (6.6) and hypothesis (H, ) that, for every large enough positive time ¢,

1
ZESC,stand(t) CcB <GCcutt> (] RdSp \ B(T’hom(t) + L) .

Proceeding as in the proof of Lemma 4.8, it follows, using the notation Fy(-, -) introduced
in (4.29), that
sup Fo(z,t) -0 as t— +o0.
2€B (rhom (t)) \B(ceust)

As a consequence, according to the bounds (3.5) on the solution,

sup lu(z, t)] + |Veul(z, t)] + |Agu(z, t)| = 0 as t— +o0.
2€ B (rhom (1)) \B(ceut?)

Thus, according to system (1.1),

(6.43) sup lug(z,t)] =0 as t— +oo.
2€ B (rhom (1)) \B(ceut?)

It remains to prove that

sup  |ug(x,t)] -0 as t— +o0.
€ B(coutt)

Let us proceed by contradiction and assume that the converse assumption holds. Then,
there exists a positive quantity £ and a sequence (zp,t,)nen such that t, — 400 as
n — +o00, and such that, for every n in N,

(6.44) |ue(zn, tn)| > €.

According to (6.43), it may be assumed (up to dropping the first terms of the se-
quence (Zp,ty)nen) that, for every n in N; z,, is in the ball B(ceutt,). By compactness
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(Lemma 3.3), there exists an entire solution @ of system (1.1) such that, up to replacing
the sequence (z,t,)nen by a subsequence, with the notation of (3.6),

(6.45) D*Yu(xy + -ty +-) = D> as n— +oo,

uniformly on every compact subset of R%» x R. It follows from (6.44) and (6.45) that
the quantity |@;(0,0)| is positive, so that the quantity

[ ([ eesccora)

is also positive. This quantity is less than or equal to the quantity
1
liminf [ DO (t, + s)ds,
n—+oo Jo
which is therefore also positive, a contradiction with the integrability of t — D) (¢)
(Lemma 6.13). Lemma 6.14 is proved. O
The following lemma calls upon the notation £.(t) introduced in (5.1), and its proof
upon the notation ET(z,t) introduced in (4.28).
Lemma 6.15 (convergence towards residual asymptotic energy). For every quantity ¢

in the interval (0, chom ),

(6.46) Ea(t) — £V [u]

res-asympt
as time goes to 400.

Proof. Let ¢ be a quantity in the interval (0, chom ), and, for every nonnegative time ¢, let
us introduce the set

¥(t) = B(max(ceut, €)t) \ B(min(ceut, €)t)
and the quantity

SE(t) = EO (1) — £.(t) = / O, O)E (@, t)de + | E'(x,t)da.
R9P\ B(ceust) 2(t)

According to (6.39), the quantity £)(¢) goes to Er(gs)_asympt [u] as t goes to +00. As a
consequence, all what remains to be proved is that 0€(t) goes to 0 as ¢ goes to +00. Let

us introduce the integrals

It = | O, 1) [Bl (@, 1)| der,
B(rhom (£)) \B(ceust)
d t:/ O (z, ) |EY(z, )| dz,
and J(t) RdSP\B(rhom(t)) XV (z )‘ (z )‘ T
and KC(t) :/ ‘ET(w,t)) dx .
%(t)
According to this notation,
(6.47) |0E(t)| < Z(t)+ T(t)+ K(t).
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o It follows from the definition of rgs(t), from the first inequality of (6.6), and from
hypothesis (H that, for every large enough positive time ¢,

no—inv)
for every = in B(rpom(t)) \ B(ceutt), ’uT(x, t)’ < dgse(m),

so that, actually,
I(t) = / X(O) (x,t)ET(a:,t) de .
B(Thom(t))\B(Ccutt)
Thus, according to inequality (6.13),

) < | ¥ (2, 1) B (2, 1) do
B (Thom (t)) \B(Ccutt)

-

Wen J B(rhom(t)) \B(ceut?)

-

Wen J B (rhom (£)) \B(ceutt)

—FO),

en

¢(0) (x, t)wenET(:B, t)dx

<

1/1(0) (x,t) <wenET(az,t) + % ’uT(:c,t)2D dzx

<

so that, according to inequality (6.38), Z(t) goes to 0 as t goes to +oo.

o According to the bounds (6.1) and (6.2) on the solution, there exists a (positive)
quantity EJ __such that, for every real quantity = and every nonnegative time ¢,

E'(z,t) < EI .
It follows that
T < Bl [ Oz, t) do
R%P\ B (rhom(t))
“+00
= Bl / Sa,—17% L exp(—kK(r — cout)) dr
Thom(t)
+oo
= E;rnaxsdsp—l exp(ccutt) / TdSpil eXp(—/iT) dr
Thom(t)
ET XSds -1 —‘rOO —
= P exp(Coutt) / p*r~Lexp(—p) dp
K7sp rhom(t)
El . Sa.—1(dsp — 1)!
== p,idsp i exp (Ccutt — Thom (t)) *Cdgp—1 (Thom (t)) s

and it follows from the second inequality of (6.6) that J(t) goes to 0 as ¢ goes to
+00.
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e Since c is positive and smaller than cpom, it follows, proceeding as in the proof of
Lemma 4.8, that the quantity

sup Fo(z,1)
x€X(t)

goes to 0 at an exponential rate when t goes to +00. As a consequence, according
to the bounds (3.5), the same is true for the quantities

(6.48) sup |u(x,t)] and sup |Vyu(z,t)|,
z€X(t) z€3(t)

so that K(t) goes to 0 as t goes to +o0.
In view of inequality (6.47), Lemma 6.15 is proved. O
The following lemma calls upon the notation D.(t) and B.(t) introduced in (5.1).

Lemma 6.16 (integrability of dissipation, 2). For every quantity ¢ in the interval
(0, Chom), the function t — D.(t) is integrable on a neighbourhood of +o0o.

Proof. The conclusion follows from the limit (6.46), from equality (5.2), and from the
fact that, since the quantities (6.48) go to 0 at an exponential rate, the same is true for
the quantity B.(t). O

In view of Proposition 6.8 and Lemmas 6.14 to 6.16, Theorem 2 is proved.

7 Proof of Theorem 1

As everywhere else, let us consider a function V in C?(R%t, R) satisfying the coercivity
hypothesis (Heoere). Let m be a point of M and (z,t) — u(z,t) be a solution of system
(1.1) stable close to m at infinity.

7.1 Asymptotics of derivatives beyond invasion speed

The following lemma will be called upon in the next two subsections.

Lemma 7.1 (asymptotics of time derivative beyond invasion speed). For every positive
quantity c larger than ciny[u], there exists positive quantities V' and K'[u] such that, for
every nonnegative time t,

sup  (Jug(z, )| + |uge (2, t)| + |ue(z,1)]) < K'[u] exp(—2't).
z€RYP | |z|>ct

The quantity V' depends on V' and m and the difference ¢ — ciny[u] (only), whereas K'[u]
depends additionally on u.
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Proof. According to Lemma 2.6 and to the bounds (3.5) on the solution, the conclusion
holds for the quantity

sup  (fug (@, )] + [use (2, )]) ,
z€RIP | |z|>ct

and in view of system (1.1), the conclusion also holds for the quantity

sup lug(x, t)] .
z€RIP |z >ct

Lemma 7.1 is proved. O

7.2 Proof of conclusion 1 of Theorem 1

Let us assume that the invasion speed cjyy[u] is equal to 0. Then, introducing the function
Thom : [0, +00) — [0, +00) defined as

Thom (t) =t,

it follows from the definition of the invasion speed (Definition 2.2) that both hypotheses
(Hpom) and (H, ;) of Theorem 2 hold. According to Proposition 2.7 and to conclusion
1 of Theorem 2, the asymptotic energy defined in Proposition 2.7 is equal to the residual
asymptotic energy defined in Theorem 2, and according to conclusion 1 of Theorem 2 this
asymptotic energy is nonnegative. In addition, according to conclusion 2 of Theorem 2,

(7.1) sup |ut(z,t)] -0 as t— 4o0.
z€B(t)

Besides, it follows from Lemma 7.1 that, for every positive quantity ¢,

(7.2) sup  |ui(z,t)] >0 as t— 400,
x€RP\ B(et)

and the limit (2.4) follows from (7.1) and (7.2). Conclusion 1 of Theorem 1 is proved.

7.3 Proof of conclusion 2 of Theorem 1

Let us assume that the invasion speed ciny[u] is positive, and let Easympt [u] denote the
asymptotic energy of the solution (x,t) — u(x,t). The task is to prove that Esympt U]
equals —oo. Let us proceed by contradiction and assume that

(7.3) Ensympt[t] > —00.

7.3.1 Uniform convergence towards zero of the time derivative of the solution

The aim of this sub-subsection is to prove the following proposition.

49



Proposition 7.2 (the time derivative of the solution goes to 0 uniformly in space). The
following limit hold:

(7.4) sup |ug(x,t)] =0 as t— +oo.
zE€RsP

Proof. Let us introduce the quantity
€= Cinv[u] +1.

and let us use the notation VT and u! introduced in (4.2).

Objects similar to but different from some of them introduced in sub-subsections 6.3.4
and 6.3.5 will now be introduced. They will be denoted similarly, with an additional tilde
(““”) to avoid any confusion. Let us introduce the function (p,t) — Xscalar(p, t) defined
on R x [0, 400) as

1 if |p| <t
exp(—(lp| —1)) if |[p| >¢,
and let us introduce the function (£,t) — ¥ (&,t) defined on R%» x [0, +-00) as

(7.5) (57 t) = Xscalar(|£| ’t) :

X
Let us recall the notation ET(z,t) introduced in (4.28). For every nonnegative quantity
t, let us define the quantities

(7.6)  &(t) = /R L NEDE @)t and D) = / UE Dl (2, 0)2 dt

Rdsp

Xscalar(pat) = {

The continuation of the proof calls upon the following intermediary results.

Lemma 7.3 (time derivative of localized energy). For every positive time t,
= 1~ 2
(7)€ < —5D(t) + |

2@t (Va0 + V(1))

Rdsp\ B(t)

Proof of Lemma 7.3. Apply the proof of Lemma 6.1 substituting x and ¢yt with 1 and
¢ with 0. 0

Corollary 7.4 (integrability of the dissipation). The function t — D(t) is integrable on
[1,4+00).

Proof of Corollary 7.4. According to inequality (7.7) and to Lemma 7.1, the function
. 1.
t— E(t)+ 5D(t)

is bounded from above by a function going to 0 at an exponential rate as ¢t goes to +o00.
Besides, it follows from Proposition 2.7 and Lemma 7.1 that £(t) converges towards the
finite quantity Easympt|u] as t goes to +00. The statement of Corollary 7.4 follows. [

End of the proof of Proposition 7.2. The end of the proof of Proposition 7.2 is identical
to the proof of Lemma 6.14. O
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7.3.2 Contradiction with the positivity of the invasion speed

The following corollary of Proposition 7.2 calls upon the notation Fy(z,t) introduced in
(4.29).

Corollary 7.5 (the time derivative of the firewall goes to 0 uniformly in space). The
following limit hold:

(7.8) sup |0y Fo(x,t)) =0 as t— 4oo.
z€R%sp

Proof. Tt follows from equality (3.7) that, for every Z in R%® and for every positive time
t,

0, Fo(Z, 1) = /

Rdsp

(Tgwo (—wen(u:{)2 4+t u;r) — Wen VT30 - unT . ui) dr ,
and the conclusion (7.8) follows from Proposition 7.2 and from the bounds (3.5) on the

solution. ]

Lemma 7.6 (Fy(z,t) controls |u(z,t)]). There exists a positive quantity desc(m) such
that, for every = in R%e and for every time t greater than or equal to 1, the following
implication holds:

(7.9) Fo(z,t) < Sese(m)? = |u(z,t)] < dpse(m).

Proof. Implication (7.9) follows from the coercivity (4.30) of Fy(-,-) and the bounds (3.5)
on the solution (note that dgge(m) and desc(m) do not denote the same quantity). [

The following lemma calls upon the quantities vz, and Kz, introduced in Lemma 4.7.
Lemma 7.7 (control over pollution). There exists a positive quantity L such that the

following inequality holds:

(7.10) K7, Yo(2) dz < v,
R%p\B(L)

5esc(m)2
78 .

Proof. For every positive quantity L, using the notation introduced in (3.19),

+o00
/ Q;ZJO (.T) dx = / Sdsp_l exp(—,gor,«) dr
RP\B(L) L
Sds 1 —+o00 B
=& / p™r L exp(—p) dp
K/O koL
Sdp—1(dsp — 1)!
= d:) exp(—koL)eq,,—1(koL) .
Ko
Since this last expression goes to 0 as L goes to 400, the conclusion follows. 0
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Let us introduce the function 7jp : R — R defined as

5esc (m)2 5esc (m)2

— if p<0
o 5 5p P i p<0,
io(p) = e ()2
% if p>0,

see figure 7.1. Let ¢ denote a (fixed, arbitrarily small) positive quantity, let ¢, and

Sesc(m)?/2 0
/ 2 FO(I7 tinit) f}(‘/l’ tinit)
(595(: (m) /4 })/\g\—
’_\_/:/_\/\/\/‘\/_\ T
P —Tesc-init 0 Tesc-init
ext . Dint . ext

70

Figure 7.1: Graphs of the functions p — 7j9(p) (left) and x — 7(x, tinit) (right), illustration
of Lemma 7.8 (right) and of the sets Diy and Deyt at t equal to tinie (right).

Tesc-init denote two positive quantities to be chosen below, and let us introduce the
function

7R [tinge, +00) = R, (,8) > o (|2] = Tescoimit — €(t — tinit) ),
see figure 7.1.

Lemma 7.8 (choice of the quantities tinit and 7escinit). If the quantity tin is large
enough positive and if the quantity Tesc-init s also large enough positive (depending on the
choice of tiit ), the following inequalities hold: for every x in R%»,

(7.11) Fo(, tinit) < 7(z, tinit) ,
and, for every x in R%» and t in [tinit, +00),

5esc (m)2

(7.12) hFo(z,t) <c AL

Proof. The fact that inequality (7.12) holds, if ¢, is large enough positive, follows from
Corollary 7.5, and the fact that inequality (7.11) holds, if ¢, is large enough positive
and Tegcinit 1S large enough positive once ti,it has been chosen, follows from Lemma 7.1
and from the bounds (3.5) on the solution. O

From now on, let us assume that the quantities ti,jt and Tesc.init are chosen so that the
conclusions of Lemma 7.8 hold.

Lemma 7.9 (Fy(x,t) remains below 7(z, t) forever from time tinit on). For every time t
greater than or equal to tini,

Folz,s) < i(x,t)  for all x in R%>.
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Proof. Let us introduce the function
AR X [ting, +00) = R, (x,t) — Folz,t) — ij(z,t).

Proving Lemma 7.9 amounts to prove that this function is nonpositive on R%e x [0, +00).
Let us introduce the domains

Dy = {(fE,t) € R%P X [tinit, +00) : | < Tesc-init + (t — tinit)} ;
and 0Dy = {(m,t) € R*® x [tinit, +00) : |#| = Tesc-init + (t — timt)} ;
and  Dexi(t) = { () € R™ x [tinir, +00) : [2] > Tescrnit + €(t — tinit) |
The following observations can be made concerning the function A:
« according to inequality (7.11), it is nonpositive on R%p x {t;it};
e it is continuous on R%r x [0, +00);

e its partial derivative 0;A is defined on Ding U Dext;

o for every (z,t) in Diy, since, according to the definition of 7,

6esc(m)2

Oiy(z,t) =
it follows from inequality (7.12) that 0;A(x,t) is nonpositive.

o for every (z,t) in Deyt, according to inequality (4.32) of Lemma 4.7,

(7.13) 08w,) < —vr Fola,t) + Ky [ Totn(y)dy.

EEsc(t)
Let us proceed by contradiction and assume that the set
{t € [tinit, +00) : there exists  in R%® such that A(z,t) >0}

is nonempty. Let us denote by fexit the infimum of this set, which is a nonnegative
quantity, and let us introduce the quantity

L Sesc(m)?  esc(m)?
14 = — that < .
(7.14) 7=—, sothat Te—r" < 5

The following lemma conflicts the definition of teyy (and thus completes the proof).

Lemma 7.10 (A(:,-) cannot reach any positive value on R X [texit, texit + 7]). For every
x in R%»,

(7.15) Az, texit) <0,
and for every (x,t) in R5 X [texit, texit + 7],

_ 6esc (m)Z
8

(7.16) (A, t) > and (2,1) € ODint) —> OA(x,1) <0.
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Proof. Since the function A(-, ) is continuous, inequality (7.15) must hold (or else the
would be a contradiction with the definition of eyt ). Besides, since 0;A(x, t) is nonpositive
on Dy, implication (7.16) readily holds for (z,t) in Diy. It remains to prove that this
implication also holds when (x,t) is in Deyt.

Observe that, according to inequality in (7.14), to inequality (7.12), to inequality (7.9)
of Lemma 7.6 and to the definition of 7, for every (z,t) in Dexy with ¢ in [texit, texit + 7],

Ypse(t) N Bz, L) =0,
so that, according to inequality (7.13),
OA(z,t) < —vr,Fo(x,t) + Kfo/ Tato(y) dy
R%p\ B(x,L)
and thus, according to inequality (7.10) of Lemma 7.7,

OpA(x,t) < —vF, (fo(fc’t) - (sém)z> = —vF, <A(:E,t) - (Sém)Q> :

so that implication (7.16) holds when (x,t) is in Dext. Lemma 7.10 is proved. O

End of the proof of Lemma 7.9. 1t follows from Lemma 7.10 and from the continuity of
A(-,-) that A(z,t) remains nonpositive on R%P X [texit, texit + 7], a contradiction with
the definition of feyit. Lemma 7.9 is proved. O

It follows from Lemma 7.9, from the definition of 7j(-,-), and from inequality (7.9) that,
for every time ¢ greater than or equal to i,

Yise(t) C Ding(t) .

Then it follows from Lemma 4.8 and from the bounds (3.5) on the solution that the
invasion speed cipy[u] cannot be larger than c. Since the positive quantity ¢ was chosen
arbitrarily small, the invasion speed ciny[u] must be equal to 0, a contradiction (indeed
Cinv[u] was assumed to be positive, see the beginning of subsection 7.3). This shows that
inequality (7.3) cannot occur, in other words the asymptotic energy Easympt[u] must be
equal to —oo. Conclusion 2 of Theorem 1 is proved.
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