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Outils statistiques avancés, année 2017-2018

Examen du 29 mars 2018
Durée 2 heures

Avant de commencer a rédiger vos réponses, lisez avec attention ces consignes: Pour
tous les exercices, le code SAS (ou R) et les sorties associées sont sur les feuilles suivantes. Les
modeles (M1)-(M12) sont spécifiés sur la feuille avec le code SAS, mais aussi sur les sorties associées.
Sl faut faire des tests d’hypothése, ils sont a faire pour un seuil a = 0.05. Ecrire les hypothéses
tester, les statistiq}a__dgftit et leurs lois(si elles ont été faites en cours).

P )
Exercice 1. {’ Z é /I
Les données pour _cet exercice proviennent du package R AER. Le fichier Chinalncome.tzt contient
des mesures pour le revenu national réel en Chine par section, entre les années 1952 et 1988.

On veut modéliser, en utilisant le logiciel SAS, par un modéle de séries chronologiques la variable
commerce qui représente le revenu national réel dans le secteur du commerce. La variable ¢ représente
le numéro de 'observation.

D ) 1) Justifiez (test d’hypothése) pourquoi on utilise comme modéle pour commerce des séries chronologiques?

(modele (M1))

)~ 2) Le modele (M1) est-il stationnaire? Justification.
~3) Comment le modéle (M2) est-il obtenu? Est-ce que le modele (M2) est une série chronologique
0,7 (justification dans une phrase)? Est-ce que le modéle (M2) est stationnaire? (justification dans une
phrase)

4) La variable modélisée par le modele (M3), est-elle stationnaire? (Appuyez vos réponses, par des
/\ tests d’hypothése et des graphigues) Comment la vauable moclehsee par le modéle (M3) s'écrit fonction
- de la variable d’origine commerce? 8. g 7 J
O ', B) Pourquoi on a considéré les modeles (M4), (M5) et (M6)?
6) Donnez la forme du modéle statistique correspondant au modele (M4). Donnez les estimations des
¢~ paramétres de ce modele. Est-ce que ces paramétres sont significatifs? Est-ce que le modele (M4) est
/\, ) significatif? Est-ce que les résidus de ce 5r10de,le sont un b1u1t blanc? (. Justzﬁcz V08 reponse par des
tests d’hypothése, si faits en cours) &y ' D, 40, 2K+E).
/ 7) Donnez la forme du modele statistique couespondant au modele (M5). Donnez les estimations des
[ parametres de ce modele. Est-ce que ces paramétres sont significatifs? Est-ce que le modele (M5)
est significatif? Est-ce que les résidus de ce modeéle sont un bruit blanc‘7 (donnez moins de detazls

sachant qu’ils ont été déja donnés d la question précédente) &).7 T + 2% A0, »  F02) 4¢

b C
( 8) Donnez la forme du modéle statistique correspondant an modele (M6). Donnez les estimations
A7 des parametres de ce modeéle. Est-ce que ces parameétres sont sngmfica}lfs? (donnez moins de détails,
sachant qu’elles ont été déja donnés a la question 6). Q, 7K

% 9) Quel modele il faut choisir entre (M4), (M5), (M6)? Justifiez <r0t1'e réponse.

Exercice 2.
Les données pour cet exercice proviennent du package R survival et concernent 'un des premiers essais
réussis de chimiothérapie adjuvante pour le cancer du célon.
Le fichier colon.tzt contient des observations pour les variables suivantes: id, study, rz, sex, age, 0b-
struct, perfor, adhere, nodes, status, differ, extent. surg, nodef, time, etype, avec (seulement pour les
variables utilisées):
rz: le traitement, avec les valeurs: Obs(ervation), Lev(amisole), Lev(amisole)+5-FU

|‘\'



sex: 1=homme; O=femme ;

age: 'age ;

obstruct: obstruction du c6lon par une tumeur
perfor: perforation du colon

adhere: adhérence aux organes voisins

nodes: nombre de ganglions lymphatiques avec cancer détectable

time: jours avant I'événement ou la censure

status: statut de la censure

differ: différenciation de la tumeur (1 = bonne, 2 = modéré, 3 = médiocre)

extent: étendue de la propagation locale (1 = sous-muqueuse, 2 = muscle, 3 = séreuse, 4 = structures
contigués)

surg: temps écoulé entre lintervention chirurgicale et I'observation (0 = court, 1 = long)

node4: plus de 4 ganglions lymphatiques positifs

Les modeles considérés ont été réalisés avec le logiciel SAS.

1) Quelle fonction est modélisée par la courbe associée au modele (M7)? Commentez cette courbe.
2) Avec approximation, aprés combien de jours la censure se produit avec une probabilité de 0.67
3) Qu'est ce qu'on modélise par le modele (M8)? Ecrivez la forme statistique du modele (M8) et
répo)nde; aL%; questions suivantes:

Y A-dn N

1. comparez les modeles avec et sans les onze variables explicatives (par tests d’hypothése et indi-
cateurs quantitatifs). '

[A]

. quelles sont les variables significatives? (tests d’hypothése, détails pour une seule variable, pour
les autres donnez seulement la conclusion).

4) Pour le modele (M9) donnez sa forme statistique et les estimations de tous les parametres. In-
terprétez les EStlIIlatIOIlS\deS parameétres. 2 __';;_?.' +6) £, ,) ~ K

A
Exercice 3. (o, |7 |

Les données proviennent, dé I'adresse internet http://www.stat.ucla.edu/projects/datasets/ant-explanation. htmi

et concernent une etude sur les habitudes alimentaires des fourmis de chaume (Formica planipilis).
L'étude concerne différentes "stratégies” des colonies de fourmis pour optimiser 1'équilibre entre la
collecte de nourriture et 'exposition au risque. Les variables du fichier thatch.tzt sont:

COLONY': identifiant de la colonie de fourmis

DISTANCE: la distance jusqu’a 'entrée de la fourmiliére (en métres)

MASS: le poids (en milligrammes) d’une colonie de fourmis

HEADWIDTH : la largeur de bande maximale d’une colonie de fourmi

SIZE: la taille d'une colonie de fourmis. Cing valeurs sont considérées: "A” pour "< 30”7, "B” pour
"30 — 34", "C” pour "35 — 39", "D” pour 740 — 43" et "E” pour "> 43".

La variable MASS est modélisée dans cet exercice par trois modeles: (M10), (M11), (M12). Le
logiciel SAS a été utilisé pour les trois modéles. Le modeéle (M11) a été traité aussi avec le logiciel R.

1) Donnez la forme statistique du moclele \‘IlO) Il s'agit de quel type de modele? Il a été construit
sur combien d’observations?

- 2) Quelles variables ont une influence sur la variable MASS, modélisée par (M10)7

3) Donnez toutes les estimations des paramétres du modele (M10). Interprétez ces estimations.

/4) Donnez la forme statistique du modele (M11). II s’agit de quel type de modele?

[S]



A :(_ 5) Quelles variables ont une influence sur la variable MASS, modélisée par (M11)? Iy a-t-il des
" outliers qui ont été pris en compte par ce modele?
Q ,}-5/6) Donnez la forme statistique du modele (M12). 11 s’agit de quel type de modele?
-~ 7) Quelles variables ont une influence sur la variable MASS, modélisée par (M12)?
O 8) Les modeles (M11) et (M12) modélisent la méme variable dépendante en fonction des mémes
D, & ¢ variables explicatives. Obtient-on les mémes estimations des paramétres, donc a-t-on finalement le
méme modele?
0. / 9) Entre les modeles (M10), (M11), (M12) lequel est plus indiqué pour modéliser la variable MASS?

Justification.



%%%%%%%%%%%%%%%  MODELE (M11) AVEC R %%%%%%%%%%%%%%%%%%%%%
library{quantreg)

thatch=read.table('thatch.txt',6 header=T, sep=",")
attach(thatch)

size=factor(Size)
mll=rq(Mass~Colony+Distance+Headwidth+Size, tau=0.5)
summary(mll)

%% %% %% %% %%%%%%%  LES SORTIES POUR LE MODELE (M11) AVEC R %%%%%%%%%

Call: rqg(formula = Mass ~ Colony + Distance + Headwidth + Size, tau

tau: [1] ©.5
Coefficients:
Value Std. Error t value Pr{>|t])

{Intercept) -94.72789 9.69261 -9.77321 0.00000
Colony 0.38776  0.14008 2.76803 0.00573
Distance -0.37415 0.12354 -3.02859 0.00251
Headwidth 4.69388 0.34915 13.44356 0.00000
SizeB -3.77551 2.26425 -1.66744  0.09569
SizeC -3.89796  3.69478  -1.05499 0.29164
SizeD -1.12245  5.20967  -0.21545 0.82945
SizeE 2.46939  6.45855 0.38234 0.70227
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/* EXERCICE 1 */
data exol;

infile "ChinaIncome.txt" firstobs=2;

input agriculture commerce construction industry transport;

t= N ;

run;

proc arima data=exol;

identify var=commerce ; run; (M4)
identify var=commerce(l) ; run; Z
identify var=commerce(l,1) stationarity=(dickey=6); run; (/»125}
estimate p=1; run; (M4

estimate g=1; run; LMS))

estimate p=1 g=1; run; (_MGJ

quit;
/* EXERCICE 2 */
data exo02;

infile "colon.txt" firstobs=2 dlm=",";
input id study rx$ sex age obstruct perfor adhere nodes status differ extent surg
node4 time etype;
run;

proc lifetest data=exo2 plot=(s) notable;
time time*status(0); ( M 7—)
run;

proc phreg data=exo2; ;
class rx sex obstruct perfor adhere differ extent surg noded4 :
model time*status(@)=rx sex age obstruct perfor adhere nodes differ extent surg (-ﬁ’]éij
noded ;
run;
proc phreg data=exo2;
class rx sex obstruct perfor adhere differ extent surg noded ;
model time*status(@)=rx obstruct adhere nodes differ extent surg node4 ; (’/VQ Eq/)
run;

/* EXERCICE 3 */
data exo3;
infile "thatch.txt" firstobs=2 dim=",";
input Colony Distance Mass Headwidth Headwidthl Size$ ;

run;
proc univariate data=exo3 normal;
var mass ]

run;

model Mass = Colony Distance Size / s outp=prev;
random Headwidth / g s ;
run ;

proc mixed data=exo3 covtest;
class size; (M,{o)

proc quantreg data=exo3 plots=(reshistogram);
class size;
model Mass = Colony Distance Headwidth Size/ quantile=.5 diagnostics;
test Colony Distance Headwidth Size / wald; (;/Vﬁz%é
test Colony / wald;
test Distance / wald;
test Headwidth / wald;
test Size / wald;
run;

proc glm data=exo3 ;

class size;
model Mass = Colony Distance Headwidth Size/solution; (iﬁqq,féE)

run;
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The SAS System
The PHREG Procedure
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Analysis of Maximum Likelihood Estimates
| Parameter | Standars Hulrd‘
Parameter OF | Estimate |  Error | ChiSquars | Pr>ChiSq | Ratw | Label
et |2 V) Doy [ oisieo| 20937 | <ooor | 0405 exee2
extert |3 1 a3 | oims 67748 00092 0672 | extent3
g ‘D_ 1 375 | o ?-OT' 101735 opols | o783 im ] -
H\% nodet [0 V| e | oowss| 363 <0001 | 0538 naded0

The SAS System

The UNIVARIATE Procedure
Variable: Mass

Quantiles (Definition 5)

149 176 | e85
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Exercice 3

The SAS System
The UNIVARIATE Procedure
Variable: Mass
Moments.

N 185 | Sum Weights. 195
Mean 95232636 | Sum Obsenvations 12203
StdDeviation | 250269571 | Variance 785510324
Skewness 00160721 | Kurtosis Q1535407

1775659 9179327
Coefl Variation | 294209910 | StdErrorMean | 081075541

Basic Statistical Measures |
Variabiliy |

Std Deviation r:ag'
Variancs [ 7assios
Range | msmoou‘
Intercuartie Range | 3300000 |

Tesis lor Location: Mu0=0

Test Statistic P Value

Student'st |1 NT281 | Pray <0001
Sign M 5975 | Pro= || | <000t
SignedRank | S 357205 | Pr>us] | <00 |

Tests for Normality
Test Statistic P Value
Shapiro-Wilk. w J 0997163 | Prew 017

Kolmogorov-Smime | D 003003% | PraD 00100

Cramer-von Mizes WeSq | 0112342 | ProwSq | 00209

AndersonDading | ASq | 063303t | PraAse | 0073

Quantiles (Definition 5)
Level Quantile
100% Max 189
% 161
5% 142
0% 130
snQ "
50% Median %
5%Q1 7%
The SAS System
The Mixed Procedure
Model Information
DataSet WORKEXDY
Dependent Variable Mas3
Covarianca Structure Varance Componerss. |
Estimation Method REML |

Residual Vanance Method Profie

Fixed Effects SE Melhod ModelBazed

Degrees of Freedom Method | Contamment

Class Level information

Gl | Levots | Vatues

Size [ E{ABCDE

Dimensions.

Covariance Parameters.
Columns in X
Columns inZ

Subjects

Max Oba per Subject 185

Number of Observations

Number of Observations Read

| Wumber of Observations Used

| Humber of Observations Not Used

Heration History

Heration | Evahations | -2 Res Log Like |
0 1| 999312840861

1] 1| 979590362895

000000000

| Estimated G Matrix

Pl;wl Effect Col

1 | Headwicth | 27.9523
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The SAS System
The Mixed Procedure

Covarance Parameter Estimates.

Standard | z
CovParm | Estimate Error | Value | Pr>Z

Headwidth | 279583 397180 | Q70 | 02407
Residual 21384 87816 2436 | <0001

Fat Slatistics
2 Res Log Likeihood | 97958 |
AICC (Smaller is Better) | 97929

BIC (Smaller ix Beter) | 97359 |

Solution for Fixed Effects:
| Standard |
Efiect | Size | Estimate Emor | OF [ tvalue | Prafy
Intercepl S84t | 182089 | nE7 | 2ds | <000t |
Colony 04851 | 01349 | 187 260 | 00003
Distance aens | omm ner| soo | <o
Sire A 54643 | 68005 | 1187 | 080 | 04218
sire B 03003 | avser | na7| 008 | 08187
Size c 25772 | 300 | 1187 | -0B3 | 0404
size [ qsezy | e | ner| a2 | oz
Size E ] ol s - |
Solution for Random Effects
|sue..
Effect Estimate | Pred | DF [ 1Vakes | Proftl
Headwicth | 52756 | 03549 | 1187 | 1485 | <0001

Type 3 Tests of Fixed Effects

Num | Den
Effect OF DF Fvalu | Pr>F

Colony 1] 1187 | 1234 | ocood
187 | 2499 | <0001

Distance

Size 4jne7 | 337 | ooom

The SAS System
The QUANTREG Procedure
Quantile Level and Objective
Fundtion
Quarntiie Level o5 |
Objective Function 64321539 }

Predicied Value atMean | 976038 ‘

Parameler Estimates
[ 95%
Parameler OF | Estimata | Confidence Limits
Intercept 1| 23885 | 1283550 | 59657
Colory 1| oxm| oosz| asus
Distance 1| @3s | o&n | 01762
Headwidih 1| 4e9%9 39920 | 55149
Size Al 1| 246 | 1ATISY | 139382
Size | 1| s3333| as2ms | 3ams
Size le| 1| swm| B2:2 “omes
Size o| 1| ams| 7251 | oom
Size E| 0| om0 0000 | 80000
| Diagrostics
Standardized |
Outlier |
2 3267 | ¢
n| amu|
v| ams| o |
s sou7| - ;
124 aus| o+ |
o | aoms| -
21 zan|
20 | 33066 | *
= 3T | -
Pt
a0 asa| -
a2 | mm|
54 | anmes| -
575 | 3mn| -
584 | smi0| ¢ |
6z | 30| v
601 | 358 | ¢

2138 Tuesday. March 27,2018 24
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The SAS System
The QUANTREG Procedure
Model Infermation
Data Set I =y
Depandent Vanable | T
Humber of Indopendent Variables | al
Number of Continuous Independent Variables 3
Numiber of Class Indepandent Variables 1]
| Mumber of Ghservatiors. o 15 |
Optimization Algorithm | Smper
Method for Confidence Limits | e Rank |
e
[ Membar of Obssrvations Used | 1135 |
| Cuass Lavel nformation
Mama | Levelz | Values
ses | 5|ABCOE
Parametor Information
Parameter | Eflect | Size |
Colony | Colomy
Distance | Distance
Hesdwicth | Headwith |
siteA | Swe | A
SieB | See B
SizeC Size ¢
SizeD Size o
sk |see  |E
Summary Statistics
Variabla o Man‘ Q3 MmI Devuton | A
Colony 30000 | 60000 90000 | 60237 | 31881 | 44478
Distarce | 10000 | 40000 | 70000 | 47356 | 35286 | 4478
Headwicth | 330000 | 470000 | 420000 | 203230 | 48332 [ 4447
Mass 760000 | 950000 | 1140 | 952326 | 280270 | 281654
The SAS System
The QUANTREG Procedure .
Diagrastics
| Standardized
| Resicwl | Outtier
614 | agies |
627 | 51913 | ¢
&4 a7 | v
705 4338 |
736 05| ¢
| 7 3308 |+
ES e | -
s 61086 | *
s
a3 30066 | ¢
3 4053 | ¢
s aasm| -
s Ceowr| -
e
| o5 33095 | ¢
| sz 07| -
| 1079 38|
| 1103 so8e6 | ¢
| a5 | ¢
1116 | smm | ¢
17 3z | o
37470 | =
anu i_ .
T Digostcasummay |
Observation |
Trpo I Proportion ‘ Cuteft |
ouier | u.m)slam]
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~ The QUANTREG Procedure The QUANTREG Procedure
| Distribution of Residuals for Mass = o5 Rty
Quantic Level =05 Test| |
Test | Statisic | DF | ChiSquare | Pr> Chisq
25 . o
T ot weald | 271533 | 3| 75| <ooo \
—— Keme l
| 20+ —[ /\OI
|~
15+
z
g
4
o
a
| 10 |
|
®
54
P e e e S LU L
\ -48-42-36 -3 24-18-1.2-06 0 06 12 1.8 24 3 36 42 48 54 6 66
\l\ Standardized Residual
Test 1 Resuls
Test |
Test Statislic | DF | Chi-Square | Pr> ChiSq
wald | 5230323 | 7| somen < @01
Test 2 Results
Test
Test | Statistc | DF | Chi-Square | Pr>ChiSq
wald | 76820 | 1 766 00056
Test I Results
Test
Test | Statistic | DF | Chi-Squara | Pr > Chisq
waid | 91723 1 97 00025
Test 4Resuls
| Test
Test | Swatistic | DF | ChiSquare | Pr> Chisq
wald | 1807284 | 1 12073 <0001
d
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The OLMProcedure The GLM Procedure
Clas3 Level Information Dependent Variable: Mass
- \1 Class | Levels | Values MHI
| size 5| ABCDE Source OF | Sqares | Meansausre | Fialus | PraF |
i

Model 7| 6aos75ms | gm0ezars | 4ssm | <0001
E na? BT T
Humber of Observations Read | 1195 ror | 28IH17346 |
L ] =
| Humber of Obsenvations Used | 1135 Corrected Total | 1194 | 9370:9.3272 |

COEmET TS M2

‘ o7oss | 153587 | uszesl] 952326!‘

Source DF Type|55 | Mean Square = FValue | Pr>F
Colony |1 12928973 12928973 604 | 00
Distance | 1 5438440 538440 257 | 01095
Headwidth | 1| 679221.9605 | 6792219506 | 317483 | <0001
Size 4 2853 8908 4727 | 333 | 00092

Sourca | DF | TypellSS | MeanSquare | FValue | PrsF

Colony | 1| 273041508 | 278041506 | 1300 | 00003
Distance 1| SM300073 | 534909073 | 2500 | <0001
Headwicth | 1| 247943575 | aamaeTs| s | <ooon
Siza 4| 23600 | 73emm| 333 oo0m
‘ Standard
Parametar Estimata Error | 1 Value | Pr3 |
Intercept | 1175016216 | B | 1524333569 | 723 | <0001
04264042 013492245 | 361 | 0003 |
o8N 012233653 | -500 | <0001 |

5293519 035573357 | 1430 | <0001
smm{s 681370305 086 | 03578

o7eanss | B | 198650712 014 | 0265

Sire C -233565%0 | B 309591767 | Q77 | oum

Site © A0S | B | 1o | 107 | 02t
|Size E 00000000 | B I -

Note: The %7 matnx has been found 19 be smgular. and 2 generalized inverse was used 1o solve the nomal equatons. Terms whose estmates are foliowed by the
fetter B are not unquety estmable.






