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Master M1 Equades - TD de Probabilités

1 Espérance conditionnelle

Exercice 1 Soit (2, F,P) un espace de probabilité, X € L(Q, F,P) et G une sous tribu de F.
Démontrer les propriétés suivantes :

1) YV = E(X|G) = E(Y)=E(X)

2) X G —mesurable = E(X|G)=X

3) Soit X1, X» € L'(£2, F,P). Pour tous a;, ay € B, E(a1 X5 +a2.X5|G) = a1 B(X,[G) + aB(X,|G)
4) X >0 = E(X|G) >0

Exercice 2 Soit X une variable aléatoire réelle de carré intégrable définie sur un espace de
probabilité (Q, F,P) et soit G une sous-tribu de 7. On pose

Var(X|6) = E[(X — E{X|G])?[0].

Montrer que
Var(X) = E[Var(X|G)] + Var{E[X|F]).

Exercice 3 Soient X et X, deux v.a. indépendantes de loi de Poisson de parameétres Ay, As.
1) Déterminer la loi de X sachant 'événement {X; + Xo = n}.
2) Déterminer E(X|X; + X5).

Exercice 4 Soit X et Y des v.a. dont la loi conjointe admet une densité qu’on note fixyy. On
note fx et fy les densités des lois marginales de X et Y. On définit

fxn*(fﬂ,y)={ fvéy) st fir(y) #0

sinon

Soit & une fonction borélienne sur R telle que E(}2(X)]) < co. Posons g(y) = [ h{z) fxp (z, y)dz.
Montrer que g(¥) est presque stirement égale & E(h(X)[Y).

Exercice 5 Soit (X,Y) un vecteur aléatoire gaussien d’espérance nulle et de mafrice de cova-
riance délinie positive
a9
o
p o
avec o’ # (.
Expliciter E(X]Y)

Indication : Utiliser le résultat de l'exercice précédent.



Exercice 12 (Urne de Polya) - Soit une urne contenant initialement une boule blanche et
une boule noire. On effectue des tirages successifs dans 'urne de la maniére suivante : 4 chaque
tirage, on choisit au hasard une boule dans I'urne, puis on la replace dans 'urne, ainsi qu'une
autre boule de la méme couleur.

On note S, la variable aléatoire correspondant au nombre de boules blanches dans 'urne aprés
le n-iéme tirage (Sp = 1).

1) Déterminer la loi de S,;1 conditionnellement 4 S, = &.

2) Déterminer P'espérance conditionnelle E(Sy,41|Sy), puis E{S,).

2 Martingale a4 temps discret

Exercice 13 Soient (X, ),>: une suite de v.a.iid. telle que E(X;) = m et de carré intégrable.
Pour tout n > 1, on définit 7, = o(Xy,---, X)) et S, =Xy + -+ + X,

1) Sous quelle condition (S,),»1 est une martingale par rapport a la filtration (F,)p>1 7

2) Montrer que si cette condition est vérifiée, (52),>; est une sous-martingale par rapport & la
filtration (Fp)n>1-

3) Soit p > 1 tel que E(|X1]P) < oo. Montrer que {|S;[?)n>1 €st une sous-martingale.

4) Supposons que pour tout ¢ > 0, la transformée de Laplace ¢(¢) = E(exp(—tX1)) est finie.
Montrer que pour tout ¢ > 0, M, = exp(—t5,)@(t)™™ est une martingale par rapport a la filtra-
tion (Fﬂ)nzl-

Exercice 14 Soient deux temps d’arrét 77 et T3 définis sur un espace de probabilité filtré
(2, F, (Fuinz1, P). Montrer que les variables aléatoires

Sj_ = in(Tl, Tg) 5'2 = SUp(Tl,Tg) Sg = Tl -+ TQ
sont des temps d’arrét par rapport & la fltration (F,)n>1.

Exercice 15 Soit (M,)n>; une martingale par rapport & une filtration (F,),>; et soit T un
temps d’arrét pour cette filtration.

1) Montrer que (Mran)n>1 est une martingale par rapport a la ftration (F)az1.

2) Calculer E(Myu,).

Exercice 16 Soit (X;);>; une suite de v.a.l.i.d. de loi
P(Xz = 1) - ]P(Xz = —1) = 1/2
On définit Sp =0 et S, =5 X,

Soit Ty, = inf{n > 1|5, = k} ?ieltemps d’atteinte du point &k par la marche (S, ).

1} Soit § > 0 et M, = exp(85,) cosh(8) ™. Montrer que (M,,),>0 est une martingale par rapport
a la filtration F,, = o(X,,- -+, X},) et que T}, est un temps d’arrét.

2} Calculer E(Mr,an)-

3) On note T'= T, et on définit

Mp =" Milgr—y.

=1
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Question de cours:
Enoncer et démontrer le théoreme d’arrét de J.L. Doob.

Exercice 1. Soit (X,},>1 une suite de variables aléatoires indépendantes, de loi

b =

P(X,=1)=P(X, =~1) =

On note S, = X7 +... + X, et F, =a(51,...,5n).

1- Montrer que (Sy)n>1 est une (F,),z>1-martingale.

2- Calculer E(S2) pour tout n > 1.

3- On définit pour tout n > 1, les variables aléatoires M,, = 57 — n. Montrer que la

suite (M, )n>1 est une (Fy),>1-martingale.

4- Soit T le premier instant ol la suite (S, ), atteint Vensemble {—2, 2}, ¢’est a dire
T =inf{n > 1;|5,| = 2}.

Montrer que T est un (F,),>1—temps d’arrét.

5 On admet que T est presque sirement fini. Appliquer le théoréme d’arrét de J.L.

Doob et en déduire le temps moyen d’atteinte de Pensemble {—2,2} par la suite

(SJI)TL‘

Exercice 2. Soit (X,,},>1 une suite de variables aléatoires indépendantes, de loi
Normale centrée, réduite. On note S, == X; + ...+ X, et Fp, = o(X1,..., Xu).
On rappelle que pour tout u € IR,

B(e“1) = ¥/,
1- Soit Z¥ = exp(uS, — nu?/2). Montrer que, pour tout u € IR, (Z¥),>; est une
(Fn)n>1-martingale.
2- Calculer E(ZY).
3- Montrer que, pour tout v € IR, (Z¥),>1 converge presque slivement vers une
variable aléatoire Z¥ finie. Calculer cette limite (on distinguera les cas u = 0 et
u # 0).
4- Montrer que si v # 0, la martingale (Z¥),>1 ne converge pas dans L'. Qu’en
est-il dans le cas u =07



