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Motivation

Random recursive tree, directed acyclic graph

Egalitarian

Introduce more heterogeneity

Applicability

More rich and diverse behaviour
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Weighted recursive graph

Let (Wi )i∈N be i.i.d. copies of a non-negative random variable W .
Assign vertex i (vertex-)weight Wi , i ∈ N.
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P(n + 1→ i | (Wj)j∈N) =
Wi∑n
j=1 Wj

.

WRG: new vertices connect to m ∈ N predecessors.
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Weighted recursive graph

If W ≤ x0 almost surely, without loss of generality x0 = 1, as

Wi∑n
j=1 Wj

=
Wi/x0∑n
j=1 Wj/x0

=
W̃i∑n
j=1 W̃j

,

with W̃i ≤ 1.
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Degree evolutions

Zn(i) := in-degree of vertex i at step n.
How do the (Zn(i))i∈[n] behave as n→∞?

Empirical degree distribution: pn(k) := 1
n

∑n
i=1 1{Zn(i)=k},

convergence and asymptotic behaviour.

Maximum degree: growth rate & ‘age’.
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Results for the random recursive tree/directed acyclic
graph/weighted recursive tree

Degree distribution:

p(k) := 2−(k+1), k ∈ N0 (Meir, Moon, 1988)
Asymptotic normality of # degree k vertices, k ∈ N0 (Mahmoud,
Smythe, 1992, Janson, 2005)
Degree distribution for large class of weighted evolving tree models
(Iyer, 2020)

Maximum degree:

maxi∈[n]Zn(i)/ log1+1/m(n)
a.s.−→ 1, m ∈ N (Devroye, Lu, 1995)

maxi∈[n]Zn(i)− blog2(n)c converges in distribution along subsequences
to a Poisson limit (Addario-Berry, Eslava, 2015)
Asymptotic normality of ‘near-maximum’ degrees: # vertices with
degree blog2 nc − in, in →∞, in = o(log n) (Addario-Berry, Eslava,
2015)

Labels of maximum degree vertices:

Labels of maximum degree vertices in RRT are n(1−1/(2 log 2))(1+o(1))

w.h.p. (Bannerjee, Bhamidi, 2020)
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Degree distribution

Theorem (WRG degree distribution, L., Ortgiese, ′20+)

Consider the WRG with i.i.d. bounded vertex-weights (Wi )i∈N and
out-degree m ∈ N. Set θm := 1 + E [W ] /m. Then, for any k ∈ N0,

pn(k)
a.s.−→ E

[
θm − 1

θm − 1 + W

( W

θm − 1 + W

)k]
=: p(k).

Set m = 1 (WRT). Assume P (W ≥ w∗) = 1 for some w∗ ∈ (0, 1). Let

p≥(k) :=
∞∑
j=k

p(k) = E
[( W

θ − 1 + W

)k]
. (θ := θ1)

Theorem (Eslava, L., Ortgiese, ′21+)

Let L ∈ N, c ∈ (0, θ/(θ − 1)), v1, . . . , vL vertices selected u.a.r. from [n].
There exists a β > 0, such that for k1(n), . . . , kL(n) < c log n,

P (Zn(v`) ≥ k`, ` ∈ [L]) =
L∏
`=1

p≥(k`)
(
1 + o

(
n−β

))
.
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Maximum degree: first order

Theorem (WRG maximum degree, first order, L., Ortgiese, ′20+)

Consider the WRG model with i.i.d. bounded vertex-weights (Wi )i∈N and
out-degree m ∈ N. Let θm := 1 + E [W ] /m. Then,

max
i∈[n]

Zn(i)

logθm n
a.s.−→ 1.

Theorem (WRG maximum degree location, L., ′21+)

Consider the WRG model with i.i.d. bounded vertex-weights (Wi )i∈N and
out-degree m ∈ N. Let θm := 1 + E [W ] /m, and set
In := inf{i ∈ [n] : Zn(i) ≥ Zn(j) for all j ∈ [n]}. Then,

log In
log n

a.s.−→ 1− θm − 1

θm log θm
. (In = n(1− θm−1

θm log θm
)(1+o(1)))
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Maximum degree: higher order

Higher order corrections of maximum degree for WRT model (m = 1).
Additional (technical) assumption: P (W ≥ w∗) = 1 for some w∗ ∈ (0, 1).
Distinguish different classes of vertex-weight distributions.
Atom P (W = 1) = q0 ∈ (0, 1].
Weibull P (W ≥ 1− 1/x) = `(x)x−(α−1), x > 1, α > 1, ` slowly varying.
Gumbel Distinguish two sub-cases:

RV P (W ≥ 1− 1/x) = axbe−(x/c1)τ (1 + o(1)) as x →∞,
a, c1, τ > 0, b ∈ R.

RaV P (W ≥ 1− 1/x) = a(log x)be−(log(x)/c1)τ (1 + o(1)) as x →∞,
a, c1 > 0, τ > 1, b ∈ R.

RV: 1
1−W is e.g. |normal|, gamma, chi-squared, etc.

RaV: 1
1−W is e.g. log-normal, log chi-squared, etc.
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Atom class

Theorem (Eslava, L., Ortgiese, ′21+)

Consider the WRT model with i.i.d. bounded vertex-weights (Wi )i∈N in
the Atom class (P (W = 1) = q0 ∈ (0, 1]). Let θ := θ1 = 1 + E [W ] and
fix i , j ∈ Z, i < j . Define

X
(n)
k := |{i ∈ [n] : Zn(i) = blogθ nc+ k}|, k ∈ Z

X
(n)
≥k := |{i ∈ [n] : Zn(i) ≥ blogθ nc+ k}|, k ∈ Z

εn := logθ n − blogθ nc.

Then, if (n`)`∈N such that εn` → ε as `→∞,

(X
(n`)
i ,X

(n`)
i+1 , . . . ,X

(n`)
j−1 ,X

(n`)
≥j )

d−→ (Pεi ,P
ε
i+1, . . . ,P

ε
j−1,P

ε
≥j) as `→∞,

where Pεi ∼ Poi(q0(1− θ−1)θ−i+ε),Pε≥j ∼ Poi(q0θ
−j+ε).
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Weibull class

Theorem (Eslava, L., Ortgiese, ′21+)

Consider the WRT model with i.i.d. bounded vertex-weights (Wi )i∈N in
the Weibull class (P (W ≥ 1− 1/x) = `(x)x−(α−1), x > 1). Let
θ := θ1 = 1 + E [W ]. Then,

max
i∈[n]

Zn(i)− logθ n

logθ logθ n
P−→ −(α− 1).

We expect a random third order, similar to the Atom class.
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Gumbel class

Theorem (Eslava, L., Ortgiese, ′21+)

Consider the WRT model with i.i.d. bounded vertex-weights (Wi )i∈N in
the Gumbel class. Let θ := θ1 = 1 + E [W ]. If the weights satisfy the RV
sub-case, i.e.

P (W ≥ 1− 1/x) = axbe−(x/c1)τ (1 + o(1)) as x →∞, a, c1, τ > 0, b ∈ R.

Then, with γ := 1/(τ + 1),

max
i∈[n]

Zn(i)− logθ n

(logθ n)1−γ
P−→ − τγ

(1− γ) log θ

(1− θ−1

c1

)1−γ
.

We expect dτe higher order terms and then a random order term, similar
to the Atom class.
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Gumbel class

Theorem (Eslava, L., Ortgiese, ′21+)

Under the same assumptions, if the weights satisfy the RaV sub-case, i.e.

P (W ≥ 1− 1/x) = a(log x)be−(log(x)/c1)τ (1 + o(1)) as x →∞,

a, c1 > 0, τ > 1, b ∈ R. Then, with

C1 := (log θ)τ−1c−τ1 , C2 := τ(τ − 1)C1,

C3 :=
(

logθ(log θ)(τ − 1) log θ − log(ecτ1 (1− θ−1)/τ)
)
τ(log θ)τ−2c−τ1 ,

we have

max
i∈[n]

Zn(i)− (logθ n − C1(logθ logθ n)τ + C2(logθ logθ n)τ−1 logθ logθ logθ n)

(logθ logθ n)τ−1

P−→ C3.
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Idea of the proofs: first order

Set Sn :=
∑n

j=1 Wj , and

f (x) :=
1

log θm

((1− x) log θm
θm − 1

− 1− log
((1− x) log θm

θm − 1

))
, x ∈ (0, 1).

f has unique fixed point γm := 1− θm−1
θm log θm

.
f (x) > x for all x ∈ (0, 1)\{γm}.

P
(
Zn(i) ≥ logθmn | (Wk)k∈N

)
≤ e−t logθmn

n∏
j=i+1

E
[
et1j→i | (Wk)k∈N

]m
≤ e−t logθmn

n−1∏
j=i

exp
(
m
(
et − 1

)Wi

Sj

)
= e− log n(ui−1−log ui )/ log θm ,

where

ui :=
mWi

logθmn

n−1∑
j=i

1

Sj
.
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Idea of the proofs: first order

P (Zn(i) ≥ log n | (Wk)k∈N) ≤ e− log n(ui−1−log ui )/ log θm ,

where

ui :=
mWi

logθmn

n−1∑
j=i

1

Sj
.

Consider i ∼ nβ for some β ∈ (0, 1). Then, almost surely,

ui ≤
m

logθmn

n−1∑
j=i

1

Sj
=

m log θm
log n

log(n/i)

E [W ]
(1 + o(1))

=
log θm
θm − 1

log(n/nβ)

log n
(1 + o(1)) =

(1− β) log θm
θm − 1

(1 + o(1)).

P
(

max
i∼nβ
Zn(i) ≥ logθmn

∣∣∣ (Wk)k∈N

)
≤ nβe−f (β) log n(1+o(1))

= elog n(β−f (β))(1+o(1)).
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Idea of the proofs: first order

P
(

max
i∼nβ
Zn(i) ≥ logθmn

∣∣∣ (Wk)k∈N

)
≤ elog n(β−f (β))(1+o(1)).

f has unique fixed point γm := 1− θm−1
θm log θm

.

f (β) > β for all β ∈ (0, 1)\{γm}, decreasing on (0, 1).

Probability ↓ 0 for β 6= γm, almost surely.
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Idea of the proofs: higher order

Recall

p≥(k) := E
[( W

θ − 1 + W

)k]
.

Theorem (WRT degree distribution, Eslava, L., Ortgiese, ′21+)

Let L ∈ N, c ∈ (0, θ/(θ − 1)), v1, . . . , vL vertices selected u.a.r. from [n].
There exists a β > 0, such that for k1(n), . . . , kL(n) < c log n,

P (Zn(v`) ≥ k`, ` ∈ [L]) =
L∏
`=1

p≥(k`)
(
1 + o

(
n−β

))
.

Maximum degree dn satisfies p≥(dn) ≈ 1
n . More precisely,

max
i∈[n]
Zn(i) ≥ dn ⇐ np≥(dn)→∞,

max
i∈[n]
Zn(i) ≤ dn ⇐ np≥(dn)→ 0.
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Idea of the proofs: higher order

Weibull: L(k)k−(α−1)θ−k ≤ p≥(k) ≤ L(k)k−(α−1)θ−k , L, L slowly
varying.

Gumbel:

RV p≥(k) = exp
(
− τγ

1−γ

(
(1−θ−1)k

c1

)1−γ
(1 + o(1))

)
θ−k .

RaV p≥(k) = exp
(
−
(

log k
c1

)τ(
1− τ(τ − 1) log log k

log k +
Kτ,c1,θ

log k (1 + o(1))
)
θ−k ,

Kτ,c1,θ := τ log(ecτ1 (1− θ−1)/τ).

Method of Moments for Poisson limits in Atom case.
Atom: p≥(k) = q0θ

−k(1 + o(1)).

For any i < j ∈ Z and K ∈ N0, and any ai , . . . , aj such that
∑j

k=i ak = K ,

E

[(
X

(n`)
≥j
)
aj

j−1∏
k=i

(
X

(n`)
k

)
ak

]
→ E

[(
Pε≥j
)
aj

j−1∏
k=i

(
Pεk
)
ak

]
,

when εn` → ε ∈ [0, 1].

Bas Lodewijks (ICJ,UJM) Large degrees in WRGs October 19, 2021 19 / 20



Thank you for your attention!
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