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Abstract—We provide the first rigorous analytical results for the connectivity of dynamic random geometric graphs—a model for

mobile wireless networks in which vertices move in random directions in the unit torus. The model presented here follows the one

described in [11]. We provide precise asymptotic results for the expected length of the connectivity and disconnectivity periods of the

network. We believe that the formal tools developed in this work could be extended to be used in more concrete settings and in more

realistic models, in the same manner as the development of the connectivity threshold for static random geometric graphs has affected

a lot of research done on ad hoc networks.

Index Terms—Mobile communication systems, dynamic random geometric graphs, connectivity period.

Ç

1 INTRODUCTION

RANDOM Geometric Graphs (RGGs) have been a very

influential and well-studied model of large networks,

such as sensor networks, where the network nodes are

represented by the vertices of the RGG, and the direct

connectivity between nodes is represented by the edges.

Informally, given a radius r, a random geometric graph

results from placing a set of n vertices uniformly and

independently at random on the unit torus ½0; 1Þ2 and

connecting two vertices if and only if their distance is at

most r, where the distance depends on the chosen metric.

In the late 1990s, Penrose [17], [18], Gupta and Kumar [12],

and Appel and Russo [1] studied similar variations of this

model and gave accurate estimations for the smaller value

of r at which, with high probability, an RGG becomes

connected. This happens at the critical value rc ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
logn�Oð1Þ

�n

q
for an RGG under the euclidean distance in ½0; 1Þ2, and

in particular, rc is a sharp threshold for the connectivity of

random geometric graphs. In fact, Goel et al. [9] proved that

every monotone property of an RGG has a sharp threshold.

Thereafter, many researchers have used these basic results

on connectivity to design algorithms for more efficient

coverage and communication in ad hoc networks (see, e.g.,

[14]). On the other hand, much work has been done on the

graph theoretical properties of static RGG, which is compre-

hensively summarized in the monograph of Penrose [19].

Recently, there has been an increasing interest for mobile
ad hoc networks (MANETs). Several “practical” models of
mobility have been proposed in the literature—for a survey
of these models, we refer to [15]. In all these models, the
connections in the network are created and destroyed as the
vertices move closer together or further apart. Many
empirical results have been obtained for connectivity issues
and routing performance and the different MANET models
(see, for example, [20]). The paper [10] also deals with the
problem of maintaining connectivity of mobile vertices
communicating by radio, but from an orthogonal perspec-
tive to the one in the present paper: it describes a kinetic data
structure to maintain the connected components of the
union of unit-radius disks moving in the plane.

In this paper, we study a variation of the Random Walk
model introduced by Guerin [11]. This model can be seen as
the foundation for most of the mobility models developed
afterward (see [15]). The setting of the model that we study
is the following: Given an initial RGG with n vertices and a
radius r set to be at the known connectivity threshold rc,
each vertex moves a distance s at every time step in some
random direction. The initial direction of each vertex is
chosen independently and uniformly at random from the
interval ½0; 2�Þ, and at every step, each vertex updates its
direction independently and with probability 1=m. There-
fore, each vertex moves in a particular direction for a
geometrically distributed number of steps, and in average,
it travels a distance of d ¼ sm before changing direction. We
denote this graph model by the Dynamic Random Geometric
Graph. Our choice of radius rc is due to the fact that in many
applications which are not life-critical, temporary network
disconnections can be tolerated, especially if this goes along
with a significant decrease of energy consumption [20]. This
means that the communication distance r should be kept as
small as possible, but still large enough to guarantee a
mostly connected graph, which happens for r around rc.

For the case of static random geometric graphs, the
connectivity thresholds for the torus ½0; 1Þ2 and for the unit
square ½0; 1�2 are asymptotically the same (see, for instance,
[19]). When talking about generic models of MANETS, most
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authors consider the unit square setting, where the vertices
that touch the boundary of ½0; 1�2, bounce back as a ball
banging against a wall. From the experimental point of
view, when doing simulations on large areas, the torus
½0; 1Þ2, it seems to behave similarly as ½0; 1�2 (see, for
example, [4]). However, when using a rigorous analytic
approach as the one done in this paper, the model on ½0; 1�2
adds a greater degree of difficulty (the main problem is that
at each step where one or more vertices touch the boundary,
the probability space changes). We leave the connectivity on
the unit square as an open problem (see Section 4).

Our main result (Theorem 1 in Section 2) provides
precise asymptotic results for the expected number of steps
that the dynamic graph remains connected once it becomes
connected and the expected number of steps the graph
remains disconnected once it becomes disconnected. Our
results are expressed in terms of n, s, and m. Surprisingly,
the final expression on the length of connectivity periods
(asymptotically) does not depend on the expected number
m of the steps between consecutive change of angles of a
vertex (as long as the angles do eventually change, no
matter how large the value of m is). It is worth to note here
that the evolution of connectivity of this model is not
Markovian, in the sense that staying connected for a large
number of steps does have an impact on the probability of
being connected at the next step. However, one key and
rather counterintuitive fact is that, despite this absence of
the Markovian property, the argument to prove our result is
mainly based on the analysis of the connectivity changes in
two consecutive steps (see Lemma 9).

Throughout the paper, we consider the usual euclidean
distance on the unit torus ½0; 1Þ2, but similar results can be
obtained for any ‘p-normed distance, 1 � p � 1. Our
results can also be extended to the k-dimensional torus
½0; 1Þk, for any fixed k.

To the best of our knowledge, the present work is the
first one in which the dynamic connectivity of RGG is
studied formally. In [6], the loosely related problem of the
connectivity of the ad hoc graph produced by w vertices
moving randomly along the edges of an n� n grid is
studied. The authors of [16] use a model similar to the one
used in the present paper to prove that if the vertices are
initially distributed uniformly at random, the distribution
remains uniform at any time. Further analytical work on
path length durations in mobile ad hoc networks and
random walks in other models of dynamic random graphs
was done in [13] and [2].

Notation and organization. Unless otherwise stated, all
our results are asymptotic as n!1. As usual, the
abbreviation a.a.s. stands for asymptotically almost surely,
i.e., with probability 1� oð1Þ and u.a.r. stands for uniformly
at random.

2 KNOWN RESULTS ON RANDOM GEOMETRIC

GRAPHS, STATEMENT OF THE MAIN RESULT,

AND OUTLINE OF THE PROOF

2.1 Random Geometric Graphs

We shall need some background about the known theory on
random geometric graphs, which will be the starting point
to study the dynamic case.

The formal definition of a random geometric graph is the
following (see [19]): Given a set of n vertices and a positive
real r ¼ rðnÞ, each vertex is placed at some random position
in the unit torus ½0; 1Þ2 selected independently and uni-
formly at random (u.a.r.). We denote by Xi ¼ ðxi; yiÞ the
random position of vertex i for i 2 f1; . . . ; ng, and let
X ¼ XðnÞ ¼

Sn
i¼1fXig. Note that with probability 1, no two

vertices choose the same position, and thus, we restrict the
attention to the case that jXj ¼ n. We define GðX ; rÞ as the
random graph having X as the vertex set, and with an edge
connecting each pair of vertices Xi and Xj in X at distance
dðXi;XjÞ � r, where dð�; �Þ denotes the euclidean distance in
the torus. We refer to GðX ; rÞ as the static model.

Let K1 denote the number of isolated vertices in GðX ; rÞ,
which play an essential role in connectivity issues. Define

the parameter � ¼ ne��r2n or reciprocally r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
logn�log�

�n

q
. It is

well known that the asymptotic behavior of � characterizes

the connectivity of GðX ; rÞ (see, e.g., [19] and [7, Proposi-

tion 1]): if �! 0, then a.a.s. GðX ; rÞ is connected; if

� ¼ �ð1Þ, then a.a.s. GðX ; rÞ consists only of isolated

vertices and one giant component of size >n=2, and

moreover, K1 is asymptotically Poisson with parameter �;

if �!1, then a.a.s. GðX ; rÞ is disconnected. In this paper,

we focus our attention on the case � ¼ �ð1Þ or equivalently

r ¼ rc ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
logn�Oð1Þ

�n

q
. Let us denote by C and D the events that

GðX ; rÞ is connected and disconnected, respectively. Ob-

serve that when � ¼ �ð1Þ, the probability that GðX ; rÞ is

(dis)connected can be easily obtained:

Pr½C� � Pr K1 ¼ 0½ � � e��

and Pr½D� � Pr K1 > 0½ � � 1� e��
: ð1Þ

A result that we will use in this paper is the fact that for
static random geometric graphs at the connectivity thresh-
old rc, the probability of having a component of size ‘ 	 2
different from the giant component is �ð1= log‘�1 nÞ. More-
over, a.a.s. these components are cliques contained in circles
of small diameter [7].

2.2 Formal Definition of the Dynamic Model

Given positive reals s ¼ sðnÞ and m ¼ mðnÞ, consider the
following random process ðX tÞt2ZZ ¼ ðX tðn; s;mÞÞt2ZZ: At
step t ¼ 0, n vertices are scattered independently and u.a.r.
over ½0; 1Þ2, as in the static model. Moreover, at any time
step t, each vertex i jumps a distance s in some direction
�i;t 2 ½0; 2�Þ. The initial angle �i;0 is chosen independently
and uniformly at random for each vertex i, and then at
every step, each vertex changes its angle independently
with probability 1=m. New angles are also selected
independently and uniformly at random in ½0; 2�Þ. Observe
that the number of steps that each vertex must wait between
two consecutive changes of angle has a geometric distribu-
tion with expectation m. Since the dynamic process is
time reversible, it also makes sense to consider negative
steps. The dynamic random geometric graph is then
defined as a sequence

�
GðX t; rÞ

�
t2ZZ, where for each

particular value of t, GðX t; rÞ is the random geometric
graph with vertex set X t.
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The case when s tends to 0 very fast is of special interest.
In fact, given any d ¼ dðnÞ 2 IRþ, we can choose s arbitrarily
small and m arbitrarily large such that d ¼ sm, and the
distance travelled by each vertex between two consecutive
changes of angles is approximately exponentially distrib-
uted with mean d ¼ sm. As a result, our model can be
regarded as a discrete-time approximation of the following
natural continuous-time counterpart, which we denote by�
GðX t; rÞ

�
t2IR: The vertices move continuously at speed 1

around the torus rather than performing jumps at discrete
steps, and each vertex changes direction according to an
independent Poisson process of intensity 1=d. Thus, the
waiting time between two consecutive changes is exponen-
tial with mean d.

2.3 Main Result

To state our main theorem precisely, we need a few

definitions. We denote by Ct (Dt) the event that C (D) holds

at step t. In
�
GðX t; rÞ

�
t2ZZ, define LtðCÞ to be the number of

consecutive steps that C holds starting at step t (possibly1
and also 0 if Ct does not hold). The distribution of LtðCÞ
does not depend on t (see Lemma 2) and we often omit the

variable t when it is understood. LtðDÞ is defined

analogously by interchanging C and D (in Lemma 11, it is

shown that LtðCÞ and LtðDÞ are indeed random variables).

We are interested in the length of the periods in which�
GðX t; rÞ

�
t2ZZ stays connected (disconnected). More pre-

cisely, we consider the expected number of steps that�
GðX t; rÞ

�
t2ZZ stays connected (disconnected) starting at

step t conditional upon the fact that it becomes connected

(disconnected) precisely at step t:

�C ¼ E LtðCÞ j Dt�1 ^ Ctð Þ and

�D ¼ E LtðDÞ j Ct�1 ^ Dtð Þ:

Our main theorem then reads as follows:

Theorem 1. Let r ¼ rc. The expected lengths of the connectivity
and disconnectivity periods in

�
GðX t; rÞ

�
t2ZZ are as follows:

If srn ¼ �ð1Þ, then

�C �
1

1� e��ð1�e�4srn=�Þ and �D �
e� � 1

1� e��ð1�e�4srn=�Þ :

Otherwise, we have

�C �
�

4�srn ; if srn ¼ oð1Þ;
1

1�e�� ; if srn ¼ !ð1Þ;

(
and

�D �
�ðe��1Þ
4�srn ; if srn ¼ oð1Þ;
e�; if srn ¼ !ð1Þ:

(
Note that the results of �C and �D of both cases srn ¼ oð1Þ and
srn ¼ !ð1Þ correspond to the respective limits of the case,
where srn ¼ �ð1Þ.

Intuitively speaking, the consequences of the result are

the following. First observe that, asymptotically, the

expected number of steps in a period of connectivity

(disconnectivity) does not depend on how often the vertices

of
�
GðX t; rÞ

�
t2ZZ change their direction, since the expres-

sions we obtained for �C and �D do not contain m.

Moreover, �C and �D are nonincreasing with respect to s,

which corroborates the intuitive fact that having a big jump

of the vertices at each step reduces the positive correlation

existing between consecutive time steps for state C (or state

D). In particular, for srn ¼ !ð1Þ, �C and �D do not depend

on s, since for such a large s, the events of being

(dis)connected at consecutive time steps are roughly

independent. The case srn ¼ oð1Þ deserves some extra

attention. Let us denote the expected total distance covered

by each vertex during a connectivity period and a

disconnectivity period by �C ¼ s � �C and �D ¼ s � �D, respec-

tively. In this case, we have

�C �
�

4�rn
� �

ffiffiffi
�
p

4�
ffiffiffiffiffiffiffiffiffiffiffiffi
n lnn
p ; �D �

�ðe� � 1Þ
4�rn

� �
ffiffiffi
�
p ðe� � 1Þ
4�

ffiffiffiffiffiffiffiffiffiffiffiffi
n lnn
p ;

which asymptotically do not depend on s. Note that these

asymptotic relations still hold if s tends to 0 arbitrarily fast,

as long as s ¼ oð1=ðrnÞÞ. In particular, this suggests that the

related continuous-time model
�
GðX t; rÞ

�
t2IR has a similar

behavior, and thus, in this model, the travelled distance

during the periods of (dis)connectivity does not presumably

depend either on the average distance d ¼ sm between

changes of angle.

2.4 Overview of the Proof

The proof of the main result is structured into different

lemmas, propositions, and corollaries. The proofs of these

partial results are highly technical. In this section, we give

the main waypoints to follow the proof.

The main ingredient of the proof is the fact that PC and

PD can be expressed in terms of the probabilities of events

involving only two consecutive steps. Once more we would

like to stress this fact because the sequence of connected/

disconnected states of GðX t; rÞ is not Markovian, since

staying connected for a long period of time makes it more

likely to remain connected for one more step. More

precisely, in Lemma 9, we show that it suffices to compute

the probabilities of the events:

ðCt ^ Dtþ1Þ; ðDt ^ Ctþ1Þ; C and D: ð2Þ

However, the application of Lemma 9 requires that the

expectations E LtðCÞð Þ and E LtðCÞð Þ are finite, which is

proven in Lemma 11, using the Monotone Convergence

Theorem. To obtain the probabilities of the events in (2), we

start from (1) in Section 2.1 and use Corollary 8, where we

characterize the connectivity of
�
GðX t; rÞ

�
t2ZZ at two

consecutive steps. It turns out that the existence/nonexis-

tence of isolated vertices is asymptotically equivalent to the

disconnectivity/connectivity of the graph, both in the static

case GðX ; rÞ and for two consecutive steps of GðX t; rÞ.
Proposition 6 characterizes the changes of the number of

isolated vertices between two consecutive steps. The proof

is based on the computation of the joint factorial moments

of the variables accounting for these changes and using a

well-known theorem in probability ([3, Theorem 1.23]), to

characterize the fact that the random variables are Poisson.

At first sight, it is not obvious that the probability of

existence of components of larger sizes is negligible
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compared to the probability of sudden appearance of

isolated vertices, but this is indeed shown in Lemma 7.

The proof is quite technical and split into five different

cases, each case corresponding to a different type of

component.

3 PROOF OF THE MAIN THEOREM

For the analysis of the dynamic model, we need further

definitions. We denote by Xi;t ¼ ðxi;t; yi;tÞ the position of i at

time t. Let X t ¼
Sn
i¼1fXi;tg be the set of positions of the

vertices at time t. The following lemma (see [16]) indicates

that the dynamic model at any fixed time t can be seen as a

copy of the static model:

Lemma 2. At any fixed step t 2 ZZ, the vertices are distributed

over the torus ½0; 1Þ2 independently and u.a.r. Consequently,

for any t 2 ZZ, GðX t; rÞ has the same distribution as GðX ; rÞ.
Let us consider two arbitrary consecutive steps t and

tþ 1 of ðX tÞt2ZZ, for an arbitrary fixed integer t (omitted

from notation whenever it is understood). For each

i 2 f1; . . . ; ng, the random positions Xi;t and Xi;tþ1 of

vertex i at t and tþ 1 are denoted by Xi ¼ ðxi; yiÞ and

X0i ¼ ðx0i; y0iÞ. Also let X ¼ X t and X0 ¼ X tþ1. If 2�zi
(zi 2 ½0; 1Þ) is the angle in which i moves between t

and tþ 1, then x0i ¼ xi þ s cosð2�ziÞemod 1 and y0i ¼ yi þ
s sinð2�ziÞemod 1 (hereinafter, the notation emod 1 will be

often omitted for simplicity). This motivates the following

description of the model at t and tþ 1 in terms of a three-

dimensional placement of the vertices in which the third

dimension is interpreted as a normalized angle: For each

i 2 f1; . . . ; ng, define the random point bXi ¼ ðxi; yi; ziÞ 2
½0; 1Þ3 and let bX ¼ Sn

i¼1f bXig. By Lemma 2, all random

points bXi are chosen independently and u.a.r. from the

3-torus ½0; 1Þ3. Moreover, bX encodes all the information of

the model at steps t and tþ 1: If we map ½0; 1Þ3 onto ½0; 1Þ2

by the following surjections,

�1 : ½0; 1Þ3 ! ½0; 1Þ2;
�2 : ½0; 1Þ3 ! ½0; 1Þ2;
ðx; y; zÞ 7! ðx; yÞ;
ðx; y; zÞ 7! ðxþ s cosð2�zÞ; yþ s sinð2�zÞÞ;

we can recover the positions of vertex i at times t and tþ 1

from bXi and write Xi ¼ �1ð bXiÞ and X0i ¼ �2ð bXiÞ.
For any measurable setA 
 ½0; 1Þ2, the events Xi 2 A and

X0i 2 A are, respectively, equivalent to the events bXi 2
��1

1 ðAÞ and bXi 2 ��1
2 ðAÞ in this new setting. Furthermore,

by setting Az ¼ A� ðs cosð2�zÞ; s sinð2�zÞÞ, we get

Volð��1
2 ðAÞÞ ¼

Z
½0;1Þ

Z
Az

dxdy

� �
dz ¼ AreaðAÞ:

In addition, observe that Volð��1
1 ðAÞÞ ¼ VolðA � ½0; 1ÞÞ ¼

AreaðAÞ and, hence, we have

AreaðAÞ ¼ Volð��1
1 ðAÞÞ ¼ Volð��1

2 ðAÞÞ: ð3Þ

In view of Lemma 2, for any measurable sets A 
 ½0; 1Þ2 and

B 
 ½0; 1Þ3,

PðXi 2 AÞ ¼ AreaðAÞ; PðX0i 2 AÞ ¼ AreaðAÞ;
Pð bXi 2 BÞ ¼ VolðBÞ;

which is compatible with (3).

For each i 2 f1; . . . ; ng, consider Ri ¼ fX 2 ½0; 1Þ2 :

dðX;XiÞ � rg and R0i ¼ fX 2 ½0; 1Þ
2 : dðX;X0iÞ � rg. LetbRi ¼ ��1

1 ðRiÞ and bR0i ¼ ��1
2 ðR0iÞ be their counterparts in

½0; 1Þ3. Note that vertex j is connected to vertex i at time t iffbXj 2 bRi. Thus, Xi is isolated in GðX ; rÞ iff ðbX n f bXigÞ \bRi ¼ ;, and analogously X0i is isolated in GðX0; rÞ iff

ðbX n f bXigÞ \ bR0i ¼ ;.
The following technical lemma is needed at several

places. It gives elementary bounds on the volume of the

intersection of two regions as a function of the distance of

the corresponding points and the step size. Note that parts 1

and 2 can easily be described in two dimensions, but since

parts 3 and 4 are better explained in three dimensions, we

use the third dimension throughout.

Lemma 3. Assume � ¼ �ð1Þ. There exists a constant � > 0 such

that for large enough n, the following statements are true: For

any i; j 2 f1; . . . ; ng (possibly i ¼ j),

1. if dðXi;XjÞ > r, then VolðbRi \ bRjÞ � �
2 r

2;
2. if s < r=7 and dðXi;XjÞ > r� 2s, then VolððbRi [bR0iÞ \ðbRj [ bR0jÞÞ � ð1� �Þ�r2;
3. if s 	 r=7 and s ¼ OðrÞ, then VolðbRi \ bR0jÞ �
ð1� �Þ�r2;

4. if s ¼ !ðrÞ, then VolðbRi \ bR0jÞ ¼ Oðr3 sþ1
s Þ ¼ oðr2Þ.

Proof.

1. Assume w.l.o.g. that the segment XiXj is vertical

and that Xi is above Xj. Let S � ½0; 1Þ2 be the

upper half circle with center Xi and radius r,

and bS ¼ ��1
1 ðSÞ ¼ S � ½0; 1Þ � ½0; 1Þ

3. Notice that

VolðbSÞ ¼ �r2=2, bS � bRi, and bS \ bRj ¼ ;, and the

statement follows.
2. The distance between X0i and X0j is greater than

3r=7, since dðX0i; X0jÞ 	 dðXi;XjÞ � 2s > r� 4s.

Let Si (Sj, respectively) be the set of points in

½0; 1Þ2 at distance at most 8r=7 from X0i (X0j,

respectively). Note that Si and Sj are two circles

of radius 8r=7 with centers at distance greater

than 3r=7. Straightforward computations show

that AreaSi \ Sj is at most ð1� �Þ�r2 for some

� > 0. We define bSi ¼ ��1
1 ðSiÞ and bSj ¼ ��1

1 ðSjÞ.
We have bSi � bRi [ bR0i and bSj � bRj [ bR0j. Hence,

VolððbRi [ bR0iÞ \ ðbRj [ bR0jÞÞ � VolðbSi \ bSjÞ
¼ AreaSi \ Sj � ð1� �Þ�r2:

3. Let k 2 f1; . . . ; ng be different from i and j.

Observe that VolðbRi n bR0jÞ is the probability that
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dðXi;XkÞ � r but dðX0j; X0kÞ > r. Suppose that

dðXi;XkÞ � r but also dðX0j; XkÞ > 13r=14, which

happens with probability at least ð1� 132=142Þ�r2.

Let � be the angle of X0jXk

���!
with respect to the

horizontal axis. Recall that vertex k moves

between time steps t and tþ 1 toward a direction

2�zk, where zk is the third coordinate of bXk. If

2�zk 2 ½�� �=3; �þ �=3�, then the vertex increases

its distance with respect to X0j by at least

s=2	r=14, and thus, dðX0j;X0kÞ>r=14þ13r=14¼r.
This range of directions has probability 1=3.

Summarizing, we proved that VolðbRi n bR0jÞ 	
ð1� 132=142Þ�r2=3 and the statement follows.

4. Given k 2 f1; . . . ; ng different from i and j,

observe that VolðbRi \ bR0jÞ is the probability that

dðXk;XiÞ � r and dðX0k;X0jÞ � r. Suppose first that

s < 1=2. We claim that the probability that

dðX0k;X0jÞ � r conditional upon any fixed outcome

ofXk is at most ð2þ �Þr=s for some � > 0, no matter

which particular point Xk is chosen. In fact,

assume Xk 6¼ X0j and let � be the angle of XkX
0
j

���!
with respect to the horizontal axis. If vertex k

moves between steps t and tþ 1 toward a direction

2�zk not in ½�� arcsinðr=sÞ; �þ arcsinðr=sÞ�, then

dðX0k;X0jÞ > r. Hence, VolðbRi \ bR0jÞ is at most

PðdðXk;XiÞ � rÞ ¼ �r2 times ð2þ �Þr=s, which

satisfies the claim. The case Xk ¼ X0j is trivial.

The case s 	 1=2 is similar, taking into consideration

the fact that since vertex k may loop many times around

the torus while moving between steps t and tþ 1. In

fact, as we move along the circumference of radius s

centered at Xk, we cross the axes of the torus �ð1þ sÞ
times. This gives the extra factor ð1þ sÞ in the statement,

which is negligible when s ¼ oð1Þ, but grows large when

s ¼ !ð1Þ. tu
For each i 2 f1; . . . ; ng, we define bQi ¼ bR0i n bRi andbQ0i ¼ bRi n bR0i. Given any two vertices i and j, observe thatbXi 2 bQ0j iff bXj 2 bQ0i iff dðXi;XjÞ � r but dðX0i; X0jÞ > r, i.e.,

the vertices are joined by an edge at time t but not at

time tþ 1. This holds with probability q¼VolðbQiÞ¼VolðbQ0iÞ,
which neither depends on the particular vertices nor on t.

The value of q depends on the asymptotic relation between r

and s and is given in the following lemma:

Lemma 4. The probability that two different vertices i; j 2
f1; . . . ; ng are at distance at most r at time t but greater than r

at time tþ 1 is q � �r2, which also satisfies

q �

4
� sr; ifs ¼ oðrÞ;

�ðr2Þ; ifs ¼ �ðrÞ;
�r2; ifs ¼ !ðrÞ:

8><>:

Proof. The first bound on q is immediate from the definition

of q and the fact that VolðbRiÞ ¼ �r2. In order to obtain the

second statement, we consider three cases.

Case 1 (s � �r, for some fixed but small enough

� > 0). In order to compute the probability that bXj 2 bQ0i,
we express bXj ¼ ðxj; yj; zjÞ in new coordinates ð�; 	; zÞ,
where � ¼ dðXj;X

0
iÞ, 	 is the angle between the horizontal

axis andXiXj
���!

, and z ¼ zj. Integrate an element of volume

over the region bQ0i in terms of these coordinates. Let


 ¼ dðXj;XiÞ, so that ð
; 	; zÞ are the cylindrical coordi-

nates (see Fig. 1). Using the law of cosines, we write

� ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2 þ s2 � 2
s cos 	

p
and


 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�2 � s2 sin2 	

q
þ s cos 	:

ð4Þ

Notice that the minimum value that � can take is r� s,
since Xj must lie outside the circle of radius r� s and

center X0i. Otherwise, as dðX0i; X0jÞ � r, the vertices i and j

would share an edge at step tþ 1. On the other hand, Xj

must lie inside the circle of radius r centered at Xi, and

setting 
 ¼ r in (4), we get that the maximum value � can

achieve is
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2 þ s2 � 2rs cos 	
p

.

Let � be the angle determined from the range of all

possible values of 2�z (i.e., possible directions for vertex

j to move). By the law of cosines,

� ¼ 2 arccos
r2 � s2 � �2

2s�

� �
:

From (4) and the change of variables formula, we can

determine the element of volume in coordinates ð�; 	; zÞ:

dxdydz ¼ 
d
d	dz ¼ 
�


 � s cos 	
d�d	dz:

Using the fact that r� 2s � 
 � r, we can write


�


 � s cos 	
¼ � 1�O s

r

� 	� 	
:
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Therefore,

q ¼
Z
bQ0i dxdydz

¼
Z 2�

0

Z ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2þs2�2rs cos 	
p

r�s

�

2�


�


 � s cos 	
d�d	

¼ 1�O s

r

� 	� 	Z 2�

0

Z ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2þs2�2rs cos 	
p

r�s
1

�
arccos

r2 � s2 � �2

2s�

� �
� d�d	

¼ 1�O s

r

� 	� 	
2

Z �

0

1

2�

�
� rs sin 	� 	r2

þ ðr2 þ s2 � 2rs cos 	Þ arccos
r cos 	� sffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

r2 þ s2 � 2rs cos 	
p

�
d	:

Looking at the Taylor series with respect to s=r of the

expression inside the integral divided by r2, we get

q ¼ 1�O s

r

� 	� 	Z �

0

r2 � 2	 cos 	

�

s

r
þO s

r

� 	2
� �� �

d	

¼ 1�O s

r

� 	� 	 4

�
sr:

Case 2 (�r < s < r=7). Recall that Ri is the circle of

radius r and center Xi. Take the chord in Ri, which is

perpendicular to the segment XiX
0
i and at distance r

from X0i. This chord divides Ri into two regions. One of

them, call it S, has the property that all the points inside

are at distance at least r from X0i, and moreover,

Area S 	 �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2�� �2
p

r2. Suppose Xj 2 S (i.e., the vertex j

is in S at time t), which happens with probability at least

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2�� �2
p

r2. Let us now consider the circle centered at X0i
and passing through Xj. We observe that dðX0j; X0iÞ >
dðXj;X

0
iÞwith probability at least 1=2, since it is sufficient

that the direction 2�zj in which vertex j moves lies in the

outer side of the tangent of that circle at Xj. Therefore,

the probability that dðXj;XiÞ � r and dðX0j; X0iÞ > r, or

equivalently, bXj 2 bQ0i, is at least 1
2 �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2�� �2
p

r2.

Case 3 (s 	 r=7). We can write

q ¼ VolðbQ0iÞ ¼ VolðbRi n bR0iÞ ¼ VolðbRiÞ �VolðbRi \ bR0iÞ;
and the result follows from 1 and 4 in Lemma 3. tu
We need the following technical result, which allows us

to compute the probability that a given subset of ½0; 1Þ3

contains no points of bX , but some other subsets contain at

least one. Roughly speaking, the lemma shows that under

some mild conditions, the probability of having a certain

number of points (including zero) in disjoint regions of the

unit torus is asymptotically equal to the product of the

probabilities of these events (that is, one can consider these

events as if they were independent).

Lemma 5. For any fixed integer k 	 0, let bS0; . . . ; bSk be pairwise

disjoint subsets of ½0; 1Þ3, with volumes s0; . . . ; sk, respec-

tively. If
Pk

i¼0 si ¼ oð1Þ, then

P ¼ P ðbS0 \ bX ¼ ;Þ ^ k̂

i¼1

ðbSi \ bX 6¼ ;Þ
 !

� 1� s0ð Þn
Yk
i¼1

1� e�sinð Þ:

Proof. Using inclusion-exclusion,

P ¼
X

cj2f0;1g; 2�j�i
ð�1Þ

Pi
j¼2

cj

1� s1 þ
Xi
j¼2

cjsj

 ! !n

¼
X

cj2f0;1g; 2�j�i�1

ð�1Þ
Pi�1

j¼2

cj

1� s1 þ
Xi�1

j¼2

cjsj

 ! !n

� 1� 1� si

1�
Pi�1

j¼2 cjsj

 ! !n

� 1� e�sinð Þ
X

cj2f0;1g; 2�j�i�1

ð�1Þ
Pi�1

j¼2

cj

1� s1 þ
Xi�1

j¼2

cjsj

 ! !n

;

and the argument follows by induction.

Next, we study the changes of isolated vertices between
two consecutive steps t and tþ 1. Let K1;t be the number of
isolated vertices in GðX t; rÞ. For any two consecutive steps t
and tþ 1, define the following random variables:

. Bt is the number of vertices i such that Xi is not
isolated in GðX t; rÞ but X0i is isolated in GðX tþ1; rÞ.

. Dt is the number of vertices i such that Xi is isolated
in GðX t; rÞ but X0i is not isolated in GðX tþ1; rÞ.

. St is the number of vertices i such that Xi and X0i are
both isolated in GðX t; rÞ and GðX tþ1; rÞ.

Denote them by B, D, and S whenever t and tþ 1 are
understood. Note that B and D have the same distribution.

Recall that given a collection of events E1ðnÞ; . . . ; EkðnÞ
and of random variables W1ðnÞ; . . . ;WlðnÞ taking values in
IN, with k and l fixed, they are defined to be mutually

asymptotically independent if for any k0; l0; i1; . . . ; ik0 2 IN and
j1; . . . ; jl0 ; w1; . . . ; wl0 2 IN such that k0 � k, l0 � l, 1 � i1 <
� � � < ik0 � k, 1 � j1 < � � � < jl0 � l, we have

Pr
k̂0

a¼1

Eia ^
l̂0

b¼1

ðWjb ¼ wbÞ
" #

�
Yk0
a¼1

Pr Eia½ �
Yl0
b¼1

Pr Wjb ¼ wb

 �

:

ð5Þ

The next proposition characterizes the changes of the
number of isolated vertices between two consecutive steps.
The proof is based on the computation of the joint factorial
moments of the variables accounting for these changes. At
first sight, it is not obvious that the probability of existence
of components of larger sizes is negligible compared to the
probability of sudden appearance of isolated vertices, but
this is indeed shown in Lemma 7.

Proposition 6. Assume � ¼ �ð1Þ. Then, for any two con-

secutive steps,

EB ¼ ED � �ð1� e�qnÞ and ES � �e�qn:
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Moreover, we have that

. If s¼oð1=rnÞ, then PðB > 0Þ�EB; PðD > 0Þ�ED;
S is asymptotically Poisson; and ðB > 0Þ, ðD > 0Þ,
and S are asymptotically mutually independent.

. If s ¼ �ð1=rnÞ, then B, D, and S are asymptotically
mutually independent Poisson.

. If s ¼ !ð1=rnÞ, then B and D are asymptotically
Poisson; PðS > 0Þ � ES; and B, D, and ðS > 0Þ are
asymptotically mutually independent.

Proof. The central ingredient in the proof is the computa-

tion of the joint factorial moments Eð½B�‘1 ½D�‘2 ½S�‘3Þ of

these variables. In particular, we find the asymptotic

values of EB, ED, and ES. Moreover, in the case

s ¼ �
�
1=ðrnÞ

�
, we show that for any fixed naturals ‘1, ‘2,

and ‘3, we have

Eð½B�‘1 ½D�‘2
½S�‘3Þ � ðEBÞ

‘1ðEDÞ‘2ðESÞ‘3 : ð6Þ

The statement then follows from [3, Theorem 1.23].
The other cases are more delicate since (6) does not

always hold for extreme values of s and we obtain a
weaker result. In the case s ¼ o

�
1=ðrnÞ

�
, we compute the

moments for any natural ‘3 but only for ‘1; ‘2 2 f0; 1; 2g
and obtain

Eð½B�‘1
½D�‘2 ½S�‘3

Þ � ðEBÞ‘1ðEDÞ‘2ðESÞ‘3 ; if ‘1; ‘2 < 2;

Eð½B�2½D�‘2
½S�‘3Þ ¼ oðEðB ½D�‘2

½S�‘3ÞÞ;
Eð½B�‘1

½D�2½S�‘3Þ ¼ oðEð½B�‘1
D ½S�‘3ÞÞ:

ð7Þ

Using the upper and lower bounds in [3, Section 1.4], we

get that ðB > 0Þ, ðD > 0Þ, and S satisfy (5), and

PðB > 0Þ�EB, PðD > 0Þ�ED, and 8 k 2IN PðS¼kÞ�
e�ES ðESÞk

k! : For the case s ¼ !
�
1=ðrnÞ

�
, we compute the

moments for any naturals ‘1 and ‘2 but only for ‘3 2
f0; 1; 2g and obtain

Eð½B�‘1
½D�‘2 ½S�‘3

Þ � ðEBÞ‘1ðEDÞ‘2ðESÞ‘3 ; if ‘3 < 2;

Eð½B�‘1
½D�‘2 ½S�2Þ ¼ oðEð½B�‘1

½D�‘2SÞÞ:
ð8Þ

From this and by using once more upper and lower

bounds given in [3, Section 1.4], we conclude that B, D,

and ðS > 0Þ satisfy (5), and

PðB ¼ kÞ � e�EB ðEBÞ
k

k!
8k 2 IN;

PðD ¼ kÞ � e�ED ðEDÞ
k

k!
8k 2 IN and PðS > 0Þ � ES:

We proceed to compute the moments. For each

i 2 f1; . . . ; ng, define Bi, Di, and Si as the indicator

functions of the following events: Bi ¼ 1 iff Xi is not

isolated in GðX t; rÞ, but X0i is isolated in GðX tþ1; rÞ;
Di ¼ 1 iff Xi is isolated in GðX t; rÞ but X0i is not isolated

in GðX tþ1; rÞ, and Si ¼ 1 iff Xi and X0i are both isolated

in GðX t; rÞ and GðX tþ1; rÞ. Then,

B ¼
Xn
i¼1

Bi; D ¼
Xn
i¼1

Di; S ¼
Xn
i¼1

Si:

Recall that bQi ¼ bR0i n bRi and bQ0i ¼ bRi n bR0i. Note that

Bi ¼ 1 iff all points in bX n f bXig are outside bR0i but at

least one is inside bQ0i; Di ¼ 1 iff all points in bX n f bXig
are outside bRi but at least one is inside bQi; and

finally, Si ¼ 1 iff all points in bX n f bXig are outsidebRi [ bR0i ¼ bRi [ bQi ¼ bR0i [ bQ0i.
Given any fixed naturals ‘1; ‘2; ‘3 with ‘ ¼ ‘1 þ ‘2 þ ‘3,

we choose an ordered tuple J of ‘ different vertices
i1; . . . ; i‘ 2 f1; . . . ; ng and define

E ¼
‘̂1

a¼1

ðBia ¼ 1Þ ^
^‘1þ‘2

b¼‘1þ1

ðDib ¼ 1Þ ^
‘̂

c¼‘1þ‘2þ1

ðSic ¼ 1Þ: ð9Þ

Then, PðEÞ does not depend on the particular tuple J ,
and multiplying it by the number ½n�‘ of ordered choices
of J , we get

Eð½B�‘1 ½D�‘2
½S�‘3Þ ¼ ½n�‘PðEÞ: ð10Þ

Relabeling the vertices as J ¼ ð1; . . . ; ‘Þ, let bY ¼S‘
i¼1f bXig. Define the set

bR ¼[‘1
i¼1

bR0i [ [‘1þ‘2
i¼‘1þ1

bRi [
[‘

i¼‘1þ‘2þ1

ðbRi [ bR0iÞ;
and the collection of sets

bQ ¼ fbQ01; . . . ; bQ0‘1
; bQ‘1þ1; . . . ; bQ‘1þ‘2g:

Rename bQ
i ¼ bQ0i for 1 � i � ‘1, bQ
i ¼ bQi for ‘1 þ 1 � i �
‘1 þ ‘2, so bQ ¼ fbQ
1; . . . ; bQ
‘1þ‘2

g.
Case 1 (s ¼ �ð1=rnÞ). Say that a vertex i 2 J is

restricted if there is some other j 2 J with j > i such that

dðXi;XjÞ � 2rþ 4s. Let F be the event that dðXi;XjÞ >
2rþ 4s for all i; j 2 J (i 6¼ j). This event has probability

1�Oðr2Þ. Assume first that F holds and computes the

probability of E conditional upon this. Notice that F
implies that for any i; j 2 J (i 6¼ j), we must havebRi \ bRj ¼ ;, bR0i \ bR0j ¼ ;, and bRi \ bR0j ¼ ;. Then

VolðbRÞ ¼ ‘�r2 þ ‘3q, and the sets in bQ are pairwise

disjoint and also disjoint from bR. Moreover, observe that,

conditional upon F , E is equivalent to the event that all

points in bX n bY lie outside bR, but at least one belongs to

each bQ
i 2 bQ. From Lemmas 4 and 5, we get

PðE ^ FÞ ¼ ð1�Oðr2ÞÞ PðE j FÞ

� �

n

� 	‘
ð1� e�qnÞ‘1þ‘2e�‘3qn:

ð11Þ

We claim that PðE ^ FÞ is the main contribution to
PðEÞ. In fact, if F does not hold, then PðE j FÞ is larger
than the expression in (11), but this is balanced out by
the fact that PðFÞ is small. Before proving this claim,
define H to be the event that dðXi;XjÞ > r� 2s for all
i; j 2 J (i 6¼ j). Notice that E implies H, since otherwise,
for some i; j 2 J , Xi and Xj would be joined by an edge
in GðX t; rÞ, and also X0i and X0j in GðX tþ1; rÞ, which is
not compatible with E. Therefore, we only need to
prove that PðE ^ FÞ ¼ PðF ^ HÞPðE j F ^ HÞ is negli-
gible compared to (11).
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Suppose then that H holds and that a number p > 0

of vertices in J are restricted, i.e., F does not hold. This

happens with probability Oðr2pÞ. In this case, as each

unrestricted vertex in J contributes at least with �r2 to

VolðbRÞ and the first restricted one gives by Lemma 3 (2)

the term ��r2, we get VolðbRÞ 	 ð‘� pÞ�r2 þ ��r2. More-

over, E implies that all points in bX n bY lie outside of bR,

which has probability ð1�VolðbRÞÞn�‘ ¼ Oð1=n‘�pþ�Þ.
Summarizing, the weight in PðE ^ FÞ coming from

situations with p restricted vertices is Oðr2p=n‘�pþ�Þ ¼
Oðlogp n=n‘þ�Þ and is thus negligible compared to (11).

Hence, PðEÞ � PðE ^ FÞ, and the required condition

on the moments announced in (6) follows from (10)

and (11).

Case 2 (s ¼ oð1=rnÞ). Defining F and H as in the case
s ¼ �

�
1=ðrnÞ

�
and by an analogous argument, we obtain

PðE ^ FÞ � �

n

� 	‘
ð1� e�qnÞ‘1þ‘2e�‘3qn � �

n

� 	‘
ðqnÞ‘1þ‘2 :

ð12Þ

However, the analysis of the case that F does not hold

is slightly more delicate here. Indeed, there is an

additional oð1Þ factor in (12), namely ðqnÞ‘1þ‘2 , which

forces us to get tighter bounds on PðE ^ F ^ HÞ than the
ones obtained before. Unlike in the case s ¼ �

�
1=ðrnÞ

�
,

we need to consider the role of bQ when F does not hold,

and special care must be taken with several new

situations which do not occur otherwise. For instance,

since the elements of bQ are not necessarily disjoint, then

for bQ
i ; bQ
j 2 bQ, the condition that both contain some

element of bX can be satisfied by having just a single point

in bQ
i \ bQ
j \ bX . Moreover, if ‘1 	 2 and 1 � i; j � ‘1 (or
‘2 	 2 and ‘1 þ 1 � i; j � ‘1 þ ‘2), the previous condition

is also satisfied if bXj 2 bQ
i , which is equivalent tobXi 2 bQ
j . If the latter situation occurs, we say that i and

j collaborate.

We bound the weight in PðE ^ FÞ due to situations

in which there are no pairs of elements in J which

collaborate. Let J1 ¼ f1; . . . ; ‘1 þ ‘2g and bY1 ¼
S‘1þ‘2

i¼1 f bXig,
and consider the setP of partitions ofJ1. A partition ofJ1 is

a collection of nonempty subsets of J1, denoted by blocks,

which are disjoint and have unionJ1. The size of a partition

is the number of blocks, and for each block, we call leader to

the maximal element in the block. Given a partition P ¼
fA1; . . . ; Akg 2 P and given i1; . . . ; ik 2 f1; . . . ; ng n J , let

EP;i1;...;ik be the following event: For each blockAj of P , we

have bXij 2
T
i2Aj

bQ
i , and moreover, all the points in bX n
ðbY [ fi1; . . . ; ikgÞ lie outside of bR. We wish to bound the

probability of EP;i1;...;ik ^ F ^H. Notice that if EP;i1;...;ik
holds, then all the ‘1 þ ‘2 � k nonleader elements in J1

must be restricted, and possibly some other p0 vertices in J

are restricted too. Moreover, F does not hold iff this p0

satisfies 0 < ‘1 þ ‘2 � kþ p0 < ‘. Given any p0 with this

property, suppose p0 is exactly the number of restricted

vertices in J , which are either in J n J1 or are leaders of

some block. We condition upon this and also upon H,

which has probability r2p0 . Then for each block Aj with

leader lj, event EP;i1;...;ik requires that bXij 2 bQ
lj and for all

i 2 Aj (i 6¼ lj), bXi 2 ðbQij [ bQ0ijÞ. In addition, since the

number of restricted vertices in J is ‘1 þ ‘2 � kþ p0 > 0,

arguing as in the case s ¼ �
�
1=ðrnÞ

�
, we have VolðbRÞ 	

ð‘3 þ k� p0Þ�r2 þ ��r2. The contribution to PðEP;i1;...;ik ^
F ^HÞ for this particular p0 is

Oðr2p0 Þqkð2qÞ‘1þ‘2�kð1�VolðbRÞÞn�‘�k
¼ O logp

0
n

n‘þkþ�

 !
ðqnÞ‘1þ‘2 :

Therefore, for some 0 < �0 < �, we can write

PðEP;i1;...;ik ^ F ^HÞ ¼ O
1

n‘þkþ�0

� �
ðqnÞ‘1þ‘2 :

Finally, observe that if there are no pairs of elements in J

which collaborate, then E ^ F implies that EP;i1;...;ik ^ F ^
H holds for some P 2 P of size k and some i1; . . . ; ik 2
f1; . . . ; ng n J , and therefore has probability

O nk
� �

O
1

n‘þkþ�0

� �
ðqnÞ‘1þ‘2 ¼ O 1

n‘þ�0

� �
ðqnÞ‘1þ‘2 ;

which is negligible compared to (12). In particular, if

‘1; ‘2 < 2, then no pair of elements in J collaborates and

then PðEÞ � PðE ^ FÞ. Hence, the first line of (7) follows

from (10) and (12).
We extend the approach above to deal with situations

in which some pair of elements in J collaborate. Notice

that if s! 0 fast, their contribution to PðE ^ F ^HÞ may

be larger than (12). Hence, we restrict ‘1 and ‘2 to be at

most 2 and prove only (7). If ‘1 ¼ 2, let E1 be the

following event: bX1 2 bQ02; bR contains no points in bX n bY;

and for each natural i, 3 � i � 2þ ‘2, bQi contains some

point in bX n bY. If ‘2 ¼ 2, let E2 be the following event:bX‘1þ1 2 bQ‘1þ2; bR contains no points in bX n bY; and for each

natural i, 1 � i � ‘1, bQ0i contains some point in bX n bY.

Finally, if ‘1 ¼ ‘2 ¼ 2, let E1;2 be the following event: bX1 2bQ02 and bX3 2 bQ4.

In order to compute PðE1 ^HÞ, we can repeat the

same argument as above, but imposing that bX1 2 bQ02
and ignoring other conditions on bQ01 and bQ02. We get that

for some �0 > 0;

PðE1 ^HÞ ¼ O
1

n‘�1þ�0

� �
qðqnÞ‘2 ¼ O 1

n‘þ�0

� �
ðqnÞ1þ‘2 ; ð13Þ

and similarly,

PðE2 ^HÞ ¼ O
1

n‘þ�0

� �
ðqnÞ‘1þ1;

PðE1;2 ^HÞ ¼ O
1

n‘þ�0

� �
ðqnÞ2:

ð14Þ

Observe that if some vertices in J collaborate, then E ^ F
implies that E1 ^H, E2 ^H, or E1;2 ^H hold. Unfortu-

nately, from (12), (13), and (14), we cannot guarantee that
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PðE ^ FÞ is less than PðE ^ FÞ, but by (10), multiplying
these probabilities by ½n�‘, we get (7).

Case 3 (s ¼ !ð1=rnÞ, but also s ¼ OðrÞ). Following the
same notation as in the case s ¼ �ð1=rnÞ and by an
analogous argument, we obtain

PðE ^ FÞ � �

n

� 	‘
ð1� e�qnÞ‘1þ‘2e�‘3qn � �

n

� 	‘
e�‘3qn: ð15Þ

If ‘3 � 1, we claim that (15) is the main contribution to
PðEÞ. In fact, supposeH holds and p > 0 of the vertices in
J are restricted (F does not hold), which happens with
probability Oðr2pÞ. Since ‘3 � 1, then the only possible
event which contributes to S in the definition of E is
ðS‘ ¼ 1Þ (cf., (9)). This involves vertex ‘, which cannot be
restricted by definition. Therefore, VolðbRÞ 	 ð‘� pÞ�r2 þ
‘3q þ ��r2, since by (2) and (3) in Lemma 3, the unrest-
ricted vertices in J contribute ð‘� pÞ�r2 þ ‘3q to VolðbRÞ,
and the first restricted one gives the term ��r2. Therefore,
in this situation, the probability of E is Oðe�‘3qn=n‘�pþ�Þ,
which combined with the probability Oðr2pÞ, that p
vertices are restricted, has negligible weight compared to
(15). Hence, PðEÞ � PðE ^ FÞ and the first line of (8)
follows from (10) and (15).

If ‘3 ¼ 2 and we have p restricted vertices in J , we can
only assure that VolðbRÞ 	 ð‘� pÞ�r2 þ q þ ��r2. Then, for
some 0 < �0 < �,

PðE ^ FÞ ¼ O r2p

n‘�pþ�

� �
e�qn ¼ O 1

n‘þ�0

� �
e�qn: ð16Þ

Using (10), (15), and (16), we verify that the second line
of (8) is satisfied.

Case 4 (s ¼ !ðrÞ). LetF0 be the event that for any i; j 2 J
(i 6¼ j), we have that dðXi;XjÞ > 2r and dðX0i; X0jÞ > 2r.

This event has probability 1�Oðr2Þ. Observe that if F0
holds, then for any i; j 2 J (i 6¼ j), we must havebRi \ bRj ¼ ;, bR0i \ bR0j ¼ ;, and bRi \ bR0j ¼ ;. Therefore,
VolðbRÞ ¼ ‘�r2 þ ‘3q and the sets in bQ are pairwise disjoint

and also disjoint from bR. Using Lemmas 4 and 5, and by

the same argument that leads to (11),?twb>

PðE ^ F 0Þ � �

n

� 	‘
ð1� e�qnÞ‘1þ‘2e�‘3qn � �

n

� 	‘
e�‘3qn:

The remaining of the argument is analogous to Case 3
but replacing F with F0 and using Lemma 3 (3). tu
Taking into account that K1;t ¼ Dt þ St and K1;tþ1 ¼

St þBt, Proposition 6 completely characterizes the number
of isolated vertices at two consecutive steps in the case
s ¼ �

�
1=ðrnÞ

�
. For the other ranges of s, the result is

weaker but still sufficient for our further purposes. We
remark that if s ¼ o

�
1=ðrnÞ

�
, then creations and destruc-

tions of isolated vertices are rare, but a Poisson number of
isolated vertices is present at both consecutive steps.
Otherwise, if s ¼ !

�
1=ðrnÞ

�
, then the isolated vertices

which are present at both consecutive steps are rare, but
a Poisson number for these is created and also a Poisson
number destroyed.

To characterize the connectivity of
�
GðX t; rÞ

�
t2ZZ, we

need to bound the probability of the event that components
other than isolated vertices and the giant one appears at

some step. Recall that in the static case, a.a.s. this does not
occur at one single step t [7]. However, during long periods
of time, this event could affect the connectivity and must
be considered.

Given a component � of GðX ; rÞ, � is embeddable if it can
be mapped into the square ½r; 1� r�2 by a translation in the
torus. Embeddable components do not wrap around the
torus. Components which are not embeddable must have a
size of at least �ð1=rÞ (see Fig. 2).

Sometimes several nonembeddable components can
coexist together. However, there are some nonembeddable
components which are so spread around the torus that they
do not allow any room for other nonembeddable ones. Call
these components solitary (see Fig. 2). By definition, we can
have at most one solitary component. We cannot disprove
the existence of a solitary component, since with probability
1� oð1Þ, there exists a giant component of this nature. For
components which are not solitary, we give asymptotic
bounds on the probability of their existence according to
their size.

The proof of the next lemma is an extension of the proofs
of [7, Lemmas 4 and 5], where exact probabilities for the
existence of components of size ‘ 	 2 are computed for the
static model GðX ; rÞ. In the setup of the current paper, new
difficulties arise, since we must also take into consideration
changes between two consecutive time steps. The basic idea
is that at a step t, if eK2;t denotes the number of nonsolitary
components other than isolated vertices occurring at t, we
show that in the dynamic evolution of connectivity, these
components have a negligible effect when compared to the
isolated vertices.

Lemma 7. Assume that � ¼ �ð1Þ and s ¼ o
�
1=ðrnÞ

�
. Then,

. Pð eK2;t >0 ^ eK2;tþ1¼ 0Þ ¼ Pð eK2;t ¼ 0 ^ eK2;tþ1 > 0Þ
¼ oðsrnÞ,

. Pð eK2;t > 0 ^Bt > 0Þ ¼ oðsrnÞ.
Proof. Recall from Lemma 4 that if s ¼ o

�
1=ðrnÞ

�
, then

q ¼ �ðrsÞ. It suffices to prove that Pð eK2;t > 0 ^ eK2;tþ1 ¼
0Þ ¼ oðqnÞ and Pð eK2;t > 0 ^Bt > 0Þ ¼ oðqnÞ, since ð eK2;t ¼
0 ^ eK2;tþ1 > 0Þ corresponds in the time-reversed process

to ð eK2;t > 0 ^ eK2;tþ1 ¼ 0Þ, and thus, they have the same

probability.
Consider all the possible components in GðX ; rÞ,

which are not solitary and have size at least 2. They are
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Fig. 2. (a) Two nonembeddable components which are not solitary.

(b) One solitary component and one embeddable component (shaded).



classified into several types according to their size and
diameter, and we deal with each type separately. Denote
by Mi the number of components of type i in GðX t; rÞ, we
must show for each type i that

PðMi > 0 ^ eK2;tþ1 ¼ 0Þ ¼ oðqnÞ and

PðMi > 0 ^Bt > 0Þ ¼ oðqnÞ:
ð17Þ

The following definition describes the changes of edges

between GðX t; rÞ and GðX tþ1; rÞ. For each i 2 f1; . . . ; ng,
we define bPi ¼ bQi [ bQ0i ¼ bRi�bR0i (where � denotes the

symmetric difference of sets). Given also j 2 f1; . . . ; ng,
observe that bXj 2 bPi iff bXi 2 bPj iff vertices i and j share

an edge either at time t or at time tþ 1 but not at both

times, which happens with probability VolðbPiÞ ¼ 2q.

Throughout this proof, let � ¼ 10�18.

Part 1. First, we consider all possible embeddable

components in GðX ; rÞ with diameter between �r and

6
ffiffiffi
2
p

r. Call them components of type 1 and let M1 denote

their number at time t.
The argument of this part follows the lines to the

proof of [7, Part 3 in Lemma 5], but taking into
consideration the peculiarities of the fact that the graph
is dynamic. We tessellate the torus ½0; 1Þ2 into square cells
of side �r, for some fixed but small enough � > 0. Let �
be a component of type 1 and S ¼ S� be the set of all
points in the torus ½0; 1Þ2, which are at distance at most r
from some vertex in �. Remove from S the vertices of �
and the edges (represented by straight line segments)
and denote by S0 the outer connected topological
component of the remaining set. By construction, S0
must contain no vertex in X (see Fig. 3a). Now let iL, iR,
iT, and iB, respectively, be the indexes of the leftmost,
rightmost, topmost, and bottommost vertices in �. Some
of these indexes are possibly equal. Assume w.l.o.g. that
the vertical length of � is at least �r=

ffiffiffi
2
p

. Otherwise, the
horizontal length of � has this property and we can
rotate the descriptions in the argument. The upper half
circle with center XiT and the lower half circle with
center XiB are disjoint and are contained in S0. If XiR is at
greater vertical distance from XiT than from XiB ,
consider the rectangle of height �r=ð2

ffiffiffi
2
p
Þ and width r�

�r=ð2
ffiffiffi
2
p
Þ with one corner on XiR and above and to the

right of XiR . Otherwise, consider the same rectangle
below and to the right of XiR . This rectangle is also

contained in S0 and its interior does not intersect the
previously described half circles. Analogously, we can
find another rectangle of height �r=ð2

ffiffiffi
2
p
Þ and width r�

�r=ð2
ffiffiffi
2
p
Þ to the left of XiL and either above or below XiL

with the same properties. Hence, AreaðS0Þ > 1þ �
5

� �
�r2.

Let S
 be the union of all the cells in the tessellation
which are fully contained in S0 (see Fig. 3b).

Choosing � sufficiently small, we can guarantee that

S
 is topologically connected and has area AreaðS
Þ 	
ð1þ �=6Þ�r2. By removing some extra cells from S
, we

can assume that the number of cells in S
 is exactly

dð1þ�=6Þ�
�2 e. Now for each i; j 2 f1; . . . ; ng and each union

S
 of dð1þ�=6Þ�
�2 e cells that is topologically connected, let

Ei;j;S
 be the following event: S
 contains no points in

X n fXi;Xjg, Xj is at distance at least 2r from all the

points in S
, bR0j contains no points in bX n f bXi; bXjg, and

moreover, bXi 2 bPj. Notice that if Xj is at distance at least

2r from all the points in S
, then ��1
1 ðS
Þ and bR0j are

disjoint. Hence, Volð��1
1 ðS
Þ [ bR0jÞ 	 ð2þ �=6Þ�r2 and

PðEi;j;S
Þ � 1�Volð��1
1 ðS
Þ [ bR0jÞ� 	n�2

ð2qÞ

¼ O q

n2þ�=6

� �
:

Similarly, let F i;j;S
 be the following event: S
 contains no
points in X n fXi;Xjg; Xj is at distance at most 2r from
some point in S
; and moreover, bXi 2 bPj. Notice that the
probability that Xj is at distance at most 2r from some
point in S
 is Oðr2Þ ¼ Oðlogn=nÞ. Hence,

PðF i;j;S
Þ � 1�AreaðS
Þð Þn�2
O

logn

n

� �
ð2qÞ

¼ O q logn

n2þ�=6

� �
:

Finally, observe that each of the events ðM1 > 0 ^eK2;tþ1 ¼ 0Þ and ðM1 > 0 ^Bt > 0Þ implies that either
Ei;j;S
 or F i;j;S
 holds, for some i; j 2 f1; . . . ; ng and some
topologically connected union S
 of cells. Therefore, the
probabilities of ðM3a > 0 ^ eK2;tþ1 ¼ 0Þ and ðM3a > 0 ^
Bt > 0Þ are at mostX

i;j;S

Ei;j;S
 þ

X
i;j;S

F i;j;S
 ¼ O

qn

n�=6

� �
:

Part 2. Consider all the possible components in
GðX ; rÞ, which are embeddable and have diameter at
least 6

ffiffiffi
2
p

r. Call them components of type 2 and let M2

denote their number at time t.

We tessellate the torus into square cells of side �r, for

some fixed but small enough � > 0. Our goal is to show

that if GðX t; rÞ has some component of type 2, then there

exists some topologically connected union S
 of cells with

AreaðS
Þ 	 ð11=5Þ�r2 and which does not contain any

vertex inX . Then, arguing as in Part 1 before, we conclude

that both PðM2 > 0 ^ eK2;tþ1 ¼ 0Þ and PðM2 > 0 ^Bt > 0Þ
areO qn=ðn1=5 lognÞ

� �
. We now proceed to prove the claim

on the union of cells S
. Given a component � of type 2 in
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Fig. 3. The tessellation for counting components of type 1.



GðX t; rÞ, let S0, iT, and iB be defined as in Part 1. Repeating

the same argument in there but replacing �rwith 6
ffiffiffi
2
p

r, we

can assume w.l.o.g. that the vertical distance between XiT

and XiB is at least 6r, and claim that the upper half circle

with centerXiT and radius r and the lower half circle with

center XiB and radius r must be disjoint and contained in

S0. Now, consider the region of points in the torus ½0; 1Þ2
with the y-coordinate between that of XiT and XiB , and

split this region into three horizontal bands of the same

width. Observe that each band has width at least 2r, and

hence, must contain some vertex of �. For each of these

bands, pick the rightmost vertex of � in the band. We select

the right lower quarter circle of radius r centered at the

vertex if the vertex is closer to the top of the band, or

otherwise the right upper quarter circle. We also perform

the symmetric operation and choose three more quarter

circles to the left of the leftmost vertices in the three bands.

All these six quarter circles together with the two half

circles previously described are by construction mutually

disjoint and contained in S0. Therefore, AreaðS0Þ 	
ð5=2Þ�r2. Let S
 be the union of all the cells in the

tessellation which are fully contained in S0. We loose a bit

of area compared to S0. However, if � was chosen small

enough, we can guarantee that S
 is topologically

connected and also AreaðS
Þ 	 ð11=5Þ�r2. This � can be

chosen to be the same for all components of type 2.

Part 3. Consider all the possible components inGðX ; rÞ
which have diameter at most �r and size between 2 and

logn=37. Call them components of type 3, and let M3

denote their number at time t (see Fig. 4a).

Given any i 2 f1; . . . ; ng, let Ei be the event that there

is a component � of type 3 in GðX n fXig; rÞ, and

moreover, for some j 2 f1; . . . ; ng such that Xj is a

vertex of � we have that bXi 2 bPj. By [7, Theorem 2], with

probability Oð1= log2 nÞ, GðX n fXig; rÞ has a component

� of size between 3 and logn=37. Conditional upon this,

the probability that bXi 2 bPj for some j 2 f1; . . . ; ng with

Xj 2 � is at most logn=37 times 2q. This contributes

Oð1= log2 nÞðlogn=37Þð2qÞ ¼ Oðq= lognÞ to the probability

of Ei. Otherwise suppose GðX n fXig; rÞ has a component

� of type 3 and size exactly 2. Again, by [7, Theorem 2],

this happens with probability Oð1= lognÞ. Conditional

upon this, the probability that bXi 2 bPj for some j 2
f1; . . . ; ng with Xj being a vertex of � is at most two

times 2q. This also contributes Oð1= lognÞð4qÞ ¼
Oðq= lognÞ to the probability of Ei, and therefore,

PðEiÞ ¼ Oðq= lognÞ.
Given any i1; i2 2 f1; . . . ; ng (i1 6¼ i2), let F i1;i2 be the

event that there is a component � of type 3 in GðX n
fXi2g; rÞ with bR0i1 \ ðbX n f bXi1 ;

bXi2gÞ ¼ ;. To derive the

probability of F i1;i2 , we distinguish two cases according

to the distance between Xi1 and �. Suppose first that

for some h 2 f1; . . . ; ng n fi1; i2g, we have that r <

dðXi1 ; XhÞ � 3r, which happens with probability

Oðr2Þ ¼ Oðlogn=nÞ. Let Sh be the set of points in

½0; 1Þ2 at distance greater than �r but at most r from

Xh, and let Si1 be the circle with center Xi1 and radius

r� 2s. At least one half circle of Si1 has all points at

distance greater than r from Xh, so AreaðSh [ Si1Þ 	
ð1� �2Þ�r2 þ �ðr� 2sÞ2=2 	 ð5=4Þ�r2. Notice that, if

F i1;i2 holds for some component � which contains a

vertex Xh such that dðXi1 ; XhÞ � 3r, then we must have

dðXi1 ; XhÞ > r, and moreover, Sh [ Si1 must contain no

point in X n fXi1 ; Xi2g, which occurs with probability

ð1�AreaðSh [ Si1ÞÞ
n�2 ¼ Oð1=n5=4Þ. Multiplying this by

the probability that dðXi1 ; XhÞ � 3r and taking the

union bound over the n� 2 possible choices of h, the

contribution to PðF i1;i2Þ due to situations of this type is

Oðnðlogn=nÞ=n5=4Þ, which is Oð1=ðn lognÞÞ. On the other

hand, we claim that the probability that F i1;i2 holds for

some component � with all vertices at distance

greater than 3r from Xi1 is also Oð1=ðn lognÞÞ. To prove

this, we first introduce some additional notation: Fix an

arbitrary set of indexes J � f1; . . . ; ng of size jJ j ¼ ‘,
with two distinguished elements i and j. Denote by

Y ¼
S
k2J Xk the set of random points in X with indexes

in J , and set bY ¼ ��1
1 ðYÞ. Furthermore, let S be the set

of all points in the torus ½0; 1Þ2 which are at distance at

most r from some vertex in Y, and set bS ¼ ��1
1 ðSÞ.

Define E to be the event that there is some nonnegative

real � � �r such that Xj is placed at distance � from Xi

and to the right of Xi; all the remaining vertices in Y
are inside the half circle of center Xi and radius �; and

all the n� ‘� 2 points in bX n ðbY [ f bXi1 ;
bXi2gÞ lie outside

of bS [ bR0i1 . This last situation occurs with probabilitybP ¼ ð1�VolðbS [ bR0i1ÞÞn�‘�2. By calculations that are

analogous to those that yield (4) in the proof of [7,

Lemma 4] (and similar in flavor to Part 1 of this

lemma), we obtain

�r2 2þ 1

6

�

r

� �
< VolðbS [ bR0i1Þ < 13�

4
r2:

Using the fact that 1� x � e�x and plugging in the

definition of � (recall that � ¼ ne�r2�n), we also get

bP <
�

n

� 	2þ�=ð6rÞ 1

ð1� 13�r2=4Þ‘þ1
:
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Fig. 4. A component � of Type 3 of size exactly ‘ ¼ 9 and all its vertices
at distance � �r from the leftmost one.



Then, one can calculate PðEÞ by integrating with respect

to � the probability density function of dðXi;XjÞ times

the probability that the remaining ‘� 2 selected vertices

lie inside the right half circle of center Xi and radius �

times the upper bound on bP (again, the calculations are

analogous to the last lines of the proof of [7, Lemma 4],

with P from there replaced by bP ), and the claim is

proven for components of type 3 of fixed size ‘ 	 2. By

calculating the expected number of components of this

type and each size 2 � k � logn=37 (the argument is as in

[7, Part 1 of Lemma 5], where all details are given) this is

extended to all components of type 3 and we obtain that

PðF i1;i2Þ ¼ Oð1=ðn lognÞÞ.
Now we proceed to prove (17) for components of

type 3. First observe that the event ðM3 > 0 ^ eK2;tþ1 ¼ 0Þ
implies that Ei holds for some i 2 f1; . . . ; ng, since the

only way for a component of type 3 to disappear within

one time step is getting joined to something else.

Therefore,

PðM3 > 0 ^ eK2;tþ1 ¼ 0Þ �
Xn
i¼1

PðEiÞ ¼ O
qn

logn

� �
:

Notice that ðM3 > 0 ^Bt > 0Þ implies that F i1;i2 holds,

and moreover, bXi2 2 bQ0i1 , for some i1; i2 2 f1; . . . ; ng
(i1 6¼ i2). Then,

PðM3 > 0 ^Bt > 0Þ �
X
i1;i2

P
�
F i1;i2 ^ ð bXi2 2 bQ0i1Þ�

¼ O n2q

n logn

� �
¼ O qn

logn

� �
:

Part 4. Consider all the possible components in
GðX ; rÞ which have diameter at most �r and size greater
than logn=37. Call them components of type 4, and let M4

denote their number at time t.
We tessellate the torus with square cells of side y ¼

bð�rÞ�1c�1 (y 	 �r but also y � �r). We define a box to be a
square of side 2y consisting of the union of four cells of
the tessellation. Consider the set of all possible boxes.
Note that any component of type 4 must be fully
contained in some box (see Fig. 5).

Given any box b and i; j 2 f1; . . . ; ng (i 6¼ j), we define
Eb;i;j to be the event that box b contains more than logn

37 � 1
points of X n fXig, and moreover, bXi 2 bPj. Observe that

each of the events ðM4 > 0 ^ eK2;tþ1 ¼ 0Þ and ðM4 >
0 ^Bt > 0Þ implies that Eb;i;j holds for some box b and
i; j 2 f1; . . . ; ng.

Notice that the number of vertices in each box follows
a binomial distribution with mean EW ¼ ð2yÞ2n ¼
ð2�Þ2 logn=�. Thus, by the Chernoff inequality (see, e.g.,
[8, Theorem 12.7]), applied with � � �

148�2 > e79 we have

P W >
1

37
logn� 1

� �
< n�2:1;

and by taking a union bound over the set of all �ðr�1Þ ¼
�ðn= lognÞ boxes, we get PðM4 > 0Þ ¼ Oð1=ðn1:1 lognÞÞ
and, thus,

PðM4 > 0 ^ eK2;tþ1 ¼ 0Þ � O 1

n1:1 logn

� �X
i;j

Pð bXj 2 bPiÞ
¼ O qn

n0:1 logn

� �
:

The same bound applies to PðM4 > 0 ^Bt > 0Þ.
Part 5. Consider all the possible components in

GðX ; rÞ which are not embeddable and not solitary. Call

them components of type 5, and let M5 denote their

number at time t. The idea of the proof is the following:

We tessellate the torus ½0; 1Þ2 into �ðn= lognÞ small

square cells of side length �r, where � > 0 is a

sufficiently small positive constant (see Fig. 6a). By

dividing ½0; 1Þ2 into horizontal and vertical bands of

width 2r and carefully choosing vertices of � in each of

these bands, one can show that each of the events ðM5 >

0 ^ eK2;tþ1 ¼ 0Þ and ðM5 > 0 ^Bt > 0Þ implies that for

some i; j 2 f1; . . . ; ng, there is some connected union S

of cells in the tessellation with AreaðS
Þ 	 ð11=5Þ�r2 such

that S
 \ ðX n fXigÞ ¼ ;, and moreover, bXi 2 bPj. The

proof is similar to the one in Part 2 of this lemma. From

there we obtain PðM5 > 0Þ ¼ Oð 1
n6=5 logn

Þ, and therefore,

we get

PðM5 > 0 ^ eK2;tþ1 ¼ 0Þ � O 1

n6=5 logn

� �X
i;j

Pð bXj 2 bPiÞ
¼ O qn

n1=5 logn

� �
;

and the same bound applies to PðM5 > 0 ^Bt > 0Þ. tu
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Fig. 6. Components which are not embeddable and not solitary.

Fig. 5. The tessellation for counting components of type 4 with two
particular boxes shaded.



Now we can characterize the connectivity of
�
GðX t; rÞ

�
t2ZZ

at two consecutive steps. We denote by Ct the event that

GðX t; rÞ is connected and byDt ¼ Ct the event thatGðX t; rÞ is

disconnected.

Corollary 8. Assume that � ¼ �ð1Þ. Then,

PðCt ^ Dtþ1Þ � e��ð1� e�EBÞ;
PðDt ^ Ctþ1Þ � e��ð1� e�EBÞ;
PðCt ^ Ctþ1Þ � e��e�EB;

PðDt ^ Dtþ1Þ � 1� 2e�� þ e��e�EB:

Proof 6. First observe that K1;t ¼ St þDt and K1;tþ1 ¼
St þBt. Therefore,

PðK1;t ¼ 0 ^K1;tþ1 > 0Þ ¼ PðSt ¼ 0 ^Dt ¼ 0 ^Bt > 0Þ;

and by Proposition 6, we get

PðK1;t ¼ 0 ^K1;tþ1 > 0Þ � e�ES�EDð1� e�EBÞ
� e��ð1� e�EBÞ: ð18Þ

We want to relate this probability with PðCt ^ Dtþ1Þ. In

fact, by partitioning ðK1;t ¼ 0 ^K1;tþ1 > 0Þ and ðCt ^
Dtþ1Þ into disjoint events, we obtain

PðK1;t ¼ 0 ^K1;tþ1 > 0Þ ¼ PðCt ^K1;tþ1 > 0Þ
þPðDt ^K1;t¼ 0 ^K1;tþ1 > 0Þ;

PðCt ^ Dtþ1Þ ¼ PðCt ^K1;tþ1 > 0Þ
þPðCt ^ Dtþ1 ^K1;tþ1 ¼ 0Þ;

and thus, we can write

PðCt ^ Dtþ1Þ ¼ PðK1;t ¼ 0 ^K1;tþ1 > 0Þ þ P1 � P2; ð19Þ

where P1 ¼ PðCt ^ Dtþ1 ^K1;tþ1 ¼ 0Þ and P2 ¼ PðDt ^
K1;t ¼ 0 ^K1;tþ1 > 0Þ.

Suppose s ¼ oð1=ðrnÞÞ. In this case, PðK1;t ¼ 0 ^
K1;tþ1 > 0Þ ¼ �ðsrnÞ (see (18) and Proposition 6). Also

observe that Dt ^ ðK1;t ¼ 0Þ implies that eK2;t > 0. In fact,
we must have at least two components of size greater

than 1, so at least one of these must be nonsolitary.

Then, we have that P1 � Pð eK2;t ¼ 0 ^ eK2;tþ1 > 0Þ and

P2 � Pð eK2;t > 0 ^Bt > 0Þ, and from Lemma 7, we get

P1 ¼ oðPðK1;t ¼ 0 ^K1;tþ1 > 0ÞÞ; P2

¼ oðPðK1;t ¼ 0 ^K1;tþ1 > 0ÞÞ: ð20Þ

Otherwise, if s ¼ �
�
1=ðrnÞ

�
, then PðK1;t ¼ 0 ^K1;tþ1 >

0Þ ¼ �ð1Þ. In this case, we simply use the fact that P1 �
Pð eK2;tþ1 > 0Þ ¼ oð1Þ and P2 � Pð eK2;t > 0Þ ¼ oð1Þ, and
deduce that (20) also holds.

Finally, the asymptotic expression of PðCt ^ Dtþ1Þ is
obtained from (18), (19), and (20). Moreover, by
considering the time-reversed process, we deduce that
PðDt ^ Ctþ1Þ ¼ PðCt ^ Dtþ1Þ. The remaining probabilities
in the statement are computed from (1) together with
Lemma 2, and using the fact that

PðCt ^ Ctþ1Þ ¼ PðCtÞ �PðCt ^ Dtþ1Þ;
PðDt ^ Dtþ1Þ ¼ PðDtÞ �PðDt ^ Ctþ1Þ:

For the next lemma, recall the definition of LtðCÞ and

LtðDÞ from Section 2.3. Let A be an event in the static

GðX ; rÞ. We denote by At the event that A holds at time t. In

the
�
GðX t; rÞ

�
t2ZZ model, define LtðAÞ to be the number

of consecutive steps that A holds starting at step t

(possibly 0 if At does not hold). The distribution of LtðAÞ
does not depend on t, and we often omit the t when it

is understood.

Lemma 9. Suppose E LðCÞð Þ < þ1 (but possibly E LðCÞð Þ !
þ1 as n! þ1). Then conditional upon Ct but not Ct�1

we have

E LtðCÞ j Dt�1 ^ Ctð Þ ¼ Pr C½ �
Pr Dt�1 ^ Ct½ � ;

which does not depend on t. The same statement holds if we

interchange C and D.

Proof. We have that Lt�1ðCÞþ 1½Dt�1�LtðCÞ ¼ 1½Ct�1� þ LtðCÞ,
taking expectations and using the hypothesis that

E LðCÞð Þ < þ1, we get

E 1½Dt�1�LtðCÞð Þ ¼ Pr C½ �; 8t:

The statement follows from the fact that

E LtðCÞ j Dt�1 ^ Ctð Þ ¼ E 1½Dt�1 ^ Ct�LtðCÞð Þ
Pr Dt�1 ^ Ct½ �

¼ E 1½Dt�1�LtðCÞð Þ
Pr Dt�1 ^ Ct½ � : ut

To prove that E LðCÞð Þ < þ1 and E LðDÞð Þ < þ1, we

need the following technical lemma:

Lemma 10. Let b ¼ bðnÞ be the smallest natural number such

that ðb� 2Þs=3 	
ffiffiffi
2
p

=2. Then, there exists p ¼ pðnÞ > 0 such

that for any fixed circle R � ½0; 1Þ2 of radius r=2, any

i 2 f1; . . . ; ng, any t 2 ZZ, and conditional upon any parti-

cular position of Xi;t in the torus, the probability that Xi;tþb 2
R is at least p.

Proof. First assume that vertex i changes its angle at each of

the b steps following time t. This holds with probability

ð1=mÞb > 0, and is independent of the initial position and

the particular choices of the angles.

Fix an arbitrary position for Xi;t 2 ½0; 1Þ2 and an

arbitrary position for circle R � ½0; 1Þ2 of radius r=2 and

center X. Let Yk ¼ Xi;tþk (0 � k � b) and denote by �k
the angle in which vertex i moves between Yk and Ykþ1.

Recall that each �k is selected uniformly and indepen-

dently at random from the interval ½0; 2�Þ and that

dðYkþ1; YkÞ ¼ s, 8k 2 f0; . . . ; b� 1g.
To prove the statement, we compute a lower bound

on the probability of a strategy that is sufficient for vertex
i to reach R at time tþ b. We start from Y0 and build a
sequence of points Y0; . . . ; Yb satisfying the previous
conditions and such that dðYb;XÞ � r=2, by imposing
some restrictions on the angles �0; . . . ; �b�1. For the sake
of simplicity in the geometrical descriptions, assume that
Y0; . . . ; Yb and X belong to IR2 and dðY0; XÞ �

ffiffiffi
2
p

=2. Once
the construction is completed, we map them back to the
torus by the usual projection.
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For each k, 0 � k � b� 3, we restrict �k to be in ½	k �
�=6; 	k þ �=6� (mod 2�), where 	k is the angle of YkX

��!
with

respect to the horizontal axis. We claim that with this

choice of angle, dðYk;XÞ is decreased at each step by at

least s=3 until it is at most s. By the law of cosines,

dðYkþ1; XÞ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�
dðYk;XÞ

�2 þ s2 �
ffiffiffi
3
p

dðYk;XÞ s
q

: ð21Þ

If dðYk;XÞ > s, we can write

dðYkþ1; XÞ � dðYk;XÞ �
1

3
s: ð22Þ

If dðYk;XÞ � s, from (21), we also deduce that

dðYkþ1; XÞ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s2 þ ð1�

ffiffiffi
3
p
Þ
�
dðYk;XÞ

�2
q

� s: ð23Þ

From the definition of b, it is easy to see that (21), (22),
and (23) imply that dðYb�2; XÞ � s.

Denote by W one of the two points on the perpendi-

cular bisector of Yb�2X which satisfy dðW;Yb�2Þ ¼
dðW;XÞ ¼ s. We want to set the angles �b�2 and �b�1

so that Yb�1 and Yb are close to W and X, respectively.

Indeed, if �b�2 and �b�1 are the angles between the

horizontal axis and, respectively, Yb�2W
����!

and WX
��!

, then

by imposing that �k 2 ½�k � �r=s; �k þ �r=s� (mod 2�) for

some small enough � > 0, we achieve that dðYb;XÞ � r=2,

and, thus, Yb 2 R.

Therefore, the probability of choosing all the angles

according to the strategy described is ð1=6Þb�2�ððr=sÞ2Þ,
and the statement follows with p¼ð1=mÞbð1=6Þb�2�ððr=sÞ2Þ.
The next lemma allows us to apply Lemma 9.

Lemma 11. E LðCÞð Þ < þ1 and E LðDÞð Þ < þ1.

Proof. Fix a circle R � ½0; 1Þ2 of radius r=2, and take b as
in the statement of Lemma 10. Since all vertices choose
their angles independently, we have by Lemma 10
that, conditional upon any arbitrary X t, the probability
that all vertices end up inside R after b steps is
Pr X tþb � R j X t½ � 	 pn, for some p ¼ pðnÞ > 0. Observe
that for any t 2 ZZ, the event ðX t � RÞ implies that
GðX t; rÞ is a clique (and thus connected). Therefore, for
any k 2 IN,

Pr
k̂

j¼0

Dtþjb

" #
� ð1� pnÞPr

k̂�1

j¼0

Dtþjb

" #
� ð1� pnÞkPr Dt½ �:

ð24Þ

As LtðDÞ ¼
P1

j¼0 1½Dt� � � � 1½Dtþj� is satisfied pointwise,

for every element in the probability space ðX tÞt2ZZ, by the

Monotone Convergence Theorem, (24), and the fact that

p > 0, we conclude

E LtðDÞð Þ ¼
X1
j¼0

Pr½Dt ^ � � � ^ Dtþj�

� b
X1
k¼0

Pr Dt ^ Dtþb ^ � � � ^ Dtþkb½ �

� b Pr Dt½ �
X1
k¼0

ð1� pnÞk < þ1:

A similar argument shows that E LðCÞð Þ < þ1.

Theorem 1 follows from Lemma 11, Lemma 9, and
Corollary 8.

4 CONCLUSION

In this work, we have formally introduced the dynamic
random geometric graph in order to study analytically a
variation of the Random Walk model for MANETs, defined
in [11]. One aim of the present paper was to present a
formal framework for highly dynamic networks where the
use of ad hoc data structures is not feasible. We studied the

expected length of the connectivity and disconnectivity
periods, taking into account different step sizes s and
different lengths m during which the angle remains
invariant, always considering the static connectivity thresh-
old r ¼ rc. We believe that a similar analysis can be
performed for other values of r 6¼ rc as well. A different
setting to be studied is for the case when the connectivity

radii are different for different vertices. It would also be
interesting to obtain further information about the con-
nectivity/disconnectivity periods like their variance or their
distribution. Another interesting parameter to be studied
could be the lengths of the periods it takes (for a given
vertex) to reach a certain area of the unit torus (or to remain

there, once it has arrived there).
Our model is defined on the unit torus. As mentioned

in Section 1, an interesting open problem is to compute the
connectivity periods on the unit square ½0; 1�2. In this model,
each time a vertex touches the boundary of the square, it is
forced to change direction (in most models, such a vertex
is assumed to bounce back). These forced changes seem to

make the formal analysis quite more complicated than the
one in the present paper. We conjecture that asymptoti-
cally the effect of the boundary is negligible, and that the
connectivity results for ½0; 1�2 are asymptotically equivalent
to the ones obtained in the present paper.

The Random Walk model simulates the behavior of a
swarm of mobile vertices as sensors or robots, which move

randomly to monitor an unknown territory or to search in
it. There exist other models such as the Random Waypoint

model, where each vertex chooses randomly a fixed
waypoint (from a set of predetermined waypoints) and
moves there, and when it arrives, it chooses another and
moves there (see [5]). A possible line of future research is to
do a study similar to the one developed in this paper for

this waypoint model. We believe that the techniques
developed in this paper will prove to be very useful to
carry out such a study.
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[6] J. Dı́az, X. Pérez, M. Serna, and N. Wormald, “Walkers on the
Cycle and the Grid,” SIAM J. Discrete Math., vol. 22, no. 2, pp. 747-
775, 2008.

[7] J. Dı́az, D. Mitsche, and X. Pérez-Giménez, “On the Probability of
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