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Abstract

In the random geometric graph G(n, rn), n vertices are placed randomly in
Euclidean d-space and edges are added between any pair of vertices distant at
most rn from each other. We establish strong laws of large numbers (LLNs)
for a large class of graph parameters, evaluated for G(n, rn) in the thermo-
dynamic limit with nrdn = const., and also in the dense limit with nrdn →∞,
rn → 0. Examples include domination number, independence number, clique-
covering number, eternal domination number and triangle packing number.
The general theory is based on certain subadditivity and superadditivity prop-
erties, and also yields LLNs for other functionals such as the minimum weight
for the travelling salesman, spanning tree, matching, bipartite matching and
bipartite travelling salesman problems, for a general class of weight functions
with at most polynomial growth of order d− ε, under thermodynamic scaling
of the distance parameter.

1 Institut Camille Jordan, Univ. Jean Monnet, Univ. St Etienne, Univ. Lyon, France:
dmitsche@univ-st-etienne.fr
Dieter Mitsche has been supported by IDEXLYON of Université de Lyon (Programme Investisse-
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1 Introduction

Random geometric graphs (RGGs) are a well-known baseline stochastic model for
combinatorial structures with spatial or multivariate content. Starting with the
seminal paper of Gilbert [20], random geometric graphs have in recent decades re-
ceived a lot of attention as a model for large communication networks such as sensor
networks, see [3]. Network agents are represented by the vertices of the graph, and
direct connectivity is represented by edges. Applications arise in other fields in-
cluding theoretical computer science, geography, biology, topological data analysis,
network science and astronomy - for more on applications of random geometric
graphs, we refer to Chapter 3 of [23], as well as to [34].

The classical random geometric graph [34], also called the Gilbert graph, has
its vertex set given by taking the points of a sample of size n from some specified
probability distribution in Euclidean d-space, and edges between any two points
distant at most r from each other. In the terminology of [34], a thermodynamic
limiting regime involves taking r = r(n) = Θ(n−1/d) as n grows large, so that
average degrees remain bounded away from zero and infinity as n → ∞, while a
dense limiting regime is one with 1� r(n)� n−1/d, i.e. nr(n)d →∞ and r(n)→ 0
as n→∞.

The first order (and in some cases, second order) limit theory, for RGGs in the
thermodynamic limit, of quantities such as number of edges, number of components,
and number of isolated vertices, is described in [34]. Loosely speaking, these enjoy
linear growth in n because they are the sum of locally determined quantities. The
order of the largest component (also considered in [34]) also falls into this category
if nrd is above a certain continuum percolation threshold, in which case we say it is
supercritical.

In the present paper we derive laws of large numbers (LLNs), in thermodynamic
or dense limiting regimes, for certain other types of graph invariant. These include
independence number, domination number, and many others (to be listed shortly).
Each of these quantities is obtained as the solution of some constrained optimization
problem in the graph, and enjoys linear growth in n in the thermodynamic regime.
If nrd is subcritical, they can be given as a sum of locally determined quantities,
but if nrd is supercritical they cannot.

Our LLNs (Theorems 2.1 and 2.7) come with a rather simple set of conditions,
applicable to a wide range of parameters of interest for RGGs, for which LLNs
were previously available only in the special case of domination number with d = 2
and nr(n)d � log n [9], which we shall relax to nr(n)d � 1. Moreover, the dense
limit theory relates these graph parameters to certain classic quantities of interest in
deterministic combinatorial optimization such as sphere packing and sphere covering
densities.
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Furthermore, we shall use our methods to derive LLNs for weighted Travelling
Salesman, Minimum Spanning Tree, Minimum Matching and Minimum Bipartite
Matching problems with edge weights determined by inter-point distances, via some
arbitrary weight function that is either bounded, or grows at most polynomially of
order d− ε, for some ε > 0, under thermodynamic scaling (for the unbounded case
we require µ to have compact support). These results (Theorems 4.3, 4.6, 4.9 and
4.11) generalize earlier work on these problems, see e.g. [8, 44], in which only power
law weight functions were considered.

As in the earlier work such as [8, 44], we use methods based on subadditivity.
Here, however, we develop a method for using subadditivity which does not require
the spatial homogeneity assumptions used in [44]; instead we use the thermodynamic
scaling of the extraneous distance parameter r. This is what enables us to deal with
the larger class of weight functions than those considered in [44], and moreover
to apply subadditivity to RGG functionals of the type considered here, for which
subadditivity does not appear to have been used before.

Another methodology for deriving LLNs in the thermodynamic limit was devel-
oped in [37], based on stabilization. A point process functional is said to be stabi-
lizing if it is a sum of locally determined contributions from the points. Most of the
graph parameters considered here do not seem to be stabilizing in the supercritical
case.

We now define various graph parameters for an arbitrary finite graph G = (V,E).
We are concerned here with the limit theory of these parameters for RGGs.

• Independence number: A set A ⊆ V is said to be independent (or stable), if
for any u, v ∈ A, uv /∈ E. The independence number (or stability number) of
G, here denoted α(G), is the maximum possible cardinality of an independent
set A ⊆ V .

• Domination number: The domination number of G, here denoted γ(G), is the
minimum number m such that there exists a set A of m vertices with every
vertex of G at graph distance at most 1 from A; such a set A is known as a
dominating set for G.

• Clique-covering number: The clique-covering number of G, θ(G), is defined
to be the chromatic number of the complement of G, that is, the minimum
number of colours needed for colouring the vertices of G in such a way that
no two adjacent vertices in the complement of G (i.e. non-adjacent vertices
in G) obtain the same colour. In other words, θ(G) is the mimimum possible
size (i.e. cardinality) of a clique-partition of V , where by a clique-partition
we mean a partition π of V such that for each set W ∈ π, the subgraph of G
induced by W is the complete graph on W .
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• Eternal domination number: If A ⊂ V is dominating, we may think of A
as representing the locations of a set of ‘guards’, such that for any ‘attack’
on an unguarded vertex, there is a guard that can defend by moving to that
vertex from an adjacent vertex. We say A is eternally dominating if guards,
placed initially on the vertices of A, can defend against any finite or infinite
sequence of attacks (so after each attack, the defender can move a guard from
an adjacent vertex to the attacked vertex leaving a new configuration which
is also eternally dominating). Here we allow each attack in the sequence to be
decided on the spot by the attacker1.

The eternal domination number of G, γ∞(G), is the minimum number of
vertices possible in an eternally dominating set of vertices A. See e.g. [28] for
further discussion.

It is well known (see [11]) and easy to see that

γ(G) ≤ α(G) ≤ γ∞(G) ≤ θ(G). (1.1)

We shall also consider some further graph parameters, namely vertex cover number,
H-packing number, edge cover number, number of components, and number of
isolated vertices. We shall define these later on, in Section 3.

A second class of applications is to optimization problems over the weighted
complete graph on the sample of n random points. The classic example [8] is the
Travelling salesman problem (TSP): find a tour (i.e., a Hamiltonian cycle) through
the points of minimum total edge-length. It is natural to consider the analogous
problem when the cost of each edge e is some function of the edge-length ‖e‖, denoted
f(‖e‖) say, and one chooses the tour which minimizes the total cost. The case where
f(‖e‖) = ‖e‖p for some fixed constant p (i.e., power-weighted edges) has been much
studied, see [44] and references therein, but many other functions are available. One
way to take the limit is by thermodynamic scaling, i.e. consider a weight of the form
f(r−1n ‖e‖) for a sample of size n, in the thermodynamic limit. Here we obtain LLNs
under thermodynamic scaling for a general class of weight functions f , not only for
the TSP but also for the minimum-weight matching (MM), minimum spanning tree
(MST) and minimum bipartite matching (BM) problems (for exact definitions of
these problems, see Section 4). In the case of BM, and bounded f , our results go
beyond what was previously available for power-weighted edges.

We now describe some of the motivation and relevant past work. On the one
hand, the study of the parameters in a random setup is motivated by the fact that
several of the decision problems studied here (that is, to decide whether a certain

1 There is also a variant, famous in computer science, where the whole attack sequence is given
in advance, the so called k-server problem. We will not consider this here.
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parameter is at least k), in particular independence number, domination number,
clique-covering number, vertex cover and H-packing are well known to be NP -
complete even for restricted graph classes, see [19, 30, 13, 16]. Therefore unless
P = NP , one cannot expect a polynomial-time algorithm for such problems. This
motivates looking for polynomial-time algorithms which are ‘near-optimal most of
the time’. To quantify such terminology requires the study of these problems in a
random setup (such as the current one).

We briefly discuss previous work on the corresponding problems for other random
graph models. Consider first the Erdös-Rényi random graph G(n, p) with p = c/n
for some constant c, which corresponds to our thermodynamic limit. When c < 1, a
weak LLN for any of the graph parameters considered here can readily be obtained by
computing the first two moments, using standard branching process approximation
arguments for the exploration process. In the case of independence number α(·), the
value of the limit in the LLN is determined in [38], where a central limit theorem is
also provided. For c ≥ 1, a weak LLN for α(G(n, p)) was established in [7], resolving
a long-standing open problem. In fact, [7] gives this LLN for the ‘other’ Erdös-
Rényi model G(n,m) with a deterministic number of edges m and with m ∝ n, but
the result for G(n, p) with p = c/n can then be readily derived from this. Similar
LLNs for independence number have also been obtained for the random d-regular
graph [7] and the configuration model [40]. For p = c/n with arbitrary c, a LLN is
known for the maximum matching number, which is a special case of the H-packing
number that we shall define later; see [25].

On the other hand, the parameters have several practical applications. Finding
dominating sets is important in finding ‘central’ or ‘important’ sets of nodes in a
network, in contexts such as facility location [22], molecular biology [33] for detect-
ing significant proteins in protein-protein interaction networks, network controlla-
bility [15] and in wireless networks as centrality measure for efficient routing [43].
Dominating sets have attracted considerable attention in the combinatorics liter-
ature; see the monograph [22]. Domination numbers of random geometric graphs
have been considered in [9].

Finding large independent sets has different applications: for example vertices
might represent intervals of tasks, and there is an edge between vertices if the corre-
sponding intervals overlap; in job scheduling one likes to find a maximum number of
jobs to be scheduled on one machine [29], corresponding to the independence num-
ber. Also, the problem of finding maximum independent sets in geometric graphs
has been studied, for example, in the context of automatic label placement: given
a set of locations in a map, find a maximum set of disjoint rectangular labels near
these locations [1].

Covering a graph with cliques can be seen as colouring the complement of the
graph, and applications of colouring apply to the clique covering number. An itera-
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tive procedure of covering a graph with ‘almost’ cliques was proposed in an influential
work of [41], as a way of defining fractal dimension of networks.

Regarding the eternal domination number, its study was motivated by ancient
problems in military defence (see for example [4]). It is known to be NP -hard [27],
but the decision problem of having an eternal domination number of at most k is
not known to be NP -complete since it is not known whether it belongs to NP : it
is not clear how to confirm in polynomial time that a given initial configuration of
guards can defend all possible sequences of attacks, see [27, 28].

All of the classic optimization problems we consider here such as the weighted
TSP, MM and BM functionals, and the weighted MST functional have numerous
applications in operations research (for example, in food delivery) and computer
science. Among these, only the TSP is NP-complete [19]; see [17] and [32] for
polynomial-time algorithms for the matching and MST problems respectively.

Organization of the paper. In Section 2 we state the general results of
this paper. In Section 3 we then give applications of the general results to graph
parameters; in Section 4 we show how to apply the results to classic optimization
problems such as TSP. Section 5 is devoted to the proof of the general results.
Finally, Section 6 contains the proofs of additional results about the domination
number in the dense regime.

2 Statement of general results

2.1 Preliminaries

We now describe our setup in more detail. Let d ∈ N. The d-dimensional random
geometric graph G(Xn, r) is defined as follows. We take Xn to be a set of n indepen-
dent identically distributed (i.i.d.) random points in Rd with a specified common
probability distribution µ, and assume (rn)n≥1 is a sequence of positive real numbers.
For any locally finite X ⊂ Rd and distance parameter r > 0, the graph G(X , r) is
defined to have vertex set X , with two vertices connected by an edge if and only if
their spatial locations are at (Euclidean) distance at most r from each other.

Throughout this paper we assume the measure µ is diffuse (i.e., µ({x}) = 0 for
all x ∈ Rd), so that the points of Xn are almost surely distinct. (Actually, our
general results carry through to the case where µ is not diffuse, provided we allow
for Xn to be a multiset, that is we count each repeated point of Xn as many times
as it arises, but we shall not pursue this further here.) Unlike in [34], we do not
generally assume µ has a probability density function.

Let R+ := (0,∞). Given sequences (an)n≥1 and (bn)n≥1 taking values in R+, we
write an � bn, or bn � an, or an = o(bn), or bn = ω(an), to mean that an/bn → 0 as
n→∞. Also we write an ∼ bn if an/bn → 1 as n→∞, and an = Θ(bn) if an/bn is
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bounded away from 0 and∞. For x ∈ R let bxc denote the integer part of x, i.e. the
largest integer not exceeding x. Let dxe denote the smallest integer not less than x.
For any x ∈ Rd and r > 0, let Br(x) denote the closed Euclidean ball (disk) centred
on x of radius r. Let o denote the origin in Rd. For k ∈ N set [k] := {1, 2, . . . , k}.

For s ∈ R+, define Qs, a half-open cube of side s in Rd centred on the origin, by

Qs := [−s/2, s/2)d.

Let Leb denote the Lebesgue measure on Rd. We set πd := Leb(B1(o)), the volume
of the unit ball. Let µU denote the uniform distribution on Q1, i.e. the restriction
of Lebesgue measure to Q1. We write µ = µU in the case where the common
distribution µ of the points of Xn is this uniform distribution.

Given a sequence of random variables ξn and a constant c, we write ξn
a.s.−→ c

(respectively ξn
L2

−→ c) if ξn converges to c almost surely (respectively, in mean-
square) as n → ∞. We write ξn

c.c.−→ c if we have complete convergence of ξn to c,
by which we mean that for all ε > 0 we have

∑∞
n=1 P[|ξn − c| > ε] < ∞. By the

Borel-Cantelli lemma, if ξn
c.c.−→ c then ξ′n

a.s.−→ c for any sequence (ξ′n)n≥1 of random
variables on a common probability space with ξ′n having the same distribution as ξn
for each n. For further discussion of complete convergence, see [44]. If both ξn

c.c.−→ c

and ξn
L2

−→ c, we write ξn
c.c.−−−→
L2

c.

Besides Xn, we now define two further point processes, denoted Pt and Hλ.
For t > 0 we define the Poissonized point process Pt, coupled to Xn as follows. Let
X0, X1, X2, . . . be a sequence of independent identically distributed random d-vectors
with common distribution µ, and let Nt be a Poisson random variable with mean t,
independent of (X1, X2, . . .). Set Xn := {X1, . . . , Xn} and Pt := {X1, X2, . . . , XNt}.
Then Pt is a Poisson process in Rd with intensity measure tµ (see [31, Proposition 3.5]
or [34, Proposition 1.5]), coupled to Xn. Also, for λ > 0, let Hλ be a homogeneous
Poisson point process of intensity λ on Rd, and for s > 0 set Hλ,s := Hλ ∩ Qs.
For any X ⊂ Rd and a > 0, we write aX for {ax : x ∈ X}, and for y ∈ Rd set
y + X := {y + x : x ∈ X}. We write |X | for the number of elements of X .

2.2 A class of functionals on point sets

Let ζ(·) be a non-negative real-valued function defined on the collection of all finite
subsets of Rd, with ζ(∅) = 0, and having the following properties:

P1 Measurability: For all k ∈ N, the function (x1, . . . , xk) 7→ ζ({x1, . . . , xk}) is
measurable from (Rd)k\E to R, where E denotes the set of (x1, . . . , xk) ∈ (Rd)k

such that x1, . . . , xk are not distinct.

P2 Translation invariance: ζ(x+ X ) = ζ(X ) for all finite X ⊂ Rd and x ∈ Rd.
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P3 Almost subadditivity: There exists a constant c1 ∈ [0,∞), such that ζ(Y∪Z) ≤
ζ(Y) + ζ(Z) + c1 for any two disjoint finite subsets Y ,Z of Rd.

P4 Superadditivity up to boundary: There exists a constant c2 ∈ [0,∞) such that
for any ordered pair (Y ,Z) of disjoint finite sets in Rd, with ∂Z(Y) denoting
the set of points of Y that lie at Euclidean distance at most 1 from the set Z,

ζ(Y ∪ Z) ≥ ζ(Y) + ζ(Z)− c2|∂Z(Y)|.

Given the functional ζ, and given a scaling parameter r > 0, we define the scaled
functional ζr(X ) for all finite X ⊂ Rd by

ζr(X ) := ζ(r−1X ).

Sometimes we shall assume ζ has one or more of the following further properties:

P5 Local sublinear growth: limδ↓0(sup{ ζ(X )
|X | : X ⊂ Bδ(o), δ

−1 ≤ |X | ≤ ∞}) = 0.

P5′ Local uniform boundedness: It is the case that supX⊂B1/2(0),|X |<∞ |ζ(X )| <∞.

P6 Upward monotonicity in X : For all finite X ⊂ Rd and Y ⊂ Rd we have
ζ(X ) ≤ ζ(X ∪ Y).

P7 Downward monotonicity in r: For all finite X ⊂ Rd we have that ζr(X ) is
nonincreasing in r.

P8 RGG function: ζ is a graph invariant of G(X , 1), that is, ζ(X ) = ζ(Y) when-
ever G(X , 1) is isomorphic to ζ(Y , 1).

Note that Property P5′ implies Property P5. Many of our examples satisfy P5′.
For many of our examples, Property P8 holds, that is, ζ(X ) is some specified

graph invariant, evaluated on the geometric graph G(X , 1). Then ζr(X ) is the
same graph invariant evaluated for G(X , r). Note that if P8 applies then both the
measurability condition P1 and the translation invariance P2 follow automatically.

2.3 General results for the thermodynamic limit

Theorem 2.1 below provides a law of large numbers, in the thermodynamic limit,
for a general functional ζ satisfying properties P1–P5, applied to Xn. The limit is
expressed in terms of a function ρ : (0,∞)→ [0,∞), defined as follows for all λ > 0:

ρ(λ) := lim
s→∞

E [ζ(Hλ,s)/(λs
d)]. (2.2)

Given (rn)n≥1, we use rn as the scaling parameter when applying ζ to Xn. Let
fµ denote the density function (with respect to Leb) of the absolutely continuous
part of µ, and let µ⊥ denote the singular part of µ, in its Lebesgue decomposition.
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Theorem 2.1 (General LLN in the thermodynamic limit). Let ζ(·) be a functional
satisfying Properties P1–P5. Then, for all λ > 0, the limit in (2.2) exists in R.
Moreover, if nrdn → t as n→∞, for some t ∈ (0,∞), we have

n−1ζrn(Xn)
c.c.−−−→
L2

∫
Rd
ρ(tfµ(x))fµ(x)dx as n→∞, (2.3)

where for λ > 0, we define ρ(λ) by (2.2), and moreover

n−1ζrn(Pn)
c.c.−−−→
L2

∫
Rd
ρ(tfµ(x))fµ(x)dx as n→∞. (2.4)

Remark. If ζ(·) satisfies only P1–P4, then provided µ is absolutely continuous,
the conclusion of Theorem 2.1 still holds. See Proposition 2.3(i) below, and the
remark just before Lemma 5.5.

In some examples, the functional ζ does not satisfy P3 and P4 because the
inequalities are the wrong way around, but can be obtained as a linear combination
of functionals which do satisfy P3 and P4, possibly including the counting functional
X 7→ |X |. The following corollary deals with these cases.

Corollary 2.2. Suppose for some c3 ≥ 0 that we can write ζ(·) = c3| · | − ζ ′(·) +
ζ ′′(·), where ζ ′(·), ζ ′′(·) are non-negative functionals both satisfying Properties P1–
P5. Then, for all λ > 0, the limit ρ(λ) defined by (2.2) exists in R. Also, if nrdn → t
as n→∞, for some t ∈ (0,∞), we have

n−1ζrn(Xn)
c.c.−−−→
L2

∫
Rd
ρ(tfµ(x))fµ(x)dx+ c3µ

⊥(Rd) as n→∞. (2.5)

Proof. For λ > 0, let ρ′(λ), ρ′′(λ) be defined analogously to ρ(λ) at (2.2), viz., as the
large-s limit of E [ζ ′(Hλ,s)/(λs

d)], respectively E [ζ ′′(Hλ,s)/(λs
d)]; these limits exist

by applying Theorem 2.1 to ζ ′ and ζ ′′, respectively. Hence the limit ρ(λ) defined by
(2.2) also exists, with ρ(λ) = c3−ρ′(λ) +ρ′′(λ). Applying Theorem 2.1 to ζ ′ and ζ ′′,
and using the fact that for any two sequences of random variables (ξn)n and (ξ′n)n,
we have that ξn

c.c.−→ c and ξ′n
c.c.−→ d together imply ξn + ξ′n

c.c.−→ c+ d, we obtain the
complete and L2 convergence

lim
n→∞

n−1ζrn(Xn) = lim
n→∞

(c3 − n−1ζ ′rn(Xn) + n−1ζ ′′rn(Xn))

= c3 +

∫
Rd

[−ρ′(tfµ(x)) + ρ′′(tfµ(x))]fµ(x)dx,

which is equal to the right hand side of (2.5), as required.

Our next result gives some of the properties of the function ρ(·).
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Proposition 2.3 (Properties of ρ(·)). Suppose ζ satisfies Properties P1–P4. Then:
(i) For all λ > 0 the limit in (2.2) exists in R. In fact, if ((sn, λn))n≥1 is any

sequence in R2
+ satisfying sn →∞ and λn → λ as n→∞, we have

lim
n→∞

s−dn E [ζ(Hλn ∩Qsn)] = λρ(λ). (2.6)

(ii) The function λ 7→ λρ(λ) is Lipschitz continuous on (0,∞) with Lipschitz
constant at most K := max(c1 + ζ({o}), c2 − ζ({o})), where c1, c2 are the constants
in P3 and P4 respectively. Hence the function λ 7→ ρ(λ) is also continuous.

(iii) For all λ > 0 we have ρ(λ) ≤ c1 + ζ({o}).
(iv) If ζ satisfies P6, then the function λ 7→ λρ(λ) is nondecreasing.
(v) If ζ satisfies P7, then the function λ 7→ ρ(λ) is nonincreasing.
(vi) If we can take c1 = 0 in P3, then ρ(λ)→ ζ({o}) as λ ↓ 0.
(vii) If ζ({o}) > 0, then λ 7→ λρ(λ) is strictly increasing for 0 < λ < ζ({o})/(c2πd).

Let λc := λc(d) be the critical value for continuum percolation, namely the
supremum of all λ such that all components of G(Hλ, 1) are finite. It is known that
λc(d) ∈ (0,∞) for d ≥ 2 and λc(1) = +∞. See [34] for further discussion.

Proposition 2.4 (Alternative characterization of ρ(λ) for subcritical λ). Suppose
λ ∈ (0, λc). Suppose ζ satisfies Properties P1–P4, with c1 = 0 in P3. Then the
constant ρ(λ) given at (2.2) satisfies

ρ(λ) = E [ζ(Co(λ))/|Co(λ)|], (2.7)

where Co(λ) denotes the set of vertices of the component containing o of the graph
G(Hλ ∪ {o}, 1).

It follows from Proposition 2.4 that if the hypotheses of Theorem 2.1 hold with
c1 = 0, and also tfµ(x) < λc for Lebesgue-almost all x ∈ Rd then the limit in (2.3) is
equal to

∫
Rd E [ζ(Co(tfµ(x)))/|Co(tfµ(x))|]fµ(x)dx. In the case where µ is absolutely

continuous, this can also be proved using the methods of [37].
If the hypotheses of Theorem 2.1 hold with c1 = 0, and also supx∈Rd tfµ(x) < λc,

then we expect that one could prove a Gaussian limit for ζrn(Xn) (suitably scaled
and centred), using the methods of [35] for example. However, this is beyond the
remit of the present paper.

2.4 General results for dense limiting regimes

In Theorem 2.6 below, we provide information about the limiting behaviour of ρ(λ)
for large λ, under the extra conditions P5′ (local uniform boundedness), P6 (mono-
tonicity) and P8 (ζ is a RGG functional). This complements the information pro-
vided for small λ in parts (vi) and (vii) of Proposition 2.3. Before stating this result,
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we first need to describe the deterministic limiting behaviour of ζ∗(Qs), where for
A ⊂ Rd, we set

ζ∗(A) := sup{ζ(X ) : X ⊂ A, |X | <∞}. (2.8)

Lemma 2.5. Suppose ζ(·) satisfies P1–P4 and P5′. Then the limit

ζ := lim
s→∞

(
s−dζ∗(Qs)

)
(2.9)

exists in [0,∞). Also for all λ > 0, we have

λρ(λ) ≤ ζ. (2.10)

Theorem 2.6. Suppose ζ satisfies Properties P8, P3, P4, P5′ and P6. Then

lim
λ→∞

(λρ(λ)) = ζ. (2.11)

Our main result in this subsection gives the limiting behaviour of ζrn(Xn) in the
dense limit with nrdn →∞ and rn → 0. Here we consider only the case where µ has
a density fµ, and where moreover f−1µ ((0,∞)) is Riemann measurable. Recall that
we say a set A ⊂ Rd is Riemann measurable if 1A is Riemann integrable, i.e. if A
bounded and ∂A has Lebesgue measure zero.

Theorem 2.7 (General LLN in the dense limit). Suppose ζ satisfies Properties P3–
P6 and P8. Suppose µ is absolutely continuous, and fµ can be chosen in such a way
that f−1µ ((0,∞)) is Riemann measurable. Suppose rn → 0 and nrdn →∞ as n→∞.
Then, almost surely

lim
n→∞

rdnζrn(Xn) = ζ Leb(f−1µ ((0,∞))).

We shall prove the general results stated so far in Section 5.

3 Applications to graph parameters

In this section, we seek to apply Theorems 2.1, 2.6 and 2.7 to the four graph pa-
rameters described in the Introduction, and also to the following graph parameters:

• Vertex cover number: A set W ⊂ V is called a vertex cover of G if every edge
of G is incident to at least one vertex in W . The vertex cover number of G is
the smallest possible number of vertices required for a vertex cover of G.
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• H-packing number: Let H be a fixed connected graph with k vertices, 2 ≤
k < ∞. Given m ∈ N, we refer to any collection of m vertex-disjoint H-
subgraphs of G as an H-packing of size m. Here an H-subgraph means a
subgraph isomorphic to H (it does not need to be an induced subgraph). The
maximum H-packing number ψH(G) is defined to be the largest possible size
of H-packing in G. In a remark just after Theorem 3.15, we shall describe a
generalization that allows for more than one H.

• Edge cover number: If G has no isolated vertex, the edge cover number η(G)
is the smallest number of edges that can be selected such that every vertex
is incident to at least one of the selected edges. For general G, we let η(G)
denote the edge cover number of the graph obtained from G by removing all
isolated vertices.

• Number of connected components, and number of isolated vertices. The defi-
nitions of these graph parameters are well known.

We consider in turn each of these graph parameters, evaluated on the geometric
graph G(X , 1). Clearly, in each case this gives a functional ζ(·) satisfying Property
P8, and hence both P1 and P2. Also, each of these graph parameters, except vertex
cover number and edge cover number, satisfies Property P7, because it can only be
reduced by adding an edge.

3.1 Independence number

For finite X ⊂ Rd, let α(X ) := α(G(X , 1)), the independence number of the geo-
metric graph G(X , 1). Thus if we take ζ(X ) = α(X ), then ζr(X ) = α(G(X , r)) for
all r > 0. Let B denote the class of bounded Borel subsets of Rd. Given A ∈ B, set

α∗(A) := sup{α(X ) : X ⊂ A, |X | <∞}
= sup{|X | : X ⊂ A, |X | <∞, E(G(X , 1)) = ∅}, (3.1)

where E(·) denotes the set of edges of the graph in question. Thus α∗(A) is the
maximum number of disjoint closed balls of radius 1/2 which can be packed into A
(or at least, with their centres in A), which is clearly finite.

Theorem 3.1 (LLNs for independence number of RGG). Theorems 2.1, 2.6 and
2.7 all apply when choosing ζ(X ) := α(X ).

Remarks. (a) A Poissonized version of the case µ = µU of Theorem 2.1 for the
present choice of ζ(·) was given in [37, Theorem 2.7], but that result required the
limit of nrdn to be below the percolation threshold λc.
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(b) With the current choice of ζ, the quantity λρ(λ) defined at (2.2) is the
intensity of a maximum hard-core thinning of the restriction of Hλ to a box, in the
limit of a large box. Here, by ‘hard-core thinning’ we mean a sub-point process
with all inter-point distances greater than 1. A related quantity is the maximum
possible intensity of a hard-core stationary thinning of the whole of Hλ; we denote
this quantity here by ρ̂(λ). See [24] for further details on hard-core stationary
thinnings. It is not hard to see that ρ̂(λ) ≤ λρ(λ), and we conjecture that in fact
equality holds here.

(c) By Lemma 2.5, the limit

α := lim
s→∞

(s−dα∗(Qs)), (3.2)

exists in R. It is the optimal (i.e., maximal) packing density of balls of radius 1/2
in Rd, where we measure density here by ‘number of packed balls per unit volume’,
not ‘volume of packed balls per unit volume’. For the present choice of ζ, the limit
ζ appearing in the statement of Theorems 2.6 and 2.7 is equal to α.

It can be seen that α = 1 for d = 1, and α =
√

4/3 for d = 2 by Thue’s theorem
on disk packing. As a consequence of the Kepler conjecture [21], for d = 3 we have
α =
√

2. For further discussion of packing densities, see [39, 14].

Proof of Theorem 3.1. Given disjoint finite Y ,Z ⊂ Rd, and given independent A ⊂
Y ∪ Z with |A| = α(Y ∪ Z), the set A ∩ Y is independent in G(Y , 1) and A ∩ Z
is independent in G(Z, 1). Therefore α(Y ∪ Z) ≤ α(Y) + α(Z), so Property P3
(almost subadditivity) holds with c1 = 0.

To check Property P4, let I ⊂ Y be an independent set of G(Y , 1) with |I| =
α(Y), and let J ⊂ Z be an independent set of G(Z, 1) with |J | = α(Z). Let
I ′ := I \ ∂ZY . Then I ′ ∪ J is an independent set in G(Y ∪ Z, 1). Hence

α(Y ∪ Z) ≥ |I ′ ∪ J | = |I ′|+ |J |
≥ |I| − |∂ZY|+ |J | = α(Y) + α(Z)− |∂ZY|,

which gives us Property P4 with c2 = 1. Also for any finite nonempty X ⊂ B1/2(o),
G(X , 1) is a complete graph so α(X ) ≤ 1. Hence P5′ (locally uniform boundedness),
and hence also P5, holds here. Thus Theorem 2.1 applies.

Property P6 clearly holds here, since the independence number can only be
increased by adding vertices. Therefore Theorems 2.6 and 2.7 also apply.

3.2 Domination number

For finite X ⊂ Rd, set γ(X ) := γ(G(X , 1)), the domination number of G(X , 1).
Then taking ζ(·) := γ(·), we have ζr(X ) = γ(G(X , r)) for all r > 0.
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For this choice of ζ, it is shown in [9, Theorem 2(c)] that when d = 2 and µ = µU ,
if nr2n converges to a positive finite limit, then n−1ζrn(Xn) = Θ(1) in probability.
Our next result improves on this by showing almost sure convergence to a limit, and
allowing for general d and µ.

Theorem 3.2 (LLN for domination number of RGG in the thermodynamic limit).
Theorem 2.1 holds when choosing ζ(X ) as γ(X ).

Proof. Setting ζ(X ) := γ(X ), we need to check Properties P3–P5. For P3 (almost
subadditivity), let Y ,Z be disjoint finite subsets of Rd. Taking a minimum domi-
nating set for the graph induced by Y together with a minimum dominating set for
the graph induced by Z yields a dominating set for the graph induced by Y ∪ Z,
and hence γ(·) satisfies Property P3 with c1 = 0. Also by Lemma 3.6, which we
give at the end of this subsection, γ(·) satisfies Property P4 (superadditivity up to
boundary).

Finally γ(X ) ≤ 1 for all X ⊂ B1/2(o), so P5′ (and hence P5) holds for γ(·).
Thus, γ(·) satisfies all the conditions for Theorem 2.1.

Property P6 (upward monotonicity in X ) does not hold here, since adding ver-
tices might make the domination number smaller. Therefore Theorems 2.6 and 2.7,
concerning high density limits, are not applicable here. Nevertheless, we are able to
provide certain similar results for domination number too. First we need to recall
the notion of covering density, adapted from [39].

For A ∈ B (the class of bounded Borel subsets of Rd), let κ(A) denote the
smallest possible number of unit radius balls required to cover A, i.e.

κ(A) = inf{|X | : X ⊂ Rd, |X | <∞, A ⊂ ∪x∈XB1(x)}. (3.3)

Then κ(A ∪ A′) ≤ κ(A) + κ(A′) for any A,A′ ∈ B with A ∩ A′ = ∅, since for any
covering of A and any covering of A′, they can be combined to cover A ∪ A′. Also
κ(A) ≤ κ(Q1) < ∞ for all Borel A ⊂ Q1. Hence by a simple deterministic version
of the subadditive limit theorem (Lemma 5.1 below),

lim
s→∞

(
s−dκ(Qs)

)
= inf

s≥1

(
s−dκ(Qs)

)
=: κ. (3.4)

The quantity κ is the optimal (i.e., minimal) covering density of unit balls in Rd. We
can now state our results for domination number that are analogous to Theorems
2.6 and 2.7.

Theorem 3.3. Choosing ζ(X ) as γ(X ), and defining ρ(λ) by (2.2), we have that
limλ→∞(λρ(λ)) = κ.
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Theorem 3.4 (LLN for domination number of RGG in the dense limit). Suppose
µ = µU and n−1/d � rn � 1. Then

rdnγ(G(Xn, rn))
a.s.−→ κ as n→∞. (3.5)

When d = 2, it is known that κ =
√

4/27. See [26], or [39, page 16]. Therefore,
Theorem 3.4 extends [9, Theorem 2(b)], which is concerned only with convergence
in probability in the case where d = 2 and rn � ((log n)/n)1/2.

We defer the proofs of Theorems 3.3 and 3.4 to Section 6. It is likely that
Theorem 3.4 can be generalized from the special case given here with µ = µU , to
general absolutely continuous µ such that fµ can be taken to be Lebesgue-almost
everywhere continuous with f−1µ ((0,∞)) Riemann measurable. In this generality
the limit at (3.5) should be κ Leb(f−1µ ((0,∞))).

We now give some relations between κ, and ζ defined at (2.9), and the packing
density α from the previous subsection.

Proposition 3.5. Choosing ζ(X ) as γ(X ), we have κ ≤ α = ζ.

Proof. Given A ∈ B, we have κ(A) ≤ α∗(A). Indeed, for any X ⊂ A with |X | =
α∗(A) and E(G(X , 1)) = ∅, we have A ⊂ ∪x∈XB1(x) (else we could find a point
y ∈ A \ X with E(G(X ∪ {y}, 1)) = ∅). Hence by (3.4) and (3.2), κ ≤ α.

Since the domination number of a graph with no edges equals the number of
vertices, with our current choice of ζ we have α∗(A) ≤ ζ∗(A). But also by (1.1)
we have ζ(X ) ≤ α(X ) for any finite X ⊂ Rd, and hence ζ∗(A) ≤ α∗(A). Thus
α∗(A) = ζ∗(A). Hence by (2.9) and (3.2), α = ζ.

The inequality in Proposition 3.5 is strict, at least for low dimensions. Indeed,
for d = 1 it can be seen that κ = 1/2, while α = 1. For d = 2, κ =

√
4/27

while α =
√

4/3 as mentioned already. For d = 3 we have α =
√

2 as mentioned

already, while κ ≤
√

125/1024 by consideration of a body-centred cubic array; see
for example [6, 18]. Thus, at least in low dimensions we have κ < ζ, so that the
limit in Theorems 3.3 and 3.4 (which equals κ) is not equal to ζ. This distinguishes
the domination number from a number of other graph parameters (see Subsections
3.1, 3.3 and 3.4) for which we can apply Theorems 2.6 and 2.7 to obtain limiting
results analogous to Theorems 3.3 and 3.4, but there with the limit equal to the
relevant ζ.

Lemma 3.6. Let Y ⊆ Rd and Z ⊆ Rd be finite and disjoint. Then γ(Y ∪ Z) ≥
γ(Y) + γ(Z)− (1 + κ(B2(o)))|∂ZY|.

Proof. Let S ⊂ Y∪Z be a dominating set in Y∪Z with |S| = γ(Y∪Z). Enumerate
the points of Y distant at most 1 from Z as y1, . . . , ym, where m = |∂ZY|. Then
(S ∩ Y) ∪ {y1, . . . , ym} is a dominating set in Y .
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Now set k := κ(B2(o)), the number of closed balls of radius 1 required to cover a
closed ball of radius 2 centred on the origin. For 1 ≤ i ≤ m, let Bi,1, . . . Bi,k be closed
balls of radius 1/2 that cover B1(yi). For 1 ≤ j ≤ k, if Z ∩ Bi,j ∩ B1(yi) 6= ∅ then
pick one element of Z∩Bi,j∩B1(yi) and denote it zi,j. Then for each z ∈ B1(yi)∩Z,
there exists j such that z ∈ Bi,j, and then zi,j is defined and ‖z − zi,j‖ ≤ 1. Hence
the set

T := ∪mi=1{zi,j : j ∈ {1, . . . , k},Z ∩Bi,j ∩B1(yi) 6= ∅}

is a dominating set for Z ∩ (∪mi=1B1(yi)) (which equals ∂YZ), and hence (S ∩Z)∪T
is a dominating set for Z. Also |T | ≤ mk. Then

γ(Y) + γ(Z) ≤ |(S ∩ Y) ∪ {y1, . . . , ym}|+ |(S ∩ Z) ∪ T |
≤ (|S ∩ Y|+m) + (|S ∩ Z|+ km)

= |S|+ (1 + k)m

= γ(Y ∪ Z) + (1 + k)|∂ZY|,

which gives us the result.

Although Proposition 2.3(iv) does not apply with the current choice of ζ (because
P6 fails), we conjecture that λρ(λ) is nondecreasing in λ for all values of λ > 0. By
Proposition 2.3(vii) and Lemma 3.6, we know at least that λ 7→ λρ(λ) is increasing
on (0, 1/(πd(1 + κ(B2(o)))).

3.3 Clique-covering number

For finite X ⊂ Rd, let θ(X ) := θ(G(X , 1)), the clique-covering number of G(X , 1).

Theorem 3.7 (LLNs for clique-covering number of RGG). Theorems 2.1, 2.6 and
2.7 all apply when choosing ζ(X ) := θ(X ).

Denote by θ the quantity ζ appearing in Theorems 2.6 and 2.7 when we take
ζ(·) = θ(·). Then θ is the minimum density (number of sets per unit volume) of a
partition of Rd into sets of Euclidean diameter at most 1. It can be seen that θ = 1
for d = 1. For d = 2, by partitioning the plane into regular hexagons of Euclidean
diameter 1, it can be shown that θ ≤

√
64/27. We conjecture that in fact equality

holds here, i.e. the most efficient packing of the plane by sets of Euclidean diameter
1 uses regular hexagons. For d = 3, an upper bound for θ can be obtained for
example by tiling the three-dimensional space into trapezo-rhombic doedecahedra
of diameter 1.

Proof of Theorem 3.7. Given finite disjoint Y ,Z ⊂ Rd, we have θ(Y ∪Z) ≤ θ(Y) +
θ(Z): indeed, colour all vertices in Y with θ(Y) many colours, and all vertices in
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Z \ Y with θ(Z \ Y) ≤ θ(Z) fresh colours. The colouring obtained is clearly an
upper bound on θ(Y ∪ Z), and Property P3 (with c1 = 0) follows.

For Property P4, let π be a clique-partition of Y ∪ Z with |π| = θ(Y ∪ Z). Set

π1 := {S ∩ Y : S ∈ π, S ∩ Y 6= ∅}; π2 := {S ∩ Z : S ∈ π, S ∩ Z 6= ∅}.

Then π1, π2 are clique-partitions of Y ,Z respectively, with

|π1|+ |π2| − |π| = |{S ∈ π : S ∩ Y 6= ∅ and S ∩ Z 6= ∅}| ≤ |∂ZY|,

and rearranging this shows that P4 holds with c2 = 1. Also P5′ holds, since θ(X ) ≤ 1
if X ⊂ B1/2(o) (so that G(X , 1) is complete). Therefore Theorem 2.1 is applicable.

Clearly P6 and P7 also hold, since the clique-covering number can only be in-
creased by adding vertices and can only be decreased by adding edges. Since P6
holds, Theorems 2.6 and 2.7 also apply.

3.4 Eternal domination number

For finite X ⊂ Rd, set γ∞(X ) := γ∞(G(X , 1)), the eternal domination number.

Theorem 3.8 (LLNs for eternal domination number of RGG). Theorems 2.1, 2.6
and 2.7 all apply when choosing ζ(X ) := γ∞(X ).

Denote by γ∞ the quantity ζ appearing in Theorems 2.6 and 2.7 when we take
ζ(X ) = γ∞(X ). Then γ∞ is the minimum density (number of guards per unit
volume in the large-s limit) of a finite set of guards placed in Qs that can defend
against any sequence of attacks on locations in Qs with moves of Euclidean size at
most 1 in each step. By (1.1) and (2.9) we have α ≤ γ∞ ≤ θ in all dimensions.
Hence γ∞ = 1 for d = 1, and for d = 2 we have

√
4/3 ≤ γ∞ ≤

√
64/27. It would

be of interest to find sharper upper and lower bounds when d = 2.

Proof of Theorem 3.8. Given finite disjoint Y ,Z ⊂ Rd, if A ⊂ Y is eternally dom-
inating in Y , and A′ ⊂ Z is eternally dominating in Z, then A ∪ A′ is eternally
dominating in Y∪Z, since one can defend all attacks on Y using guards from A and
all attacks on Z using guards from A′. Therefore γ∞(Y ∪Z) ≤ γ∞(Y) + γ∞(Z), so
Property P3 holds with c1 = 0. We check P4 in Lemma 3.10 below.

Property P5′ (local uniform boundedness) follows from the fact that γ∞(X ) ≤
θ(X ) by (1.1), and the uniform boundedness of θ(·) checked earlier. Property P6
holds by Lemma 3.11 below. Therefore Theorems 2.1, 2.6 and 2.7 all apply.

Before checking P4 we give a further lemma. Given a finite graph G = (V,E),
consider a function φ : V → N ∪ {0} representing an assignment of finitely many
guards to the vertices, now with with more than one guard allowed on each vertex.
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Let us say that φ is eternally dominating if starting from φ, one can defend against
any sequence of attacks on unoccupied vertices, moving one guard at a time. In the
special case where φ takes values only in {0, 1} this reduces to our earlier definition
of eternal domination. Let γ∞∗ (G) be the minimum number of guards (i.e., the
minimal value of

∑
v∈V φ(v)) required for an eternally dominating φ.

Lemma 3.9. Let G = (V,E) be a finite graph. Then γ∞∗ (G) = γ∞(G).

Proof. Essentially this is shown in [11], but for completeness we include a more
detailed explanation than is given there. The inequality γ∞∗ (G) ≤ γ∞(G) is obvious.

Let φ : V → N ∪ {0} be eternally dominating with
∑

v∈V φ(v) = γ∞∗ (G), and
also with maximum total coverage out of all such functions, where the coverage of
φ is defined to be the total number of v ∈ V for which φ(v) > 0. Suppose for some
v0 ∈ V that φ(v0) > 1. We shall derive a contradiction.

For any finite sequence of attacks, the assignment of guards after defending
against these attacks must still be eternally dominating. Also the coverage never
goes down as one defends against the successive attacks, because one moves a guard
to an empty vertex each time.

The coverage never goes up as one defends against successive attacks, because
we assumed the original φ had maximum coverage out of all eternally dominating
assignments of guards. Therefore in defending against any sequence of attacks, we
never move any guard off from v0, because if we did then the coverage would go up.

But this shows we could still defend ourselves if we reduced φ(v0) to 1 (leaving
φ(v) unchanged for all other v ∈ V ) and never moving the (single) guard at v0. This
change reduces the total number of guards, contradicting the earlier assertion that
originally

∑
v∈V φ(V ) = γ∞∗ (G). Thus by contradiction, φ(v) ≤ 1 for all v ∈ V , so

γ∞(G) ≤
∑

v∈V φ(v) = γ∞∗ (G).

Lemma 3.10. Property P4 (superadditivity up to boundary) holds for γ∞(·).

Proof. let Y ,Z be disjoint finite subsets of Rd, and let A be an eternally dominating
set in Y ∪ Z with |A| = γ∞(Y ∪ Z).

Define φ : Y → N ∪ {0} by φ := 1A∩Y + 1∂ZY . That is, φ is an assignment of
guards to Y obtained by adding to the guards of A ∩ Y , a guard at each vertex in
∂ZY (in addition to any guards that were already there).

Then φ is eternally dominating for Y . Indeed, since A is eternally dominating
for Y ∪ Z, the guards of A can defend against any sequence of attacks on vertices
of Y \ ∂ZY , and for any such sequence of attacks the guards on A∩Z are unable to
help with the defence, so therefore the guards of A ∩ Y are able to defend against
any such sequence. On the other hand, for any sequence of attacks on vertices in
∂ZY , the added guards in ∂ZY are able to defend without moving at all. So the
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combined guards of 1A∩Y + 1∂ZY can defend against any sequence of attacks on Y .
Together with Lemma 3.9, this shows that

γ∞(Y) ≤ |A ∩ Y|+ |∂ZY|. (3.6)

For each y ∈ ∂ZY , let πy be a clique-partition of Z ∩ B1(y), of size ky with
ky ≤ k := κ(B2(o)). This can be found by a similar argument to the one in the proof
of Lemma 3.6. Enumerate the sets of φy as Sy,1, . . . ,Sy,ky . For each j = 1, . . . , ky,
pick an element zy,j of Sy,j. Then define φ : Z → N ∪ {0} by

φ′ = 1A∩Z +
∑
y∈∂ZY

ky∑
j=1

1zy,j .

In other words we take the set of guards in A∩Z, and for each y ∈ ∂ZY , and each
set Sy,j in the clique-partition πy, we add one guard at a vertex in Sy,j.

Then we claim φ′ is eternally dominating for Z. Indeed, similarly to before, the
guards of A∩Z can defend against any sequence of attacks on vertices in Z \ ∂YZ.
Also for each y ∈ ∂ZY , and each set Sy,j of the partition πy, the added guard
placed at zy,j can defend against any sequence of attacks on vertices in Sy,j, since
the subgraph induced by Sy,j is complete.

Since ky ≤ k for each y ∈ ∂ZY , we have
∑

z∈Z φ
′(z) ≤ |A∩Z|+ k|∂ZY|. Hence,

by Lemma 3.9, γ∞(Z) ≤ |A ∩ Z|+ k|∂ZY|. Combining this with (3.6) yields

γ∞(Y) + γ∞(Z) ≤ |A|+ (1 + k)|∂ZY| = γ∞(Y ∪ Z) + (1 + k)|∂ZY|,

and rearranging this gives us Property P4 with c2 = 1 + κ(B2(o)).

Lemma 3.11. Property P6 (upward continuity in X ) holds for γ∞(·).

Proof. Given finite X ⊂ Rd and x ∈ Rd\X , let A ⊂ X∪{x} be eternally dominating
for X ∪ {x} (i.e., for G(X ∪ {x}, 1)) with |A| = γ∞(X ∪ {x}).

If x /∈ A, then starting from A we can defend against any sequence of attacks
on vertices in X , so A is eternally dominating for X , and hence γ∞(X ) ≤ |A|.

Suppose x ∈ A. If any sequence of attacks on vertices in X can be defended
without moving the guard at x, then A\ {x} is eternally dominating for X , so that
γ∞(X ) ≤ |A|−1. Otherwise, there exists some finite sequence of attacks on vertices
in X , such that the eternally dominating defence against these attacks ends with
moving the guard at x. After defending against this sequence of attacks we are left
with a configuration A′ ⊂ X that is eternally dominating (for X ∪{x}) and satisfies
|A′| = |A|. Then, as for the first case considered above, A′ is eternally dominating
for X , so γ∞(X ) ≤ |A′| = |A|.

Thus in all cases we have γ∞(X ) ≤ |A| = γ∞(X ∪ {x}), which gives us P6.
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3.5 Vertex cover number

Theorem 3.12 (LLN for vertex cover number of RGG). Corollary 2.2 (with c3 = 1)
applies when choosing ζ(X ) to be the vertex cover number of G(X , 1).

Proof. Let ζ(X ) here denote the vertex cover number of G(X , 1). Suppose Y and
Z are disjoint finite subsets of Rd. If D is a vertex cover of G(Y ∪ Z, 1) with
|D| = ζ(Y ∪Z), then D ∩Y and D ∩Z are vertex covers of G(Y , 1) and of G(Z, 1)
respectively. Therefore ζ(Y) + ζ(Z) ≤ ζ(Y ∪ Z).

Let A, A′ be vertex covers of G(Y , 1) and G(Z, 1) respectively, with |A| = ζ(Y)
and |A′| = ζ(Z). Then the set A ∪ A′ ∪ ∂Z(Y) is a vertex cover for G(Y ∪ Z, 1).
Indeed, the set A covers all edges of G(Y ∪Z, 1) having both endpoints in Y , while
A′ covers all edges of G(Y ∪Z, 1) having both endpoints in Z, and ∂Z(Y) covers all
edges of G(Y ∪ Z, 1) having one endpoint in Y and one endpoint in Z. Therefore
ζ(Y ∪ Z) ≤ ζ(Y) + ζ(Z) + |∂Z(Y)|.

Thus we have Properties P3, P4 for ζ but with the inequalities the wrong way
round. Therefore taking ζ ′(X ) := |X | − ζ(X ) gives us a functional satisfying Prop-
erties P3 and P4 with the inequalities the right way round and with c1 = 0, c2 = 1.
Moreover, clearly ζ(X ) ≤ |X | so ζ ′(·) is nonnegative. Also, if G(X , 1) is a complete
graph then ζ(X ) = |X | − 1 and ζ ′(X ) = 1, so ζ ′(·) satisfies P5′. Therefore, taking
ζ ′′(·) ≡ 0, we can apply Corollary 2.2 to ζ, with c3 = 1.

3.6 Number of connected components

When we take ζ(X ) to be the number of components of G(X , 1), and µ is absolutely
continuous, a result along the lines of Theorem 2.1 was already known to be true
(see [34, Theorem 13.25]). Here we extend that result to cases where µ has a singular
part.

Theorem 3.13 (LLN for number of components of RGG). Theorem 2.1 applies
when choosing ζ(X ) to be the number of connected components of G(X , 1).

As we shall discuss in Section 4.4, this result can be obtained as a special case
of Theorem 4.11 below. Alternatively, one can check Properties P1–P4 and P5′

directly.
In this case P6 does not apply. However, P7 does hold here, so by Proposition

2.3(v), ρ(λ) is nonincreasing in λ. In fact by comparing (2.3) with [34, Theorem
13.25], one can see that ρ(λ) = E [|Co(λ)|−1] in this case. Therefore, here we have
limλ→∞ ρ(λ) = 0.
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3.7 Number of isolated vertices

Let σ(G) denote the number of isolated vertices of a graph G, and for finite X ⊂ Rd

set σ(X ) := σ(G(X , 1)).
When µ is absolutely continuous, it was already known from [34, Theorem 3.15]

that n−1σ(G(Xn, rn)) converges in the thermodynamic limit. The following result
adds to that result by allowing µ to have a singular part.

Theorem 3.14 (LLN for number of isolated vertices of RGG). Theorem 2.1 applies
when choosing ζ(X ) to be σ(X ).

Proof. Suppose Y ,Z are finite disjoint subsets of Rd. Then every isolated point in
Y ∪ Z is either an isolated point in Y or an isolated point in Z, so σ(Y ∪ Z) ≤
σ(Y) + σ(Z); thus P3 holds with c1 = 0. Moreover, if I denotes the set of isolated
vertices in Y ∪ Z, then every isolated vertex in Y is either in I or lies within unit
distance of Z, so that

σ(Y) ≤ |I ∩ Y|+ |∂ZY|. (3.7)

Similarly, each isolated vertex in Z is either in I or lies within unit distance of Y .
Moreover, for each y ∈ Y the number of isolated vertices of Z within unit distance
of y is bounded by 3d, since this is an upper bound for the number of disjoint balls
of radius 1/2 which can be fitted inside a ball of radius 3/2. Therefore the number
of isolated vertices of Z within unit distance of Y is bounded by 3d|∂ZY|. Hence,

σ(Z) ≤ |I ∩ Z|+ 3d|∂ZY|.

Combined with (3.7) this shows that

σ(Y ∪ Z) = |I| ≥ σ(Y) + σ(Z)− (1 + 3d)|∂ZY|,

so P4 holds with c2 = 1 + 3d. Also P5′ holds since σ(X ) ≤ 1 for any X ⊂ B1/2(o).

Note that P7 holds here, and hence Proposition 2.3(v) is applicable here. How-
ever, P6 does not hold here.

3.8 H-packing number

Let H be a fixed connected graph with h vertices, 2 ≤ h < ∞. Recall that the
H-packing number ψH(G) is defined to be the largest possible size of H-packing in
G. For finite X ⊂ Rd set ψH(X ) := ψH(G(X , 1)).

Theorem 3.15 (LLN for H-packing number of RGG). Corollary 2.2 applies, with
c3 = 1/h, when choosing ζ(X ) to be ψH(X ).
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Remark. A generalization of H-packing allows for more than one H. Sup-
pose we are given a collection of pairs {(H1, v1), . . . , (Hm, vm)}, where for each
i ∈ {1, . . . ,m}, Hi is a finite connected graph and vi > 0, with H1, . . . , Hm pairwise
non-isomorphic. We call vi the ‘value’ of Hi. Given a graph G = (V,E), the aim
now is to pack vertex-disjoint copies of the sets H1, . . . , Hm into G (allowing repe-
titions) with maximum possible total value. That is, a packing of G is a collection
π = {Ji, i ∈ I} of vertex-disjoint subgraphs, each of which is isomorphic to one of
H1, . . . , Hm, and the total value v(π) of the packing equals

∑
i∈I w(Ji), where we

set w(Ji) to be v(Hj) if Ji is isomorphic to Hj. Then define MP(H1,v1),...,(Hm,vm)(G)
to be the maximum of v(π), over all packings π. Theorem 3.15 can be generalized
to this setting by minor modifications of the proof. In this generality we need to
take c3 = maxi∈{1,...,m}(vi/hi), where hi denotes the number of vertices of Hi.

Proof of Theorem 3.15. Let Y ,Z ⊂ Rd be disjoint and finite. Then any H-packing
of Y and H-packing of Z can be put together to give an H-packing of Y ∪Z; hence
ψH(Y ∪ Z) ≥ ψH(Y) + ψH(Z).

For any H-packing of Y ∪ Z, if we remove all H-subgraphs in the packing that
contain at least one vertex in Y and at least one vertex in Z, we are left with an
H-packing of Y and an H-packing of Z. The number of removed H-subgraphs is at
most |∂ZY|, and hence

ψH(Y ∪ Z)− |∂ZY| ≤ ψH(Y) + ψH(Z).

Thus, taking ζ(·) = ψH(·), Properties P3 and P4 hold with the inequalities the
wrong way round. Therefore, the functional ζ ′, defined by ζ ′(X ) := (|X |/h)− ζ(X ),
satisfies P3 and P4 with c1 = 0, c2 = 1. Moreover clearly ζ ′(X ) ≥ 0 for all X .

If G(X , 1) is a complete graph, then hζ(X ) ≥ |X | − h so ζ ′(X ) ≤ 1; hence P5′

holds for ζ ′. Thus, taking ζ ′′(·) ≡ 0, we can apply Corollary 2.2 with c3 = 1/h.

3.9 Edge cover number

Recall that η(G) denotes the edge cover number of the graph obtained from G by
removing all isolated vertices. For X ⊂ Rd, write η(X ) for η(G(X , 1)).

Theorem 3.16 (LLN for edge cover number of RGG). Corollary 2.2 applies, with
c3 = 1/2, when choosing ζ(X ) := η(X ).

Proof. For any finite graph G = (V,E), let θ2(G) denote the minimum size of
partition π of V such that every set W ∈ π is either a single vertex or two vertices
connected by an edge. We shall refer to any such partition as an edge-partition of
V . For X ⊂ Rd set θ2(X ) := θ2(G(X , 1)).
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Recalling from Subsection 3.7 the notation σ(G) for the number of isolated ver-
tices of a graph G, we assert that η(G) = θ2(G)− σ(G) for any finite graph G (and
hence η(X ) = θ2(X ) − σ(X ) for any finite X ⊂ Rd). It clearly suffices to check
this assertion in the case where σ(G) = 0. In this case η(G) ≤ θ2(G) since when
σ(G) = 0, starting with any edge-partition of V we can replace each singleton in the
partition by an edge incident to it, to get an edge cover of the same cardinality. But
also given any edge cover, we can think of each edge as a set of two vertices and go
through these sets one by one, at each step removing any vertex that was already
counted, (i.e. possibly sometimes changing the pair of vertices to a singleton, or
even removing the pair altogether if the original edge cover was of non-minimum
cardinality), to end up with an edge-partition of V consisting of at most the same
number of sets as there were edges in the original edge cover. Hence θ2(G) ≤ η(G)
so θ2(G) = η(G) as asserted.

Now let H be a complete graph on 2 vertices, i.e. a graph with two vertices and
one edge. For all finite X ⊂ Rd, we claim that

η(X ) = |X | − ψH(X )− σ(X ). (3.8)

This is because any minimum edge-partition of X consists of a maximum H-packing
in X , together with |X |−2ψH(X ) singletons, making a total of ψH(X )+|X |−2ψH(X )
sets in the partition. Thus we have θ2(X ) = |X | − ψH(X ), and (3.8) follows.

Define ζ(·) := η(·), ζ ′(·) = σ(·) and ζ ′′(·) = (| · |/2) − ψH(·). By Theorem 3.14,
ζ ′(·) satisfies Properties P1–P5, and by the proof of Theorem 3.15, so does ζ ′′(·).
By (3.8), for all X we have ζ(X ) = (|X |/2) − ζ ′(X ) + ζ ′′(X ). We may thus apply
Corollary 2.2 with c3 = 1/2, as asserted.

4 Applications to weighted complete graphs

In this section we consider the limit theory of four classic combinatorial optimization
problems (travelling salesman, minimum matching, minimum bipartite matching,
minimum spanning tree), defined on a weighted complete graph on vertex set Xn,
where the edge weights are determined by the inter-point displacements via a spec-
ified measurable weight function w : Rd → [0,∞). Given w(·), define wmax ∈ [0,∞]
by wmax := sup{w(x) : x ∈ Rd}. We shall require w(·) to satisfy the following
conditions (but allow it to be otherwise arbitrary).

W1 (symmetry): w(x) = w(−x) for all x ∈ Rd.

W2 (w is small near the origin): w(o) = 0, and w(x)→ 0 as x→ o.

W3 (w is large far from the origin): w(x)→ wmax as ‖x‖ → ∞.
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W4 (Polynomial growth bound): There exist c4 ∈ (0,∞) and p ∈ (0, d) such that
w(x) ≤ c4 max(‖x‖p, 1) for all x ∈ Rd.

In some lemmas we shall require the following stronger versions of W3, W4:

W5 (w achieves its maximum far from the origin). There is a constant c5 ∈ (0,∞)
such that w(x) = wmax <∞ for all x ∈ Rd with ‖x‖ > c5.

W6 There exists p ∈ (0, d), c6 ∈ (0,∞) such that w(x) ≤ c6‖x‖p for all x ∈ Rd.

Given a ∈ [0, wmax), define the truncated weight function wa(x) = min(w(x), a),
x ∈ Rd. Note that if w(·) satisfies W3, then wa(·) satisfies W5. Moreover, if w(·)
satisfies W4, then, for any δ > 0, w(·)(1−1Bδ(o)(·)) satisfies W6. Also, if wmax <∞,
then W4 follows automatically.

As usual we are given a sequence of scaling parameters rn. We shall take the
complete graph on vertex set Xn, with each edge e = {x, y} having weight wn(e) :=
w(r−1n (y − x)) (the unscaled weight function is w(e) := w(y − x).) One example
of interest is to take w(x) = 1 − 1B1(o)(x), so that wn(e) is zero if e is an edge of
G(Xn, rn), and otherwise is 1.

Our results in this section extend results given in [44], where attention is re-
stricted to weight functions of the form w(x) = ‖x‖α. Here we allow for a much
more general class of weight functions w(·); for example, if d ≥ 2 one could take
w(x) = log(|x|+ 1), or w(x) = |x|(2 + sin |x|), or w(x) = |x|3/2 + |x|1/2, using some
arbitrary norm | · |. Also we consider the bipartite matching problem, which is not
addressed in [44].

Recall that for (λ, s) ∈ (0,∞)2, we write Hλ,s for Hλ ∩ Qs. We say that µ has
bounded support if µ(Qs) = 1 for some s ∈ (0,∞). The next two lemmas are messy
to state, but will be repeatedly useful for proving LLNs for certain functionals via
approximating functionals.

Lemma 4.1. Suppose that for each k ∈ N, ζ(k)(X ) is a measurable nonnegative real-
valued functional defined on all finite X ⊂ Rd. Assume for each X that ζ(k)(X ) is
nondecreasing in k, and set ζ(X ) := limk→∞ ζ

(k)(X ). Suppose for each k ∈ N, λ > 0
that the limit ρk(λ) := lims→∞ E [ζ(k)(Hλ,s)/(λs

d)] exists and is finite, and that if
nrdn → t ∈ (0,∞) as n→∞, then

ζ(k)(r−1n Xn)
c.c.−−−→
L2

∫
ρk(tfµ(x))fµ(x)dx. (4.1)

Let (h(k), k ∈ N) be a real-valued sequence with h(k)→ 0 as k →∞. Suppose more-
over that either (a) µ has bounded support and there exist constants p ∈ (0, d), c7 ∈
(0,∞) such that for all s ≥ 1, k ∈ N and all finite X ⊂ Qs, we have

ζ(k)(X ) ≤ c7s
p|X |1−(p/d); (4.2)

ζ(X )− ζ(k)(X ) ≤ sph(k)(ζ(k)(X ))1−(p/d), (4.3)
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or (b) ζ(X )− ζ(k)(X ) ≤ h(k)|X | for all finite X ⊂ Rd, k ∈ N. Then for each λ > 0
the limit ρ(λ) := lims→∞ E [ζ(Hλ,s)/(λs

d)] exists and is finite, and if nrdn → t ∈
(0,∞) as n→∞, then ζ(r−1n Xn)

c.c.−−−→
L2

∫
ρ(tfµ(x))fµ(x)dx, i.e. (2.3) holds.

Proof. First we assume condition (a) holds. Using (4.2), taking expectations and
using Jensen’s inequality yields for all k, λ, s > 0 that

E [ζ(k)(Hλ,s)] ≤ c7s
pE [|Hλ,s|(d−p)/d] ≤ c7s

p(λsd)1−(p/d) = c7λ
1−(p/d)sd.

Hence using (4.3) and Jensen’s inequality again yields that

E [ζ(Hλ,s)− ζ(k)(Hλ,s)] ≤ sph(k)(E [ζ(k)(Hλ,s)])
1−(p/d)

≤ c
1−(p/d)
7 sph(k)λ(1−(p/d))

2

sd−p

= c
1−(p/d)
7 h(k)λ(1−(p/d))

2

sd. (4.4)

Let λ > 0. By (4.4), given ε > 0 we can choose k0 ∈ N such that

0 ≤ E [ζ(Hλ,s)− ζ(k)(Hλ,s)]/(λs
d) ≤ ε, ∀ s ≥ 1, k ≥ k0.

Note that this is also true under condition (b). Taking the large-s limit yields for
k ≥ k0 that

ρk(λ) ≤ lim inf
s→∞

E [ζ(Hλ,s)/(λs
d)] ≤ lim sup

s→∞
E [ζ(Hλ,s)/(λs

d)] ≤ ρk(λ) + ε.

Therefore since ρk(λ) is nondecreasing in k, the limit ρ(λ) := limk→∞ ρk(λ) exists,
is finite, and is equal to lims→∞ E [ζ(Hλ,s)/(λs

d)] under either condition (a) or (b).
By monotone convergence,

lim
k→∞

∫
ρk(tfµ(x))fµ(x)dx =

∫
ρ(tfµ(x))fµ(x)dx. (4.5)

Under condition (a), by the assumption of bounded support we can and do choose
C = C(µ) ∈ (0,∞) such that r−1n Xn ⊂ Qr−1

n C almost surely, for all n ∈ N. Then by

(4.2), ζ(k)(r−1n Xn) ≤ c7C
pr−pn n1−(p/d), almost surely. Using (4.3), therefore we have,

almost surely,

ζ(r−1n Xn)− ζ(k)(r−1n Xn) ≤ Cpr−pn h(k)(c7C
pr−pn n1−(p/d))1−(p/d).

Since we are taking the thermodynamic limit nrdn → t, we have rpnn
p/d → tp/d, so

there are constants C ′, C ′′ (depending only on µ and t) such that, almost surely,

ζ(r−1n Xn)− ζ(k)(r−1n Xn) ≤ C ′r−pn h(k)n1−(p/d) ∼ C ′′h(k)n.

Hence given ε > 0, we can choose k0, n0 ∈ N such that for all k ≥ k0, n ≥ n0, almost
surely ζ(r−1n Xn) − ζ(k)(r−1n Xn) ≤ εn; this is also true under condition (b). Hence
using (4.1) and (4.5) we can obtain the desired result (2.3) here.
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Lemma 4.2. Suppose µ has bounded support. Suppose for each `,m ∈ N that
ζ̃(`,m)(X ) is a measurable non-negative real-valued functional defined for all all finite
X ⊂ Rd, such that for all λ > 0 the limit ρ(`,m)(λ) := lims→∞ E [ζ̃(`,m)(Hλ,s)/(λs

d)]

exists and is finite, and if nrdn → t ∈ (0,∞) as n→∞, then n−1ζ̃(`,m)(r−1n Xn)
c.c.−−−→
L2∫

ρ(`,m)(tfµ(x))fµ(x)dx. Assume for all X that ζ(`,m)(X ) is nondecreasing both in `

and in m, and set ζ̃(`)(X ) := limm→∞ ζ̃
(`,m)(X ) and ζ̃(X ) := lim`→∞ ζ̃

(`)(X ).
Let p ∈ (0, d). Suppose for each ` ∈ N that there is a constant C(`) and a real-

valued sequence (h`(m),m ∈ N) with h`(m)→ 0 as m→∞, such that for all s ≥ 1
and all finite X ⊂ Qs, we have ζ̃(`,m)(X ) ≤ C(`)sp|X |1−(p/d) and

ζ̃(`)(X )− ζ̃(`,m)(X ) ≤ h`(m)sp(ζ̃(`,m)(X ))1−(p/d).

Suppose moreover that there is a sequence (h̃(`), ` ∈ N) such that h̃(`) → 0 as
` → ∞, and such that ζ̃(X ) − ζ̃(`)(X ) ≤ h̃(`)|X | for all finite X ⊂ Rd. Then
for all λ > 0 the limit ρ(λ) := lims→∞ E [ζ̃(Hλ,s)/(λs

d)] exists and is finite, and if

nrdn → t ∈ (0,∞) as n→∞, then n−1ζ̃(r−1n Xn)
c.c.−−−→
L2

∫
ρ(tfµ(x))fµ(x)dx.

Proof. Let ` ∈ N. Then taking ζ(·) := ζ̃(`)(·) and ζ(k)(·) := ζ̃(`,k)(·) gives us function-
als which together satisfy (4.2) and (4.3) if we take C = C(`) and h(k) := h`(k). By
Lemma 4.1 (a), for all λ > 0 the limit ρ(`)(λ) := lims→∞ E [ζ̃(`)(Hλ,s)/(λs

d)] exists

and is finite, and if nrdn → t ∈ (0,∞) then ζ̃(`)(r−1n Xn)
c.c.−−−→
L2

∫
ρ(`)(tfµ(x))fµ(x)dx.

Now taking instead ζ(·) := ζ̃(·) and ζ(k)(·) := ζ̃(k)(·) for k ∈ N, we can ap-
ply Lemma 4.1 (b), now with h̃(k) playing the role of h(k), to obtain the desired
conclusion.

4.1 Weighted travelling salesman problem

Given finite X ⊂ Rd, the (weighted) travelling salesman problem (TSP) is to find
a tour of minimum weight (using weight function w(·)) that passes exactly once
through all points and returning to the starting vertex. Formally, a tour of X is
defined to be a Hamilton cycle in the complete graph on vertex set X . For each
tour τ of X , define w(τ) =

∑
e∈E(τ)w(e), where E(τ) denotes the set of edges of τ .

Define TSPw(X ) := minw(τ), where the minimum is over all tours of X .

Theorem 4.3 (LLN for weighted TSP). Suppose w(·) satisfies conditions W1–W4,
and either (a) wmax < ∞ or (b) µ has bounded support, wmax = ∞. Then when
choosing ζ(X ) as TSPw(X ), the limit ρ(λ) given by (2.2) exists and is finite for all
λ ∈ (0,∞), and if nrdn → t ∈ (0,∞) as n→∞, then (2.3) holds.

Remark. One could also consider a more general directed version of the TSP,
dropping condition W1 so that the weight of an edge depends on the direction of
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travel. Theorem 4.3(a) and its proof apply without change to this directed setting
(we do not know if the directed version of Theorem 4.3(b) holds). For example,
in d = 2 one could take w(·) = 1 − 1S with S being the right half of B1(o) (a
semi-circle); in this case some minor modifications to the proof are needed because
W2 fails too, but the directed version of Theorem 4.3 still holds. A different spatial
directed MST problem has been considered in [42].

We first prove Theorem 4.3 under the extra condition W5.

Lemma 4.4. Suppose w(·) satisfies W1, W2 and W5. Then when choosing ζ(X ) as
TSPw(X ), the limit ρ(λ) given by (2.2) exists and is finite for all λ ∈ (0,∞), and
if nrdn → t ∈ (0,∞) as n→∞, then (2.3) holds.

Proof. Assume first that W5 holds with c5 = 1 (as well as W1 and W2). We will
show that Theorem 2.1 holds for ζ(·) := TSPw(·) in this case. Clearly, TSPw(·)
satisfies Properties P1 and P2. Next, for any disjoint finite Y ,Z ⊂ Rd, let τ ′ be a
tour of Y and τ ′′ a tour of Z with w(τ ′) = MSTw(Y) and w(τ ′′) = MSTw(Z). Pick
an edge of τ ′, and denote its endpoints y1, y2. Pick an edge of τ ′′, and denote its
endpoints z1, z2. Then (E(τ ′)∪E(τ ′′)∪ {y1z1, y2z2}) \ {y1y2, z1z2} is the edge-set of
a tour of Y ∪ Z, and hence

TSPw(Y ∪ Z) ≤ TSPw(Y) + TSPw(Z) + 2wmax.

Thus, Property P3 holds with c1 = 2wmax.
For Property P4, let τ be a tour of Y ∪ Z with w(τ) = TSPw(Y ∪ Z). Suppose

without loss of generality that the tour τ starts at a vertex in Y . Let τ1 be the tour
through Y obtained by taking the vertices of Y in the same order as they arise in
τ , while leaving out from τ all vertices belonging to Z, thereby introducing some
new edges within Y . The number of new edges equals half the number of edges of
τ that go from Y to Z. Similarly let τ2 be the tour though Z obtained from τ by
going through the vertices of Z in the order they arise in τ .

Now writing just τ for the set of edges of τ (i.e., identifying a tour with its set
of edges), we have |τ1 ∪ τ2| = |Y|+ |Z| = |τ |, and hence

|τ \ (τ1 ∪ τ2)| = |(τ1 ∪ τ2) \ τ |. (4.6)

Also, TSPw(Y) ≤ w(τ1) and TSPw(Z) ≤ w(τ2). Hence

TSPw(Y) + TSPw(Z)− TSPw(Y ∪ Z) ≤ w(τ1) + w(τ2)− w(τ)

=

 ∑
e∈(τ1∪τ2)\τ

w(e)

− ∑
e∈τ\(τ1∪τ2)

w(e)

≤
∑

e∈τ\(τ1∪τ2)

(wmax − w(e)), (4.7)
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where for the second inequality we have used both (4.6) and the assumption that
all edge weights are at most wmax.

Let us say that an edge uv of τ is short if ‖u− v‖ ≤ 1, long if ‖u− v‖ > 1. The
last sum in (4.7) is at most wmax times the number of short edges in τ that go from
Y to Z (because all long edges have weight wmax so do not contribute to the sum),
and this is bounded above by 2wmax|∂ZY|. Therefore (4.7) gives us

TSPw(Y) + TSPw(Z)− TSPw(Y ∪ Z) ≤ 2wmax|∂ZY|,

and hence Property P4 with c2 = 2wmax.
To check Property P5 (local sublinear growth), note that given any δ > 0, n ∈ N

and finite X ⊂ Bδ(o), for any tour τ of X we have w(τ) ≤ |X | supx∈B2δ(o)
w(x).

Therefore sup{TSPw(X )/|X | : X ⊂ Bδ(o)} ≤ supx∈B2δ(o)
w(x), which tends to 0 as

δ ↓ 0 by W2, and P5 follows.
Thus, Theorem 2.1 is applicable for ζ(·) := TSPw(·), in the special case where

c5 = 1 in W5. In the general case where c5 ∈ (0,∞), consider the rescaled weight
function w′(x) := w(c5x), so that w′(x) = wmax for ‖x‖ > 1. By the special
case already considered, Theorem 2.1 applies to ζ(·) = TSPw′(·). Thus for all
λ > 0 the limit ρ′(λ) := lims→∞ E [TSPw′(Hλ,s)/(λs

d)] exists. Since TSPw(X ) =
TSPw′(c

−1
5 X ) for all X , by the Mapping theorem for Poisson processes [31],

E [TSPw(Hλ,s)]/(λs
d) = E [TSPw′(c

−1
5 Hλ,s)]/(λs

d)

= E [TSPw′(Hcd5λ,c
−1
5 s)]/(λs

d),

which converges to ρ′(cd5λ) =: ρ(λ) as s→∞.
Now suppose nrdn → t ∈ (0,∞). Then as n→∞ we have n(c5rn)d → cd5t, so by

Theorem 2.1 applied to ζ(·) = TSPw′(·),

n−1TSPw(r−1n Xn) = n−1TSPw′((c5rn)−1Xn)
c.c.−−−→
L2

∫
ρ′(cd5tfµ(x))fµ(x)dx

=

∫
ρ(tfµ(x))fµ(x)dx,

completing the proof in the general case.

Proof of Theorem 4.3(a). Assume that w(·) satisfies W1–W3 with 0 < wmax < ∞
(and hence also W4). Then the function wa(·) := min(w(·), a) satisfies condition
W5. Therefore we can apply Lemma 4.4 to the weight function wa. In particular,
for all λ ∈ (0,∞) the limit ρa(λ) := lims→∞ E [TSPwa(Hλ,s)/(λs

d)] exists, and if
nrdn → t ∈ (0,∞) then (2.3) holds for ζ(·) = TSPwa(·), i.e.

n−1TSPwa(r
−1
n Xn)

c.c.−−−→
L2

∫
ρa(tfµ(x))fµ(x)dx. (4.8)
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For any finite X ⊂ Rd and a ∈ (0, wmax) we have 0 ≤ TSPw(X )− TSPwa(X ) ≤
(wmax − a)|X |, since for each edge e of any tour of X , we have 0 ≤ w(e)− wa(e) ≤
wmax − a. Therefore setting a(k) := max(wmax − 1/k, 0) for each k ∈ N and setting
ζ(k)(·) := TSPwa(k)(·), gives us a sequence of functionals satisfying the conditions

of Lemma 4.1(b). By that result we obtain that E [TSPw(Hλ,s)/(λs
d)] converges to

ρ(λ) as s → ∞ for all λ ∈ (0,∞), and if nrdn → t ∈ (0,∞), then (4.8) holds with
wa(·) replaced by w(·), ρa replaced by ρ, as required.

Now we aim to prove Theorem 4.3(b), so we assume W1–W4, with wmax = +∞.
Initially we assume W6 too. Again set wa(·) := min(w(·), a).

Lemma 4.5. Suppose that w(·) satisfies W1–W4 and W6 with wmax = +∞. There
is a constant C such that for all (a, s) ∈ (0,∞)2, for all finite X ⊂ Qs we have

TSPwa(X ) ≤ Csp|X |(d−p)/d, (4.9)

and moreover

TSPw(X )− TSPwa(X ) ≤ Cspa(p/d)−1(TSPwa(X ))(d−p)/d. (4.10)

Proof. By [44, eqn (3.6) or (3.7)], there is a constant C ∈ (0,∞) such that for any
finite Y ⊂ Q1, we have TSPc6‖·‖p(Y) ≤ C|Y|(d−p)/d, where c6 is the constant in
assumption W6. Hence for any s > 0, by scaling TSPw(sY) ≤ TSPc6‖·‖p(sY) ≤
Csp|Y|(d−p)/d. Since TSPwa(X ) ≤ TSPw(X ) for all X , this implies (4.9).

Given s, a > 0 and given finite X ⊂ Qs, let τa(X ) be (the set of edges in) a
minimum-weight tour of X , using weight function wa (and using some deterministic
rule to choose if there exist several tours of minimum weight). That is, let τa(X )
be a tour of X with wa(τa(X )) = TSPwa(X ). Then let τ(=a)(X ) = {e ∈ τa(X ) :
wa(e) = a}, and let Na(X ) := |τ(=a)(X )|. Thus Na(X ) is the total number of edges
of weight a in the minimum wa-weight tour of X (in the top figure of Figure 1 all
edges of weight a are drawn as thick edges). Let Ya(X ) be the set of those vertices
in X that are incident to at least one edge in τ(=a)(X ), and set r = |Ya(X )|. Note
that Na(X ) ≤ r ≤ 2Na(X ).

We now remove the edges of τ(=a)(X ) from τa(X ), and add further edges to make
a new tour of X , for which we can bound the total weight of the added edges. To do
this, we use the space-filling curve heuristic (see [44]). Let φ : [0, 1] → [−1/2, 1/2]d

be a continuous surjection. Assume moreover that φ is Lipschitz of order 1/d, that
is, for any t, t′ ∈ [0, 1], we have ‖φ(t′)−φ(t)‖ ≤ c8|t′−t|1/d for some absolute constant
c8 > 0. Such a φ is well known to exist; see for example [10]. Consider a tour of
s−1Ya(X ), obtained by visiting the points in order of this curve. Let y1, . . . , yr be
the corresponding points of Ya(X ) taken in this order, and let t1 < . . . < tr ∈ [0, 1]
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be such that sφ(ti) = yi; to be definite, if φ−1({s−1yi}) has more than one element,
let ti be the minimal element.

We now create a multigraph on vertex set [r] := {1, . . . , r} as follows. Starting
with the empty graph on this vertex set, add an edge from i to j for each {i, j} ⊂ [r]
such that there exists a path from yi to yj in the graph with vertex set X and edge
set τa \ τ(=a), i.e. a path from yi to yj in the original tour τa with all edge weights
less than a along this path. We shall refer to the the edges added so far as red edges.
At this stage, each vertex has degree 0 or 1, and the number of red edges equals
r −Na(X ).

Next, if 1 has odd degree, add a blue edge from 1 to 2; otherwise add two blue
edges from 1 to 2. Then if 2 has odd degree, add a blue edge from 2 to 3; otherwise,
add two blue edges from 2 to 3. Then if 3 has an odd degree, add a blue edge from
3 to 4, and otherwise add two such edges, and so on.

Continuing in this way up to vertex r−1, we add one or two blue edges between
i and i + 1 for each i ∈ {1, . . . , r − 1} in turn (see the middle figure of Figure 1
for an example). We end up with a multigraph which we denote G, in which each
i ∈ {1, . . . , r − 1} has even degree, so vertex r must also have even degree since the
sum of degrees is even. Thus, G is connected and all of its degrees are even; in fact,
each vertex has degree 2 or 4. We define the red-degree of a vertex in G to be the
number of red vertices incident to that vertex (which is either 0 or 1).

By Euler’s “Königsberg bridge” theorem, we can and do choose an Eulerian
circuit through G, starting and ending at vertex 1. Choose a direction of travel
through this circuit. We denote this directed Eulerian circuit by γ. All edges of G
now become arcs (i.e., directed edges), with the direction of an edge determined by
the direction of travel through the edge in γ.

List the vertices and arcs of G in the order they appear in the circuit γ. This
list is an alternating sequence of vertices and arcs, starting and ending at vertex 1.
Vertices of degree 4 on G appear twice in the list (as does vertex 1); other vertices
appear once. Now reduce this list to a list of vertices only, in which each vertex
other than vertex 1 appears once, as follows.

Suppose vertex i > 1 appears twice in the old list. If i has red-degree 0 then
omit the second appearance of i in the old list. If i has red-degree 1, then retain the
appearance of i in the old list which adjacent in that list to the red arc incident to
i, and omit the other appearance of vertex i.

Write the vertices in the order of this new list as i(1) = 1, i(2), . . . , i(r), i(r+1) =
1. Let K be the set of indices k ∈ [r] such that (i(k), i(k + 1)) is not a red arc in G.

We now create our new tour of X , by taking the set of edges

{{yi(k), yi(k+1)}, k ∈ K} ∪ (τ \ τ(=a))

(see the bottom figure of Figure 1 for the edges added corresponding to the Eulerian
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Figure 1: Top: Example of an optimal tour τa with respect to wa (on |X | =
20 vertices); thick edges have weight a (r = 10 here, the space-filling curve
visits vertices 1, . . . , 10 in this order). Middle: construction of red and blue
edges of {1, . . . , 10}. Bottom: an Eulerian circuit visits vertices in this order:
1,2,9,10,5,6,8,9,8,7,6,5,4,3,2,3,4,1. New list of vertices: 1,2,9,10,5,6,8,7,3,4,1. In
green: not-red edges corresponding to the new list added to the new tour.
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circuit chosen in the text below the figure). In other words, we take the edges in
the tour (yi(1), yi(2), . . . , yi(r), yi(1)) of Ya(X ), and then replace each red edge of this
tour (i.e., a step {yi(k), yi(k+1)} for which {i(k), i(k+ 1)} is a red edge of G) with the
portion of the original tour τ(a) that goes from yi(k) to yi(k+1) and consists entirely
of edges of weight less than a.

The total w-weight of this new tour of X is an upper bound for TSPw(X ), so
TSPw(X ) − TSPwa(X ) is bounded above by the total weight of edges in this tour
that are not in τ . Thus using W6, we have

TSPw(X )− TSPwa(X ) ≤
∑
k∈K

w(yi(k+1) − yi(k)) ≤ c6
∑
k∈K

‖yi(k+1) − yi(k)‖p.

Using the Lipschitz continuity of φ, and then Hölder’s inequality, we obtain that

TSPw(X )− TSPwa(X ) ≤ c6c
p
8s
p
∑
k∈K

|ti(k+1) − ti(k)|p/d

≤ c6c
p
8s
p|K|1−(p/d)

∑
k∈K

|ti(k+1) − ti(k)|. (4.11)

In the multigraph G, each blue edge goes between two neighbouring vertices in
the list {1, . . . , r}. For 1 ≤ ` ≤ r − 1, let each blue edge from ` to ` + 1 be given
weight |t`+1 − t`|. Then for k ∈ K, the value of |ti(k+1) − ti(k)| is bounded above by
the sum of the weights of the edges making up the portion of the Eulerian circuit γ
that goes from i(k) to i(k+ 1) (all of which are blue). Since this circuit is Eulerian,
no blue edge is traversed more than once, so the sum in the last line of (4.11) is at
most the total weight of all the blue edges, which is at most 2 because there are at
most two blue edges from i to i+ 1, 1 ≤ i ≤ r − 1. Also |K| = Na(X ), so

TSPw(X )− TSPwa(X ) ≤ 2c6c
p
8s
p(Na(X ))1−(p/d), X ⊂ Qs,X finite.

Since aNa(X ) ≤ TSPwa(X ), this yields (4.10).

Proof of Theorem 4.3(b). Assume that w(·) satisfies W1–W4 with wmax = +∞,
and that µ has bounded support. Given δ > 0, define the new weight function
w′δ(x) := w(x)(1− 1Bδ(o)(x)). For m ∈ N set w′δ,m(x) := min(wδ(x),m).

Then w′δ,m(·) satisfies W2 and W5. Hence by Lemma 4.4, for all λ > 0 the

limit ρ′δ,m(λ) := lims→∞ E [TSPw′δ,m(Hλ,s)/(λs
d)] exists, and if nrdn → t ∈ (0,∞) as

n→∞, then n−1TSPw′δ,m(r−1n Xn)
c.c.−−−→
L2

∫
ρ′δ,m(tfµ(x))fµ(x)dx.

Since we assume w(·) satisfies W4, for each δ > 0 the function w′δ(·) satisfies
W6. Therefore by Lemma 4.5, there is a constant C(δ) such that for all s > 0 and
all finite X ∈ Qs, we have TSPw′δ,m(X ) ≤ C(δ)sp|X |(d−p)/d and

TSPw′δ(X )− TSPw′δ,m(X ) ≤ C(δ)spm(p/d)−1(TSPw′δ,m(X ))(d−p)/d. (4.12)
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Now for `,m ∈ N, set ζ̃(`,m)(X ) := TSPw′
1/`,m

(X ), which is nondecreasing both

in ` and in m. Set ζ̃(`)(X ) := limm→∞ ζ̃
(`,m)(X ) = TSPw′

1/`
(X ), and set ζ̃(X ) :=

lim`→∞ ζ̃
(`)(X ) = TSPw(X ). Set h̃(`) := supx∈B1/`(o)

w(x). Then h̃(`) → 0 as
`→∞, by W2, and

ζ̃(X )− ζ̃(`)(X ) = TSPw(X )− TSPw′
1/`

(X ) ≤ h̃(`)|X |. (4.13)

By (4.12) and (4.13) we can apply Lemma 4.2 to the functionals ζ̃(`,m)(·), `,m ∈ N,
taking h`(m) = C(1/`)m(p/d)−1. Hence the limit lims→∞ E [TSPw(Hλ,s)/(λs

d)] =:
ρ(λ) exists and is finite, for all λ > 0, and if nrdn → t ∈ (0,∞) as n → ∞, then

TSPw(r−1n Xn)
c.c.−−−→
L2

∫
ρ(tfµ(x))fµ(x)dx, as required.

4.2 Minimum-weight matching

Given finite X ⊂ Rd, the minimum-weight matching (MM) problem is to find a
near-perfect matching (that is, a perfect matching if |X | is even and a matching
excluding one vertex if |X | is odd) of minimum weight. More precisely, we define a
(near-perfect) matching of X to be a collection τ of b|X |/2c pairwise disjoint edges of
the complete graph on vertex set X , where two edges uv and xy are said to be disjoint
if u, v, x, y are all distinct. Given such a matching τ , we define w(τ) :=

∑
e∈τ w(e).

We define MMw(X ) := minτ w(τ), where the minimum is taken over all matchings
τ of X .

Theorem 4.6 (LLN for minimum-weight matching). Suppose w(·) satisfies condi-
tions W1–W4, and either (a) wmax < ∞ or (b) µ has bounded support, wmax = ∞.
Then when choosing ζ(X ) as MMw(X ), the limit ρ(λ) given by (2.2) exists and is
finite for all λ ∈ (0,∞), and if nrdn → t ∈ (0,∞) as n→∞, then (2.3) holds.

We first prove Theorem 4.6 under the extra condition W5.

Lemma 4.7. Suppose w(·) satisfies W1, W2 and W5. Then when choosing ζ(X ) as
MMw(X ), the limit ρ(λ) given by (2.2) exists and is finite for all λ ∈ (0,∞), and
if nrdn → t ∈ (0,∞) as n→∞, then (2.3) holds.

Proof. Assume first that W5 holds with c5 = 1 (as well as W1 and W2). We check
that Theorem 2.1 is applicable when taking ζ(·) := MMw(·) in this case.

Properties P1 and P2 are clear. To check P3, let Y ,Z be disjoint finite subsets of
Rd. If τ is an optimal matching of Y (i.e., a matching of Y with w(τ) = MMw(Y)),
and τ ′ is an optimal matching of Z, then we can create a matching τ ′′ of Y ∪ Z by
taking all edges of τ ∪ τ ′, together with possibly one more edge. Then

MMw(Y ∪ Z) ≤ w(τ ′′) ≤ w(τ) + w(τ ′) + wmax = MMw(Y) +MMw(Z) + wmax,
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so that P3 holds with c1 = wmax here.
Now we check P4. Suppose τ is an optimal matching of Y ∪ Z, and enumerate

the edges in τ that have one endpoint in Y and one endpoint in Z, as e1, . . . ek. For
1 ≤ i ≤ k denote the endpoints of ei by yi, zi with yi ∈ Y and zi ∈ Z.

Now create a matching τ ′ on Y as follows. Choose a matching τ1 on {y1, . . . , yk},
and let τ ′ consist of all edges of τ that have both endpoints in Y , together with
the edges of τ1, together with one further edge if k is odd and Y has an unmatched
vertex in τ .

Similarly, create a matching τ ′′ on Z as follows. Choose a matching τ2 on
{z1, . . . , zk}, and let τ ′′ consist of all edges of τ that have both endpoints in Z,
together with the edges of τ2, together with one further edge if k is odd and Z has
an unmatched vertex in τ .

Since τ ′ ∪ τ ′′ is either a matching of Y ∪ Z, or is contained in such a matching,
|τ ′ ∪ τ ′′| ≤ |τ |, so that |(τ ′ ∪ τ ′′) \ τ | ≤ |τ \ (τ ′ ∪ τ ′′)| = k. Then

MMw(Y) +MMw(Z) ≤ w(τ ′) + w(τ ′′)

= w(τ) +

 ∑
e∈(τ ′∪τ ′′)\τ

w(e)

− k∑
i=1

w(ei)

≤ w(τ) +
k∑
i=1

(wmax − w(ei)).

As before, we say that an edge uv of τ is short if ‖u−v‖ ≤ 1, long if ‖u−v‖ > 1. In the
last sum, the ith term is zero whenever ei is a long edge. The number of short edges
ei is at most |∂ZY|, and therefore MMw(Y)+MMw(Z) ≤MMw(Y∪Z)+wmax|∂ZY|.
This gives us P4 with c2 = wmax.

Since one can obtain a matching from a tour by removing alternate edges,
MMw(X ) ≤ TSPw(X ) for all X . Hence Property P5 for MMw holds as a con-
sequence of the corresponding property for TSPw, which we checked earlier.

Thus Theorem 2.1 is directly applicable in the case where c5 = 1, giving us the
desired conclusion in that case. We can then extend the result to the general case
c5 ∈ (0,∞) in the same manner as we did in the proof of Lemma 4.4.

Proof of Theorem 4.6(a). Assume that w(·) satisfies W1–W3 with 0 < wmax < ∞
(and hence also W4). Then for a ∈ (0, wmax) we have that wa(·) := min(w(·), a)
satisfies W5 (as well as W1 and W2). So by Lemma 4.7, the limit ρa(λ) :=
lims→∞ E [MMwa(Hλ,s)/(λs

d)] exists and is finite for all λ > 0, and if nrdn → t ∈
(0,∞), then n−1MMwa(r

−1
n Xn)

c.c.−−−→
L2

∫
ρa(tfµ(x))fµ(x)dx.

For any finite X ⊂ Rd, 0 ≤MMw(X )−MMwa(X ) ≤ |X |(wmax − a). Therefore,
setting a(k) := max(wmax − 1/k, 0) for each k ∈ N, we can apply Lemma 4.1(b),
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taking ζ(k)(·) := MMwa(k)(·) and ζ(·) := MMw(·), to deduce the desired conclusion.

Now we aim to prove Theorem 4.6(b), so we assume W1–W4 with wmax = +∞.
Initially we shall also assume W6. Again set wa(·) := min(w(·), a).

Lemma 4.8. Suppose w(·) satisfies W1–W4 and W6 with wmax = +∞. Then there
exists C ∈ (0,∞) such that for all a ∈ (0,∞), s ≥ 1 and all finite X ⊂ Qs we have

MMwa(X ) ≤MMw(X ) ≤ Csp|X |(d−p)/d (4.14)

and

0 ≤MMw(X )−MMwa(X ) ≤ Cspa(p/d)−1MMwa(X )(d−p)/d. (4.15)

Proof. Let c6 be as in W6. By [44, (3.6) or (3.7)], there is a constant C > 0
such that for any finite Y ⊂ Q1, MMc6‖·‖p(Y) ≤ C|Y|(d−p)/d. Hence by scaling,
MMw(sY) ≤MMc6‖·‖p(sY) ≤ Csp|Y|(d−p)/d. Then (4.14) follows.

Now let τa(X ) be (the set of edges in) a minimum-weight matching of X , us-
ing weight function wa (and using some deterministic rule to choose if there exist
several matchings of minimum weight). That is, let τa(X ) be a matching of X
with wa(τa(X )) = MMwa(X ). Let τ(=a)(X ) = {e ∈ τa(X ) : wa(e) = a}, and let
Na(X ) := |τ(=a)(X )|. Thus Na(X ) is the total number of edges of weight a in the
minimum wa-weight matching of X . Let Ya(X ) be the set of vertices in X that are
incident to edges in τ(=a)(X ).

Let τ ′ be a matching of Ya(X ) with w(τ ′) = MMw(Ya(X )). Then τ ′ ∪ (τa(X ) \
τ(=a)(X )) is a matching on X with w-weight at most wa(τa(X )) + w(τ ′). Therefore
MMw(X ) ≤ MMwa(X ) + MMw(Ya(X )), and hence by the second inequality of
(4.14) applied to Ya(X ),

MMw(X )−MMwa(X ) ≤ Csp(2Na(X ))(d−p)/d, X ⊂ Qs,X finite.

Since aNa(X ) ≤MMwa(X ), this gives us (4.15).

Proof of Theorem 4.6(b). We can follow the same argument as in the proof of The-
orem 4.3(b), now using Lemma 4.7 instead of Lemma 4.4 and Lemma 4.8 instead of
Lemma 4.5.

4.3 Minimum-weight bipartite matching

Given two disjoint finite sets U ,V ⊂ Rd, and given a near-perfect matching τ of U∪V ,
define w∗(τ) :=

∑
e∈τ w

∗(e), with w∗(xy) := w(xy) if x ∈ U , y ∈ V or x ∈ V , y ∈ U ,
and w∗(xy) := wmax if x, y ∈ U or x, y ∈ V . In other words, if we say vertices in U are
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of type 1 and vertices in V are of type 2, we allow edges between vertices of the same
type, but give them a weight which is at least as big as that of any edge between
vertices of different types. We then define BMw(U ,V) := minτ w

∗(τ), where the
minimum is taken over all near-perfect matchings of U ∪V . When |U| = |V|, clearly
the minimum can be attained using a bipartite matching, i.e. a perfect matching
in which each edge is between vertices of different types. (Hence, when |U| = |V|,
BMw(U ,V) = minτ w(τ) with the minimum taken over all bipartite matchings.)
Given r > 0, we define BMw,r(U ,V) := BMw(r−1U , r−1V).

For λ, s > 0, let H′λ denote a homogeneous Poisson process in Rd of intensity
λ, independent of Hλ, and set H′λ,s := H′λ ∩ Qs. Let U0, V0, U1, V1, U2, V2, . . . be
independent random d-vectors with common distribution µ. For all n ∈ N, let
Un := {U1, . . . , Un},Vn := {V1, . . . , Vn}. We have the following law of large numbers
for BMw(Un,Vn) in the thermodynamic limit, when wmax <∞.

Theorem 4.9 (LLN for BM). Suppose w(·) satisfies W1–W3 with wmax <∞. Then
for all λ > 0, the limit ρBMw(λ) := lims→∞ E [BMw(Hλ,s,H′λ,s)/(λsd)] exists and is

finite. Also, if if nrdn → t ∈ (0,∞) as n→∞, then

n−1BMw,rn(Un,Vn)
c.c.−−−→
L2

∫
Rd
ρBMw(tfµ(x))fµ(x)dx. (4.16)

Remarks. (a) The case with w(x) = ‖x‖p for some fixed p > 0 is considered in
[5] and references therein; it is not covered by our Theorem 4.9 because we require
wmax < ∞. For this case, results along the lines of (4.16) have been shown [5] for
p < d/2, d ≤ 2 or p ≤ 1, d ≥ 3 and fµ being uniform over a bounded region, or
for p < d/2 with µ being uniform over a bounded region with no singular part. In
contrast, our result (4.16) for bounded w holds for any choice of µ.

(b) One may also consider the Bipartite TSP with weight function w (the case
with w(·) = ‖ · ‖p is considered in [5, 12]). To define this, let BTSPw(U ,V) :=
minτ w

∗(τ), now taking the minimum over all tours τ of U∪V ; let BTSPw,r(U ,V) :=
BTSPw(r−1U , r−1V). If |U| = |V|, then BTSPw(U ,V) is the minimum weight of all
tours through U ∪ V that alternate between U and V .

The statement of Theorem 4.9 also holds with the functional BMw(·) replaced
by BTSPw(·) and BMw,r(·) replaced by BTSPw,r(·). The proof is very similar.

Lemma 4.10. Suppose w(·) satisfies W1–W3 and W5. Then the conclusion of
Theorem 4.9 holds.

Proof. First assume c5 = 1 in W5. Given finite X ⊂ Rd, suppose each point is
assigned a mark in {1, 2}. Write X ∗ for the resulting marked point set (a subset of
Rd×{1, 2}). Define ζm(X ∗) to be BMw(U ,V) where U is the set of vertices of X with
mark 1, and V := X \ U . Then define ζ(X ) := E [ζm(X ∗)], where the expectation
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is over a random marking of X where each point is independently marked 1 or 2
with equal probability. Likewise, for r > 0 define ζmr (X ∗) := BMw,r(U ,V) and
ζr(X ) := E [ζmr (X ∗)].

Given two marked sets Y∗ and Z∗, just as in the proof of Lemma 4.7 we have

ζm(Y∗) + ζm(Z∗)− wmax|∂ZY| ≤ ζm(Y∗ ∪ Z∗)
≤ ζm(Y∗) + ζm(Z∗) + wmax, (4.17)

so for any disjoint finite Y ,Z ⊂ Rd, taking expectations over the random markings
of Y ,Z gives us

ζ(Y) + ζ(Z)− wmax|∂ZY| ≤ ζ(Y ∪ Z) ≤ ζ(Y) + ζ(Z) + wmax.

Therefore ζ satisfies P1–P4.
Next we verify P5 for ζ. Let ε > 0. By W2, we can and do choose δ ∈ (0, ε2) such

that w(x) ≤ ε for all x ∈ B2δ(o). Given X ⊂ Bδ(o) with |X | ≥ δ−1, set n = |X |.
Let Mn be a Binomial(n, 1/2) variable, representing the number of elements of X
assigned to type 1 rather than to type 2 in the randomly marked point set X ∗. Then

ζm(X ∗) ≤ εmin(Mn, n−Mn) + |Mn − (n/2)|wmax,

so that taking expectations and using Jensen’s inequality yields

ζ(X ) ≤ ε(n/2) + wmaxE [|Mn − (n/2)|] ≤ ε(n/2) +
√

VarMnwmax

= ε(n/2) +
√
n/4wmax,

and therefore n−1ζ(X ) ≤ (1/2)(ε+ n−1/2wmax) ≤ ε(1 + wmax)/2, which yields P5.
Thus Theorem 2.1 is applicable here, so for all λ ∈ (0,∞) the limit ρ1(λ) :=

lims→∞ E [ζ(Hλ,s)/(λs
d)] exists in R, and by (2.4) we have as n→∞ that

(2n)−1E [ζrn(P2n)]→
∫
Rd
ρ1(2tfµ(x))fµ(x)dx. (4.18)

By the Marking theorem [31], for λ > 0 the randomly marked point process H∗2λ
decomposes as the union of two independent copies of Hλ. Therefore

ρ1(2λ) = lim
s→∞

E [BMw(Hλ,s,H′λ,s)/(2λsd)] = (1/2)ρBMw(λ),

where ρBMw(λ) was defined just after (4.16).
For n > 0, let Nn, N

′
n be independent Poisson(n) random variables, independent

of (U1, V1, U2, V2, . . .). Again by the Marking theorem, and by [31, Prop. 3.5], the
left hand side of (4.18) is equal to (2n)−1E [BMw,rn(UNn ,VN ′n)]. Thus (4.18) becomes

n−1E [BMw,rn(UNn ,VN ′n)]→
∫
Rd
ρBMw(tfµ(x))fµ(x)dx. (4.19)
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By taking |Y∗| = 1 in (4.17), we see that adding one element to U (or V) changes
BMw,rn(U ,V) by at most wmax. Thus by iteration,

|BMw,rn(UNn ,VN ′n)−BMw,rn(Un,Vn)| ≤ wmax(|Nn − n|+ |N ′n − n|),

and hence by (4.19), since E [|Nn − n|] = o(n), as n→∞ we have

n−1E [BMw,rn(Un,Vn)]→
∫
Rd
ρBMw(tfµ(x))fµ(x)dx. (4.20)

We now show the complete and L2 convergence. Let ε > 0. For 1 ≤ i ≤ n, let
Un,i := {U1, . . . , U0, . . . , Un} where U0 appears as the ith item in the list, and let
Vn,i := {V1, . . . , V0, . . . , Vn} where V0 appears as the ith item in the list. That is,
(Un,i,Vn,i) is the pair of point processes (Un,Vn) with (Ui, Vi) replaced by (U0, V0).
Let Fi be the σ-algebra generated by ((U1, V1), . . . , (Ui, Vi)), and let F0 be the trivial
σ-algebra. Then

BMw,rn(Un,Vn)− E [BMw,rn(Un,Vn)] =
n∑
i=1

Dn,i, (4.21)

where for each i ∈ [n] := {1, . . . , n} we set

Dn,i := E [BMw,rn(Un,Vn)|Fi]− E [BMw,rn(Un,Vn)|Fi−1]
= E [BMw,rn(Un,Vn)−BMw,rn(Un,i,Vn,i)|Fi].

By the conditional Jensen inequality, and since replacing (Ui, Vi) by (U0, V0) can
change ζrn by at most 4wmax by (4.17),

|Dn,i| ≤ E [(|BMw,rn(Un,Vn)−BMw,rn(Un,i,Vn,i)|)|Fi] ≤ 4wmax, (4.22)

almost surely. Also (Dn,1, . . . , Dn,n) is a sequence of martingale differences with
respect to the filtration (F0,F1, . . . ,Fn). Therefore by Azuma’s inequality (see e.g.
[44] or [34]),

P[|BMw,rn(Un,Vn)− E [BMw,rn(Un,Vn)]| > εn] ≤ 2 exp

(
−(εn)2

32w2
maxn

)
,

which is summable in n. Combined with (4.20), this demonstrates the complete
convergence in (4.16).

For the L2 convergence, note that by (4.21), and the orthogonality of martingale
differences, and (4.22),

Var[n−1BMw,rn(Un,Vn)] = n−2
n∑
i=1

E [D2
n,i] ≤ 16w2

max/n,

which tends to 0 as n→∞, so the L2 convergence in (4.16) follows as well.
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Proof of Theorem 4.9. Assume w(·) satisfies W1–W3 with wmax < ∞. Given a ∈
(0, wmax), wa(·) := min(w(·), a) satisfies W5. By Lemma 4.10, for all λ > 0 the limit

ρBMwa
(λ) := lim

s→∞
E [BMwa(Hλ,s,H′λ,s)/(λsd)] (4.23)

exists, and if nrdn → t ∈ (0,∞) as n→∞, then

n−1BMwa(Un,Vn)
c.c.−−−→
L2

∫
ρBMwa

(tfµ(x))fµ(x)dx. (4.24)

Also 0 ≤ BMw(U ,V) − BMwa(U ,V) ≤ (wmax − a)|U ∪ V| for any finite U ,V ⊂ Rd.
Therefore setting a(k) := max(wmax − 1/k, 0) for each k ∈ N, using the fact that
(4.23) and (4.24) hold for a = a(k), taking k → ∞ and arguing similarly to the
proof of Lemma 4.1(b), we can replace wa by w in (4.23) and (4.24), which is the
desired conclusion.

4.4 Weighted minimum spanning tree (MST)

Given finite X ⊂ Rd, the weighted minimum spanning tree (MST) problem is to
find a spanning tree on vertex set X of minimum weight. More formally, for each
spanning tree τ in the complete graph on vertex set X , define w(τ) =

∑
e∈E(τ)w(e),

where E(τ) denotes the set of edges of τ . Define MSTw(X ) := minw(τ), where the
minimum is over all spanning trees in the complete graph on vertex set X .

Theorem 4.11. [LLN for weighted MST] Suppose w(·) satisfies conditions W1–
W4, and either (a) wmax <∞ or (b) µ has bounded support, wmax =∞. Then when
choosing ζ(X ) as MSTw(X ), the limit ρ(λ) given by (2.2) exists and is finite for all
λ ∈ (0,∞), and if nrdn → t ∈ (0,∞) as n→∞, then (2.3) holds.

In the case where w(·) = 1 − 1B1(o)(·), MSTw(X ) is the number of components
of G(X , 1), minus 1. Thus Theorem 3.13 is a corollary of Theorem 4.11(a).

There is some overlap between Theorem 4.11 and [37, Theorem 2.3]. However,
we here allow µ to have a singular part, and do not require w(x) to be a monotonic
increasing function of ‖x‖, unlike in [37].

We work towards proving the preceding theorems. We shall first consider w(·)
satisfying an extra condition, namely that there exists δ > 0 such that w(x) = 0
whenever ‖x‖ ≤ δ; we call this condition W7.

Given finite X ⊂ Rd and given a spanning tree τ on vertex set X , we shall say,
as before, that an edge uv of τ is short if ‖u− v‖ ≤ 1, long if ‖u− v‖ > 1.

Lemma 4.12. Suppose w(·) satisfies W1, W5 with c5 = 1, and W7. There is a
constant k with the following property. Given any finite X ⊂ Rd, there exists a
spanning tree τ on X with w(τ) = MSTw(X ), such that for each x ∈ X there are
at most k short edges in τ incident to x.
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Proof. Let δ be as in W7. Partition Rd into half-open cubes of side δ/d. Label these
cubes as C1, C2, . . ..

Let I := {i : |X ∩Ci| ≥ 2}. For each i ∈ I, choose a path πi through X ∩Ci. The
edges of this path all have weight zero. Therefore we can then create a minimum-
weight spanning tree τ on X that includes the edges of all of the paths πi, i ∈ I.
For any two distinct cubes Ci, Cj, τ has at most one edge from X ∩ Ci to X ∩ Cj
(since it is a tree).

Let k′ be the number of cubes in the partition lying within unit Euclidean dis-
tance of C1. This is also the number of cubes in the partition lying within unit
distance of Ci, for any i ∈ N. For any x ∈ X the number of short edges in τ from x
is bounded by k := k′ + 2, as required.

Lemma 4.13. Suppose w(·) satisfies W1, W5 and W7. Then when choosing ζ(X )
as MSTw(X ), the limit ρ(λ) given by (2.2) exists and is finite for all λ ∈ (0,∞),
and if nrdn → t ∈ (0,∞) as n→∞, then (2.3) holds.

Proof. We assume first that c5 = 1 in condition W5. Clearly ζ(·) := MSTw(·)
satisfies Properties P1 and P2. To check P3, let Y ,Z be disjoint finite subsets of
Rd. Let τ be a spanning tree on Y with weight MSTw(Y), and let τ ′ be a spanning
tree on Z with weight MSTw(Z). If we combine the edges of τ and of τ ′, along
with a single edge from a vertex of Y to a vertex of Z, we obtain a spanning
tree on Y ∪ Z with total weight at most MSTw(Y) + MSTw(Z) + wmax. Hence,
MSTw(Y ∪ Z) ≤MSTw(Y) +MSTw(Z) + wmax, so P3 holds with c1 = wmax.

To check Property P4, let τ be a spanning tree on Y∪Z with w(τ) = MSTw(Y∪
Z), having the property described in Lemma 4.12. Remove from τ all edges going
from Y to Z. This leaves us with a forest, each component of which has either all
vertices in Y or all vertices in Z. Then add edges to this forest, connecting up the
components in Y to make a spanning tree τ ′ in Y and connecting up the components
in Z to make a spanning tree τ ′′ in Z. The total number of added edges equals the
total number of previously removed edges, minus 1.

Then w(τ ′) + w(τ ′′) − w(τ) equals the total weight of added edges, minus the
total weight of removed edges. This is at most wmax times the number of added
edges, minus the total weight of removed edges. Therefore it is at most wmax times
the total number of short removed edges, since the long removed edges have weight
wmax, and there are more removed edges than added edges. Since τ has the property
described in Lemma 4.12, for each y ∈ Y the number of short removed edges incident
to y is at most k, and is zero if y /∈ ∂ZY , so that

MSTw(Y) +MSTw(Z)−MSTw(Y ∪ Z) ≤ w(τ ′) + w(τ ′′)− w(τ)

≤ kwmax|∂ZY|,
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which gives us Property P4 with c2 = kwmax. Property P5 follows becauseMSTw(·) ≤
TSPw(·) (since removing one edge from a tour yields a spanning tree).

As usual, for a ∈ (0, wmax) we set wa(·) := min(w(·), a).

Proof of Theorem 4.11(a). Assume w(·) satisfies W1–W3 with wmax < ∞ (and
hence also W4). For k ∈ N, set a(k) := max(wmax − 1/k, 0) and set

w(k)(x) := wa(k)(x)(1− 1B1/k(o)(x)), x ∈ Rd.

Then w(k)(·) satisfies W1, W5 and W7, so by Lemma 4.13, for all λ > 0 the limit
ρk(λ) := lims→∞ E [MSTw(k)(Hλ,s)/(λs

d)] exists and if nrdn → t ∈ (0,∞) as n→∞,

then n−1MSTw(k)(r−1n Xn)
c.c.−−−→
L2

∫
ρk(tfµ(x))fµ(x)dx.

Now, for all finite X ⊂ Rd, set ζ(k)(X ) := MSTw(k)(X ) and ζ(X ) := MSTw(X ).
Then ζ(k)(X ) is nondecreasing in k with limk→∞ ζ

(k)(X ) = ζ(X ). Moreover, for all
x ∈ Rd, we have

0 ≤ w(x)− w(k)(x) ≤ (wmax − a(k)) + sup
x∈B1/k(o)

w(x) =: h(k),

and h(k) → 0 as k → ∞ by assumption W2. Then 0 ≤ ζ(X )− ζ(k)(X ) ≤ h(k)|X |,
and so we can apply Lemma 4.1(b) with this choice of ζ(k), to deduce that for all
λ > 0 the limit ρ(λ) := lims→∞ E [MSTw(Hλ,s)/(λs

d)] exists and if nrdn → t ∈ (0,∞)

as n→∞, then n−1MSTw(r−1n Xn)
c.c.−−−→
L2

∫
ρ(tfµ(x))fµ(x)dx, as required.

Now we aim to prove Theorem 4.11(b), so we assume w(·) satisfies W1–W4 with
wmax = +∞. Initially we shall also assume W6. Again set wa(·) := min(w(·), a).

Lemma 4.14. Suppose w(·) satisfies W1–W4 and W6. There is a constant C > 0
such that for all a ∈ (0,∞), all s ≥ 1 and all finite X ⊂ Qs we have

MSTw(X ) ≤ Csp|X |(d−p)/d (4.25)

and

0 ≤MSTw(X )−MSTwa(X ) ≤ Cspa(p/d)−1MSTwa(X )(d−p)/d. (4.26)

Proof. Let c6 be as in W6. By [44, (3.6) or (3.7)], there exists a finite constant
C > 0 such that for any finite Y ⊂ Q1, we have MSTc6‖·‖p(Y) ≤ C|Y|(d−p)/d. Hence
by scaling, MSTw(sY) ≤MSTc6‖·‖p(sY) ≤ Csp|Y|(d−p)/d, which implies (4.25).

Now let s ≥ 1 and let X ⊂ Qs be finite. Let τa(X ) be (the set of edges in)
a minimum-weight spanning tree on X , using weight function wa (and using some
deterministic rule to choose if there exist several matchings of minimum weight).
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That is, let τa(X ) be a spanning tree of X with wa(τa(X )) = MSTwa(X ). Let
τ(=a)(X ) = {e ∈ τa(X ) : wa(e) = a}, and let Na(X ) := |τ(=a)(X )|. Thus Na(X )
is the total number of edges of weight a in the minimum wa-weight spanning tree
of X . Let Ya(X ) be a set consisting of one vertex from each component of the
graph (X , τa(X ) \ τ(=a)(X )), chosen in an arbitrary measurable way. Note that
|Ya(X )| = |Na(X )|+ 1.

Let τ ′ be (the edge-set of) a spanning tree on Ya(X ) with w(τ ′) = MSTw(Ya(X )).
Then τ ′∪ (τa(X )\ τ(=a)(X )) is (the edge-set of) a spanning tree on X with w-weight
at most wa(τa(X )) + w(τ ′). Therefore MSTw(X ) ≤ MSTwa(X ) + MSTw(Ya(X )),
and hence by (4.25) applied to Ya(X ), if Na(X ) ≥ 1 then

MSTw(X )−MSTwa(X ) ≤ Csp(Na(X ) + 1)(d−p)/d ≤ Csp(2Na(X ))(d−p)/d.

Since aNa(X ) ≤ MSTwa(X ), this gives us (4.26) (upon changing the constant C).
If Na(X ) = 0 then MSTw(X ) = MSTwa(X ) so (4.26) holds then too.

Proof of Theorem 4.11(b). Assume that w(·) satisfies W1–W4 with wmax = +∞,
and that µ has bounded support. Given δ > 0, m ∈ N, define the new weight
functions w′δ(x) := w(x)(1− 1Bδ(o)(x)) and w′δ,m(x) := min(wδ(x),m).

Then w′δ,m satisfies W5 and W7. Hence by Lemma 4.13, for all λ > 0 the

limit ρ′δ,m(λ) := lims→∞ E [MSTw′δ,m(Hλ,s)/(λs
d)] exists, and if nrdn → t ∈ (0,∞) as

n→∞, then n−1MSTw′δ,m(r−1n Xn)
c.c.−−−→
L2

∫
ρ′δ,m(tfµ(x))fµ(x)dx.

Since w(·) satisfies W4, the function w′δ(·) satisfies W6. Therefore by Lemma
4.14, there is a constant C(δ) such that for all s > 0 and all finite X ∈ Qs, we have
MSTw′δ,m(X ) ≤MSTw′δ(X ) ≤ C(δ)sp|X |(d−p)/d and

MSTw′δ(X )−MSTw′δ,m(X ) ≤ C(δ)spm(p/d)−1(MSTw′δ,m(X ))(d−p)/d.

Also, setting h̃(`) := supx∈B1/`(o)
w(x), we have MSTw(X )−MSTw′

1/`
(X ) ≤ h̃(`)|X |.

Thus the functionals ζ̃(`,m)(·) := MSTw′
1/`,m

(·) satisfy the conditions for Lemma 4.2

with h`(m) := C(1/`)m(p/d)−1. Hence by Lemma 4.2, for all λ > 0 the limit ρ(λ) :=
lims→∞ E [MSTw(Hλ,s)/(λs

d)] exists and is finite, and also if nrdn → t ∈ (0,∞) as

n→∞, then MSTw(r−1n Xn)
c.c.−−−→
L2

∫
ρ(tfµ(x))fµ(x)dx, as required.

5 Proof of the general results

In this section we prove the results stated in Section 2. Assume throughout this
section that the function ζ(·) has been specified, taking values in [0,∞) with ζ(∅) =
0, satisfying Properties P1–P4.
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The following elementary lemma concerns deterministic subadditive functionals
of Borel sets. As before, let B denote the class of bounded Borel sets in Rd, and
let B1 denote the class of all Borel sets that are contained in Q1. Let us say that a
set function f : B → R is Borel subadditive if f(A ∪ A′) ≤ f(A) + f(A′) whenever
A,A′ ∈ B with A ∩ A′ = ∅.

Lemma 5.1. Suppose f : B → [0,∞) is a Borel subadditive set function such that
f(x+A) = f(A) for all A ∈ B, x ∈ Rd, and also such that sup{f(A) : A ∈ B1} <∞.
Then f := infs≥1(s

−df(Qs)) ∈ [0,∞) and s−df(Qs)→ f as s→∞.

More sophisticated stochastic subadditive limit theorems are available (see [2],
or [44, Theorem 4.9]) but are not needed here. Since we use Lemma 5.1 repeatedly,
for completeness we include a proof.

Proof of Lemma 5.1. Set f ∗ := sup{f(A) : A ∈ B1}. Clearly 0 ≤ f ≤ f ∗ < ∞.
Given ε > 0, choose s0 ≥ 1 such that f(Qs0) < (f + ε)sd0.

Given s > 0, write s = ns0 + t with t ∈ [0, s0). Then there is a constant c
such that for all such s we can write Qs as a disjoint union of nd translates of Qs0 ,
together with at most cnd−1 further sets in B that are translates of sets in B1 (in
fact, rectangles with all sides at most 1). By repeated use of Borel subadditivity,

f(Qs) ≤ ndf(Qs0) + cnd−1f ∗ ≤ (ns0)
d(f + ε) + cnd−1f ∗.

Therefore since s ≥ ns0, for large enough s (and hence, large enough n) we have

s−df(Qs) ≤ f + ε+ cf ∗s−d0 n−1 < f + 2ε,

which implies the result.

Next we show that ζr enjoys a smoothness property; the effect on ζr of adding a
single point to an existing point set is uniformly bounded.

Lemma 5.2. Let K := max(c1 + ζ({o}), c2 − ζ({o})), where c1, c2 are as in P3,
P4 respectively. Then |ζr(Y)− ζr(X )| ≤ K|Y4X | for all finite X ,Y ⊂ Rd, and all
r > 0.

Proof. It suffices to prove the result when |Y4X | = 1 and r = 1. Let X ⊂ Rd and
x ∈ Rd \ X . By Property P2 (translation invariance), ζ({x}) = ζ({o}), and by P3
(almost subadditivity)

ζ(X ∪ {x}) ≤ ζ(X ) + ζ({o}) + c1.

Similarly, since |∂X ({x})| ≤ 1, by P4 (superadditivity up to boundary)

ζ(X ∪ {x}) ≥ ζ(X ) + ζ({o})− c2.

Combining these inequalities shows that |ζ(X ∪ {x}) − ζ(X )| ≤ K, if we take
K = max(c1 + ζ({o}), c2 − ζ({o})). This gives the result.
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Proof of Proposition 2.3. (i) By Lemma 5.2, for all finite X ⊂ Rd we have that
ζ(X ) ≤ K|X |. Hence for each A ∈ B, the class of bounded Borel sets in Rd, we have

E [ζ(Hλ ∩ A)] ≤ KE [|Hλ ∩ A|] = KλLeb(A). (5.1)

In particular, this expectation is finite. Given λ > 0 and A ∈ B, let

fλ(A) := E [ζ(Hλ ∩ A)] + c1,

where c1 ∈ R is the constant given in Property P3.
By Property P3, for any disjoint A,A′ ∈ B we have fλ(A∪A′) ≤ fλ(A) +fλ(A

′).
Also for all A ∈ B and all x ∈ Rd we have fλ(x + A) = fλ(A). Moreover, by (5.1)
fλ has the other properties described in the hypothesis of Lemma 5.1. Hence by
Lemma 5.1, the limit in (2.2) does exist in R. We defer the proof of (2.6) until later.

(ii) Suppose 0 < λ < λ′. By the Superposition theorem (see e.g. [31]) we can
couple Hλ and Hλ′ in such a way that Hλ ⊂ Hλ′ and |(Hλ′ \ Hλ) ∩ Qs| is Poisson
with parameter (λ′ − λ)sd, for all s ∈ (0,∞). With this coupling, by smoothness
(Lemma 5.2), with K as in that result we have for any s > 0 that

E [|ζ(Hλ′,s)− ζ(Hλ,s)|] ≤ K(λ′ − λ)sd, (5.2)

and therefore by (2.2), we obtain that |λ′ρ(λ′) − λρ(λ)| ≤ K(λ′ − λ), so λρ(λ) is
Lipschitz continuous in λ with Lipschitz constant at most K. Hence ρ(λ) is also
continuous in λ.

We now check (2.6). If sn →∞ and λn → λ, then given ε > 0, for large enough
n we have |s−dn E [ζ(Hλ,sn)]−λρ(λ)| < ε by (2.2), and s−dn E |ζ(Hλn,sn)−ζ(Hλ,sn)| < ε
by (5.2). This gives us (2.6).

(iii) By the proof of Lemma 5.2, for all finite X we have ζ(X ) ≤ (c1+ζ({o}))|X |.
Hence for all s > 0 we have

E [ζ(Hλ,s)] ≤ (c1 + ζ({o}))E [|Hλ,s|] = (c1 + ζ({o}))λsd.

Hence by (2.2), ρ(λ) ≤ c1 + ζ({o}).
(iv) Suppose 0 < λ < λ′, and couple Hλ and Hλ′ as in the proof of (ii). Under

assumption P6, for all s > 0 we then have ζ(Hλ,s) ≤ ζ(Hλ′,s), so using (2.2) we
obtain that λρ(λ) ≤ λ′ρ(λ′), as required.

(v) Given λ > 0, by (2.2) we have

ρ(λ) = lim
s→∞

(λ1/ds)−dE [ζλ1/d(λ
1/dHλ ∩Qλ1/ds)],

and hence by the Mapping theorem for Poisson processes (see e.g. [31]),

ρ(λ) = lim
s→∞

(λ1/ds)−dE [ζλ1/d(H1 ∩Qλ1/ds)] = lim
t→∞

t−dE [ζλ1/d(H1 ∩Qt)].
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Hence by Property P7 (downward monotonicity in r), ρ(λ) is nonincreasing in λ.
(vi) Let H0

λ be the set of points of Hλ that are isolated vertices in the graph
G(Hλ, 1). Using smoothness (Lemma 5.2), and then P4 repeatedly, we have

ζ(Hλ ∩Qs) ≥ ζ(H0
λ ∩Qs)−K|(Hλ \ H0

λ) ∩Qs|
≥ ζ({o})|H0

λ ∩Qs| −K|(Hλ \ H0
λ) ∩Qs|.

Hence by the Palm-Mecke formula from the theory of Poisson processes (see [34] or
[31]),

E [ζ(Hλ,s)] ≥ λsdζ({o})e−λπd −Kλsd(1− e−λπd).

Hence by (2.2), ρ(λ) ≥ ζ({o})e−λπd − K(1 − e−λπd), and hence lim infλ↓0 ρ(λ) ≥
ζ({o}). Combined with part (iii) this gives us the result.

(vii) Fix 0 < λ < λ′ < ζ({o})/(c2πd). Our goal is to show that λ′ρ(λ′) > λρ(λ).
Fix s ∈ (0,∞). By the Superposition theorem [31], the Poisson point process Hλ′

may be obtained as the union of the Poisson point process Hλ and another fresh
Poisson point process of intensity λ′ − λ added on top of it. Let N denote the
number of points in Qs of the second Poisson point process to be added, and let N0

be the number of these points that are isolated in G(Hλ′ ∩Qs, 1), i.e. have no other
point of Hλ′,s within unit Euclidean distance.

For each added point, if that point is isolated then by P4 it increases the value
of ζ by at least ζ({o}), and if it is not isolated then by P4 it decreases the value of
ζ by at most c2 − ζ({o}). Therefore adding the points one by one, we obtain that

ζ(Hλ′,s)− ζ(Hλ,s) ≥ ζ({o})N − c2(N −N0). (5.3)

Now, E [N ] = (λ′ − λ)sd, and by the Palm-Mecke formula (see [34] or [31]),

E [N −N0] ≤ (λ′ − λ)sd(1− exp(−λ′πd)) ≤ (λ′ − λ)sdλ′πd.

Therefore taking expectations in (5.3) yields

s−d(E [ζ(Hλ′,s)]− E [ζ(Hλ,s)]) ≥ (λ′ − λ)(ζ({o})− c2πdλ′).

By the choice of λ and λ′, the right hand side above is strictly positive. Taking the
large-s limit and using (2.2) shows that λ′ρ(λ′) > λρ(λ), as required.

Proof of Proposition 2.4. Given a locally finite set X ⊂ Rd, define the clusters of X
to be the vertex sets of the connected components of G(X , 1). For x ∈ X we define
C(x,X ) to be the cluster of X containing x.

By the assumptions P3 (with c1 = 0) and P4, if X and Y are disjoint finite
subsets of Rd such that ∂ZY = ∅, then ζ(Y ∪Z) = ζ(Y) + ζ(Z). Thus for any finite
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X ⊂ Rd, denoting the clusters of X by C1, . . . , Cm we have ζ(X ) =
∑m

i=1 ζ(Ci). Thus
for s > 0,

ζ(Hλ,s) =
∑
x∈Hλ,s

ζ(C(x,Hλ,s))

|C(x,Hλ,s)|
.

Hence by the Palm-Mecke formula

E [ζ(Hλ,s)] = λ

∫
Qs

E
[
ζ(C(x,Hx

λ ∩Qs))

|C(x,Hx
λ ∩Qs)|

]
dx,

where we write Hx
λ for Hλ ∪ {x}. Taking y = s−1x we have

λ−1s−dE ζ(Hλ,s) =

∫
Q1

E
[
ζ(C(sy,Hsy

λ ∩Qs))

|C(sy,Hsy
λ ∩Qs)|

]
dy. (5.4)

Let Qo
1 denote the interior of Q1, and let y ∈ Qo

1. By P2 (translation invariance)
and the stationarity of Hλ we have

E
[
ζ(C(sy,Hsy

λ ∩Qs))

|C(sy,Hsy
λ ∩Qs)|

]
= E

[
ζ(C(o,Ho

λ ∩ (−sy +Qs)))

|C(o,Ho
λ ∩ (−sy +Qs))|

]
. (5.5)

Since we assume λ < λc the set C(o,Ho
λ) is almost surely finite, and hence for large

enough s this set is contained in the set −sy + Qs (which is equal to s(−y + Q1)).
Also, by smoothness (Lemma 5.2) there is a constant K such that |ζ(X )| ≤ K|X |
for all finite X ⊂ Rd. Hence by the Dominated Convergence theorem, as s → ∞
the expression in (5.5) converges to

E
[
ζ(C(o,Ho

λ))

|C(o,Ho
λ)|

]
.

By Dominated Convergence again, the expression (5.4) converges to the same limit,
and then the result follows from (2.2).

It remains, in this section, to prove Theorem 2.1. Hence, now and for the rest
of this section we assume P5 as well as P1–P4. The existence in R of the limit ρ(λ)
given by (2.2), for all λ > 0, was already proved for Proposition 2.3(i).

Given A ⊂ Rd and r > 0 let ∂rA denote the set of all points in A at a Euclidean
distance at most r from Rd \ A. The following result is a consequence of almost
subadditivity (Property P3) and superadditivity up to boundary (Property P4).

Lemma 5.3. Let k ∈ N and let A1, . . . , Ak be disjoint subsets of Rd. For any r > 0
and any finite X ⊂ ∪ki=1Ai we have

ζr(X ) ≤

(
k∑
i=1

ζr(X ∩ Ai)

)
+ c1(k − 1), (5.6)
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and

ζr(X ) ≥

(
k∑
i=1

ζr(X ∩ Ai)

)
− c2

k∑
i=2

|X ∩ ∂rAi|, (5.7)

where c1, c2 are the constants in Properties P3, P4 respectively, and the second sum
in (5.7) is interpreted as zero if k = 1.

Proof. Since we assume Property P3 (almost subadditivity of ζ), an analogous prop-
erty also holds for ζr. We then obtain (5.6) by a straightforward induction in k.

To prove (5.7), first suppose k = 2. For i = 1, 2 set Yi := r−1(X ∩Ai). Then by
P4,

ζr(X ) = ζ(Y1 ∪ Y2) ≥ ζ(Y1) + ζ(Y2)− c2|∂Y1Y2|.

Also, since A1 and A2 are disjoint,

|∂Y1Y2| ≤ |r−1X ∩ ∂1(r−1A2)| = |X ∩ ∂rA2|.

Together these two inequalities give us the result for k = 2, and the general result
follows by a straightforward induction on k.

Following [44], we say the distribution µ is blocked if for some M ∈ N and some
m ∈ N a power of 2, the density function fµ of the absolutely continuous part of µ is
constant on each of the (Mm)d cubes in the subdivision of QM into half-open cubes
of side 1/m, which we call a block-partition of QM , and fµ ≡ 0 outside QM . Note
that if µ is both blocked and absolutely continuous, then µ is supported by QM .

Lemma 5.4. Suppose that µ is both blocked and absolutely continuous, and that
nrdn → λ as n→∞, for some λ ∈ (0,∞). Let t > 0. Then

n−1E [ζrn(Pnt)]→
∫
Rd
ρ(λtfµ(x))tfµ(x)dx as n→∞. (5.8)

Proof. Let ε > 0. Let M and m be as in the description of the blocked distribution
µ. Fix a cube C of side 1/m in the block-partition of QM , and let the constant value
taken by fµ on this cube be denoted b. Assume b > 0. Then

E [ζrn(Pnt ∩ C)] = E [ζ(r−1n (Pnt ∩ C))] = E [ζ(Hnrdnbt
∩ r−1n C)],

because the restriction of Pnt to C is a homogeneous Poisson process on C with
intensity nbt, so by the Mapping theorem the restriction of r−1n Pnt to r−1n C is a
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homogeneous Poisson process on r−1n C with intensity nbtrdn. Since nrdn → λ, by
(2.6) from Proposition 2.3(i) we have as n→∞ that

mdrdnE [ζrn(Pnt ∩ C)]→ λbtρ(λbt),

so that

n−1E [ζrn(Pnt ∩ C)]→ btρ(λbt)m−d = ρ(λbt)btLeb(C). (5.9)

Let the cubes in the block-partition be denoted C1, . . . , C(Mm)d . Then for some

b1, . . . , b(Mm)d ∈ [0,∞) we have fµ =
∑(Mm)d

i=1 bi1Ci . Assume the cubes are enumer-
ated in such a way that for some k ≤ (Mm)d we have that bi > 0 for i = 1, . . . , k
and bi = 0 for i = k + 1, . . . , (Mm)d.

By (5.6) from Lemma 5.3, we have

ζrn(Pnt) ≤

(
k∑
i=1

ζrn(Pnt ∩ Ci)

)
+ c1k,

where c1 is the constant from Property P3. Therefore using (5.9), we obtain that

lim sup
n→∞

E [n−1ζrn(Pnt)] ≤
k∑
i=1

ρ(λbit)bitLeb(Ci) (5.10)

=

∫
Rd
ρ(λtfµ(x))tfµ(x)dx. (5.11)

For a lower bound, note that for each n, since Pnt ⊂ ∪ki=1Ci, by (5.7) from
Lemma 5.3 we have

ζrn(Pnt) ≥

(
k∑
i=1

ζrn(Pnt ∩ Ci)

)
− c2

k∑
i=2

|Pnt ∩ ∂rnCi|.

Since µ is absolutely continuous and rn → 0, as n→∞ we have

n−1E [|Pnt ∩ ∂rnCi|] = tµ(∂rnCi)→ 0, 1 ≤ i ≤ k.

Thus, using (5.9) we obtain that

lim inf
n→∞

E [n−1ζrn(Pnt)] ≥
k∑
i=1

ρ(λbit)bitLeb(Ci).

Combined with (5.10) and (5.11) this gives us (5.8).
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Remark. The next lemma is the only place in the proof of Theorem 2.1 where
we use Property P5. If we assume only P1–P4, but also assume µ is absolutely
continuous, then we can use Lemma 5.4 instead of Lemma 5.5, and still obtain the
conclusion of Theorem 2.1.

Lemma 5.5. Suppose µ is blocked, and nrdn → λ as n→∞, λ ∈ (0,∞). Then

lim
n→∞

E [n−1ζrn(Pn)] =

∫
Rd
ρ(λfµ(x))fµ(x)dx. (5.12)

Proof. Let ε > 0. By P5, we can and do choose δ ∈ (0, 1) such that for any
X ⊂ Bδd(o) with δ−1 ≤ |X | <∞ we have ζ(X ) ≤ ε|X |.

Let µ′ and (as before) µ⊥ denote the continuous and singular parts of µ, respec-
tively (so µ′ is a measure with density function fµ). Assume that M (in the descrip-
tion of the blocked distribution µ) is chosen large enough so that µ⊥(Rd\QM) < ε/2.

As in the proof of [44, eqn. (7.3)], provided m (in the definition of a blocked dis-
tribution) is chosen large enough we can assume that the support of µ⊥ is contained
in the union of two disjoint sets A and D, where Leb(A) = 0 and µ(A) ≤ ε, while
D is a union of cubes Ci in the block-partition of QM with total Lebesgue measure
at most εδd+1λ/2. This is because the support of the restriction of µ⊥ to QM has
zero Lebesgue outer measure, so we can find a countable collection of dyadic cubes
contained in QM with total volume less than εδd+1λ/2 that contains this supporting
set. Then we can take D to be the union of a sufficiently large finite subcollection
of these dyadic cubes.

By the superposition theorem for Poisson processes (see for example [31]),

E [ζrn(Pn)] = E [ζrn(P(1)
n ∪ P(2)

n ∪ P(3)
n )], (5.13)

where P(1)
n , P(2)

n and P(3)
n are independent Poisson processes with intensities nµ′|Dc ,

nµ⊥|A and nµ|D respectively. Here we set Dc := Rd \D and for any Borel measure
ν on Rd and Borel E ⊂ Rd we write ν|E for the restriction of ν to E.

Set t = µ′(Dc). If t > 0, then t−1µ′|Dc is an absolutely continuous and blocked
probability distribution with density t−1fµ · 1Dc . Hence by Lemma 5.4 we have

lim
n→∞

(n−1E [ζrn(P(1)
n )]) =

∫
Dc
ρ(λfµ(x))fµ(x)dx. (5.14)

If t = 0, then P(1)
n = ∅, and (5.14) still holds because both sides are zero.

Let the cubes in the block-partition be denoted C1, . . . , C(Mm)d . Then for some

b1, . . . , b(Mm)d ∈ [0,∞) we have fµ =
∑(Mm)d

i=1 bi1Ci . Assume the cubes are enumer-
ated in such a way that for some k ≤ k′ ≤ ` ≤ (Mm)d we have that bi > 0 for
i = 1, . . . , k′ and bi = 0 for i = k′ + 1, . . . , (Mm)d, while D = ∪`i=k+1Ci.

49



Now, for each n ∈ N, divide D into smaller cubes (boxes) of equal side length sn
where (1/(msn)) ∈ N, and sn ∼ δrn as n→∞, and sn ≤ δrn for all large enough n,
say for n ≥ n0. Denote these boxes Bn,1, . . . , Bn,mn . Then the volume of each one of
these boxes is asymptotic to δdrdn, and hence to δdλ/n, so that mn ∼ Leb(D)n/(λδd)
as n→∞. Since Leb(D) ≤ εδd+1λ/2, therefore mn ≤ εδn for all large enough n.

By Lemma 5.3, writing P(1,3)
n for P(1)

n ∪ P(3)
n and noting that P(3)

n ⊂ D while
P(1)
n ⊂ ∪ki=1Ci, we have

ζrn(P(1,3)
n ) ≤ ζrn(P(1)

n ) +

(
mn∑
i=1

ζrn(P(3)
n ∩Bn,i)

)
+ c1mn, (5.15)

where c1 is the constant from Property P3. We now show that the expected value
of the sum on the right hand side of (5.15) is small. For each i ∈ {1, . . . ,mn}, the
box Bn,i is contained in a ball of radius δdrn, so by translation invariance (Property
P2) and our choice of δ, for any finite X ⊂ Bn,i we have ζrn(X ) ≤ ε|X | if |X | ≥ δ−1.
Moreover, with K as given in Lemma 5.2, by that result ζrn(X ) ≤ K/δ if |X | ≤ δ−1.
Thus in all cases ζrn(X ) ≤ ε|X |+K/δ. Hence for all large enough n,

mn∑
i=1

E [ζrn(P(3)
n ∩Bn,i)] ≤

mn∑
i=1

(K/δ + εE [|P(3)
n ∩Bn,i|]) ≤ (K + 1)εn.

Also ρ(r) ≥ 0 for all r ≥ 0, by (2.2). Therefore using (5.14) and (5.15), and the
assumption δ < 1, we obtain that

lim sup
n→∞

E [n−1ζrn(P(1,3)
n )] ≤

∫
QM

ρ(λfµ(x))fµ(x)dx+ (K + 1 + c1)ε. (5.16)

For a lower bound, we start with P(1)
n . By (2.2) and Lemma 5.2 we have ρ(a) ≤ K

for all a > 0. Since µ is blocked we have that fmax := supx∈Rd fµ(x) <∞. Therefore∫
D
ρ(λfµ(x))λfµ(x)dx ≤ KλfmaxLeb(D) ≤ Kλ2fmaxε. Hence by (5.14), since fµ is

supported by QM ,

lim inf
n→∞

E [n−1ζrn(P(1)
n )] ≥

∫
QM

ρ(λfµ(x))fµ(x)dx−Kλ2fmaxε. (5.17)

Also since P(3)
n ⊂ D and P(1)

n ⊂ ∪ki=1Ci which is disjoint from D, by (5.7) from
Lemma 5.3, and the non-negativity of ζ,

ζrn(P(1,3)
n )− ζrn(P(1)

n ) ≥ ζrn(P(3)
n )− c2|P(1)

n ∩ ∂rn(∪ki=1Ci)|

≥ −c2
k∑
i=1

|P(1)
n ∩ ∂rnCi|.
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Therefore taking expectations we obtain that

lim inf
n→∞

n−1E [ζrn(P(1,3)
n )− ζrn(P(1)

n )] ≥ −c2 lim
n→∞

k∑
i=1

µ′(∂rnCi) = 0

Hence by (5.17),

lim inf
n→∞

E [n−1ζrn(P(1,3)
n )] ≥

∫
QM

ρ(λfµ(x))fµ(x)dx−Kλ2fmaxε. (5.18)

Also by (5.13) and Lemma 5.2, for all n we have

|E [ζrn(Pn)]− E [ζrn(P(1,3)
n )]| ≤ KE [|P(2)

n |] ≤ Knε.

Therefore using (5.16) and (5.18), since lim sup |an| = max(lim sup(an),− lim inf(an))
for any real-valued sequence (an), we obtain that

lim sup
n→∞

∣∣∣∣n−1E [ζrn(Pn)]−
∫
QM

ρ(λfµ(x))fµ(x)dx

∣∣∣∣ ≤ (2K + 1 + c1 +Kλ2fmax)ε,

and since ε > 0 is arbitrary this yields

lim
n→∞

E [n−1ζrn(Pn)] =

∫
QM

ρ(λfµ(x))fµ(x)dx =

∫
Rd
ρ(λfµ(x))fµ(x)dx,

which is (5.12), as required.

We now drop the restriction, in the last lemma, to blocked density functions.

Lemma 5.6. Suppose nrdn → λ as n→∞, for some λ ∈ (0,∞). Then (5.12) holds.

Proof. Let ε > 0. As in the proof of Lemma 7.3 of [44], we can find a blocked
distribution ν with the same singular part as µ, such that∫

|fν(x)− fµ(x)|dx < ε,

where we now write
∫

for
∫
Rd . Also as in that proof, we can find a pair of coupled

random variables (X, Y ) such that X has distribution µ, Y has distribution ν, and
P[X 6= Y ] ≤ ε. Then taking (Xi, Yi)i=1,2,3,... to be a sequence of i.i.d. coupled pairs
with the distribution of (X, Y ), we may consider coupled Poisson point processes
Pn := {X1, . . . , XNn} and Qn := {Y1, . . . , YNn}. By smoothness (Lemma 5.2),

E [n−1|ζrn(Pn)− ζrn(Qn)|] ≤ KE [n−1|Pn4Qn|] ≤ 2Kε. (5.19)
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By Lemma 5.5, for large enough n we have∣∣∣∣E [n−1ζrn(Qn)]−
∫
ρ(λfν(x))fν(x)dx

∣∣∣∣ < ε. (5.20)

Moreover, by the Lipschitz continuity in λ of λρ(λ) (see Proposition 2.3(ii)),∣∣∣∣∫ ρ(λfν(x))fν(x)dx−
∫
ρ(λfµ(x))fµ(x)dx

∣∣∣∣
= λ−1

∣∣∣∣∫ (λfν(x)ρ(λfν(x))− λfµ(x)ρ(λfµ(x)))dx

∣∣∣∣
≤ λ−1K

∫
|λfν(x)− λfµ(x)|dx ≤ Kε. (5.21)

Combining (5.19), (5.20), and (5.21), we obtain for all large enough n that∣∣∣∣E [n−1ζrn(Pn)]−
∫
ρ(λfµ(x))fµ(x)dx

∣∣∣∣ ≤ ε(1 + 3K),

and since ε is arbitrarily small, (5.12) follows.

Proof of Theorem 2.1. Suppose nrdn → t ∈ (0,∞). By Lemma 5.6, n−1E [ζrn(Pn)]
converges to

∫
Rd ρ(tfµ(x))fµ(x)dx, as n→∞.

Recalling from Section 2.1 our coupling of Pn and Xn, and that Nn := |Pn|, by
Lemma 5.2 we have

E [|ζrn(Pn)− ζrn(Xn)|] ≤ KE [|Pn4Xn|] = KE [|Nn − n|] = o(n),

and therefore

n−1E [ζrn(Xn)]→
∫
Rd
ρ(tfµ(x))fµ(x)dx as n→∞. (5.22)

The proof of (2.3) starting from (5.22) is completed by martingale difference
methods as in the proof of Theorem 4.16 starting from (4.20), with (Un,Vn) therein
replaced by Xn and (Un,i,Vn,i) replaced by Xn,i, which is obtained from Xn by re-
placing Xi by an independent copy X0. Due to the similarity to the corresponding
part of the proof of Theorem 4.16, we do not give the details this time.

By Lemma 5.2, for all ε > 0, n ∈ N we have

P[|ζrn(Pn)− ζrn(Xn)| > εn] ≤ P[|Nn − n| > εn/K],

which is summable in n by a Chernoff bound (e.g. [34, Lemma 1.2]).
Using this, and the complete convergence in (2.3), gives us the complete con-

vergence in (2.4). Also E [(n−1(ζrn(Pn) − ζrn(Xn)))2] ≤ E [n−2K2|Nn − n|2], which
tends to zero, so using the L2 convergence in (2.3), we have the L2 convergence in
(2.4).
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Proof of Lemma 2.5. By (2.8) and P3, ζ∗(A∪A′) + c1 ≤ (ζ∗(A) + c1) + (ζ∗(A′) + c1)
for any A,A′ ⊂ Rd (not necessarily disjoint). Also ζ∗(A) ≤ ζ∗(A′) whenever A ⊂ A′.

Setting k := κ(Q2), we can cover Q1 by k balls of radius 1/2, and repeatedly
using the above subadditivity and monotonicity properties we obtain for all A ⊂ Q1

that ζ∗(A) + c1 ≤ k(ζ∗(B1/2(o)) + c1), which is finite by Property P5′. Hence taking
f(A) = ζ∗(A) + c1 gives a functional satisfying all the conditions of Lemma 5.1, and
that result gives us (2.9).

By (2.8), E [ζ(Hλ,s)] ≤ ζ∗(Qs), s > 0. Then by (2.2) and (2.9), we have (2.10).

Proof of Theorem 2.6. Since we assume ζ(·) ≥ 0, we have that ζ ≥ 0 by (2.9), and
ρ(λ) ≥ 0 for all λ ∈ R+ by (2.2). If ζ = 0, then by (2.10) ρ(λ) = 0 for all λ so the
result (2.11) holds. Therefore we may assume without loss of generality that ζ > 0.

Let ε ∈ (0, 1). Choose s0 ∈ (0,∞) with (s0/(s0 + 2))d > 1− ε and s−d0 ζ∗(Qs0) >
(1− ε)ζ. Then choose a finite set X ⊂ Qs0 with ζ(X ) > (1− ε)ζ∗(s0).

Choose δ ∈ (0, 1) such that inf[{‖x− y‖ − 1 : x, y ∈ X} ∩ (0,∞)] > δ (using the
convention inf[∅] := +∞ if needed); this can be done because the infimum is over a
finite set of strictly positive numbers. Define the re-scaled point set X ′ := (1+δ)−1X ;
then G(X ′, 1) is isomorphic to G(X , 1) so ζ(X ′) = ζ(X ) by assumption P8, and X ′
has no point on the boundary of Qs0 , and ‖x− y‖ 6= 1 for all x, y ∈ X ′.

Enumerate the elements of X ′ as x1, . . . , xk, say. By the preceding conclusion
there exists δ′ > 0 such that the balls Bi := Bδ′(xi) 1 ≤ i ≤ k, are disjoint,
are all contained in Qi, and and have the property that for any Y = {y1, . . . , yk}
with yi ∈ Bi for each i we have that G(Y , 1) isomorphic to G(X ′, 1) and hence
ζ(Y) = ζ(X ′) = ζ(X ) by P8. By P6 (upwards monotonicity in X ),

P[ζ(Hλ ∩Qs0) > (1− ε)ζ∗(Qs0)] ≥ P
[
∩ki=1{Hλ ∩Bi 6= ∅}

]
→ 1 as λ→∞.

Hence, using also the nonnegativity of ζ, we have that

lim inf
λ→∞

E [ζ(Hλ,s0)] > (1− ε)2ζ∗(Qs0).

Pick λ0 ∈ (0,∞) such that

E [ζ(Hλ,s0)] > (1− ε)2ζ∗(Qs0), ∀ λ ≥ λ0. (5.23)

Given s > 0, write s = n(s0 + 2) + t with 0 ≤ t < s0 + 2. Let Q′1, . . . , Q
′
nd

be
a collection of cubes of side s0, that are disjoint and distant at least 2 from each
other, and contained in Qs. Then using P6 followed repeatedly by P4, we have

ζ(Hλ ∩Qs) ≥ ζ
(
Hλ ∩

(
∪ndi=1Q

′
i

))
≥

nd∑
i=1

ζ(Hλ ∩Q′i).
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Therefore by (5.23) for fixed λ ≥ λ0, provided s (and hence n) is large enough

s−dE [ζ(Hλ ∩Qs)] ≥
ndE [ζ(Hλ ∩Qs0)]

(n+ 1)d(s0 + 2)d

≥
(

n

n+ 1

)d(
s0

s0 + 2

)d(
(1− ε)2ζ∗(Qs0)

sd0

)
> (1− ε)5 ζ.

Using (2.2), this shows that λρ(λ) ≥ (1−ε)5 ζ for λ ≥ λ0, so that lim infλ→∞(λρ(λ)) ≥
ζ. Combined with (2.10), this gives us the result.

Proof of Theorem 2.7. Assume that rn → 0 and nrdn → ∞ as n → ∞, and that
µ is absolutely continuous with density fµ chosen in such a way that the set A :=
f−1µ ((0,∞)) is Riemann measurable. Then, given ε > 0, we can find a > 0 and
k ∈ N, such that we can find a covering of the set A by disjoint cubes C1, . . . , Ck of
side a, with kad < Leb(A) + ε. Then by (5.6) and (2.8), almost surely

ζrn(Xn) ≤

(
k∑
i=1

ζrn(Xn ∩ Ci)

)
+ c1k ≤ kζ∗(Qr−1

n a) + c1k,

so that by (2.9),

lim sup
n→∞

(rdnζrn(Xn)) ≤ kad ζ ≤ (Leb(A) + ε) ζ. (5.24)

For an inequality the other way, let λ ∈ (0,∞) and let (m(n), n ∈ N) be an N-valued
sequence with m(n) ≤ n for all n and with m(n)rdn → λ as n → ∞. Then by P6,
almost surely

rdnζrn(Xn) ≥ rdnζrn(Xm(n)) = (1 + o(1))(λ/m(n))ζrn(Xm(n)),

so by Theorem 2.1, almost surely

lim inf
n→∞

(rdnζrn(Xn)) ≥ λ

∫
Rd
ρ(λfµ(x))fµ(x)dx. (5.25)

By Theorem 2.6 and monotone convergence (which is applicable by Proposition 2.3
(iv)), we have

∫
A
λfµ(x)ρ(λfµ(x))dx → ζ Leb(A) as λ ↑ ∞. Since (5.25) holds for

arbitrarily large λ ∈ (0,∞), we obtain that lim infn→∞(rdnζrn(Xn)) ≥ ζ Leb(A), and
combined with (5.24) this gives us the result.
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6 Proofs for domination number at high density

In this section we shall prove Theorems 3.3 and 3.4. Throughout this section we
take ζ(X ) = γ(G(X , 1)), the domination number of G(X , 1), for all finite X ⊂ Rd.
Therefore ζr(X ) is equal to γ(G(X , r)).

Throughout this section we assume that a sequence (rn)n≥1 is given, taking values
in (0,∞) and satisfying rn → 0 and nrdn → ∞ as n → ∞, but otherwise arbitrary.
This is part of the hypothesis of Theorem 3.4 but we

6.1 Deterministic preliminaries

Lemma 6.1 (Smoothness of the domination number). There is a constant K such
that if X ,Y are finite subsets of Rd, and r > 0, then

|ζr(Y)− ζr(X )| ≤ K|Y4X |. (6.1)

Proof. This follows from Lemma 5.2; we already checked in Section 3.2 that our
current choice of ζ satisfies P1–P4.

For s > 0 set Qs := [−s/2, s/2]d, the closure of Qs. The sequence (rn)n∈N was
specified already. Also we fix a constant δ ∈ (0, 1/4). Recall the definitions (3.3)
and (3.4) of κ(·) and κ, respectively.

Lemma 6.2. There exists a sequence (Ln)n∈N of finite sets with Ln ⊂ Qr−1
n

and
Qr−1

n
⊂ ∪x∈LnB1−δ(x) for each n, such that kn := |Ln| satisfies

(1− δ)−dκ ≤ lim inf
n→∞

(rdnkn) ≤ lim sup
n→∞

(rdnkn) ≤ (1− 4δ)−dκ, (6.2)

and moreover with ‖x− y‖ > 3δ for all x, y ∈ Ln such that x 6= y.

Proof. Set k0n := κ(Q(1−4δ)−1r−1
n

), and let L0
n ⊂ Rd with Qr−1

n
⊂ ∪x∈L0nB1−4δ(x)

and |L0
n| = k0n. We may assume without loss of generality that all elements of L0

n

lie in Qr−1
n

, since if x ∈ L0
n \ Qr−1

n
, and y is the closest point of Qr−1

n
to x, then

‖z − y‖ ≤ ‖z − x‖ for all z ∈ Qr−1
n

, so we could replace the point x in L0
n by y.

Let Ln ⊂ L0
n be a maximum independent set of G(L0

n, 3δ), i.e. an independent
set of G(L0

n, 3δ) with |Ln| = α(G(L0
n, 3δ)), where α(·) was defined in Section 3.

Then Ln is a dominating set for G(L0
n, 3δ); otherwise, a further element of L0

n \ Ln
could be added to Ln without it ceasing to be an independent set, contradicting the
maximality of Ln.

Then Qr−1
n
⊂ ∪x∈LnB1−δ(x). Indeed, for each x ∈ L0

n \ Ln there exists y ∈ Ln
with ‖x− y‖ ≤ 3δ, and therefore by the triangle inequality B1−4δ(x) ⊂ B1−δ(y).

Set kn := |Ln|. By (3.4), rdnk
0
n → (1 − 4δ)−dκ as n → ∞. Since kn ≤ k0n this

gives the last inequality of (6.2). Since Qr−1
n
⊂ ∪x∈LnB1−δ(x), by (3.3) we have

kn ≥ κ(Q(1−δ)−1r−1
n

), and hence by (3.4), the first inequality of (6.2).
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Given n ∈ N, enumerate Ln as Ln = {xn,1, . . . , xn,kn}. Choose n0 ∈ N such that
rn ≤ 1 for all n ≥ n0. Then for all n ≥ n0 and each i ∈ [kn], since xn,i ∈ Qr−1

n
, the

ball Bδ(xn,i) ∩Qr−1
n

contains a cube of side δ/d with a corner at xn,i, and hence

Leb(Bδ(xn,i) ∩Qr−1
n

) ≥ (δ/d)d, ∀ n ≥ n0, i ∈ [kn]. (6.3)

Given finite X ⊂ Qr−1
n

, define the set of ‘good’ indices

In(X ) := {i ∈ [kn] : X ∩Bδ(xn,i) 6= ∅}. (6.4)

Set K0 := κ(B2(o)).

Lemma 6.3. For all n ∈ N and all finite X ⊂ Qr−1
n

,

ζ(X ) ≤ kn +K0|[kn] \ In(X )|. (6.5)

Proof. Let n ∈ N. For each i ∈ [kn], cover the ball B1(xn,i) by balls Bn,i,1, . . . , Bn,i,K0

of radius 1/2. We now define a set A ⊂ X as follows.
For each ‘good’ index i ∈ In(X ), let yn,i be the first element of X ∩ Bδ(xn,i) in

the lexicographic ordering. If i ∈ [kn] \ In(X ) (so i is a ‘bad’ index), then for each
j ∈ [K0] such that X ∩ Bn,i,j 6= ∅, let zn,i,j be the first element of X ∩ Bn,i,j in the
lexicographic ordering. Set

A := {yn,i : i ∈ In(X )} ∪ {zn,i,j : i ∈ [kn] \ In(X ), j ∈ [K0],X ∩Bn,i,j 6= ∅}.

We assert that A is a dominating set for G(X , 1). Indeed, if i is a good index then
the set B1(yn,i) contains the whole of the ball B1−δ(xn,i). If i is a bad index, then for
each x ∈ X∩B1−δ(xn,i), choosing j ∈ [K0] such that x ∈ Bn,i,j we have x ∈ B1(zn,i,j).
Since X ⊂ Qr−1

n
, every point of X lies in at least one of the balls B1−δ(xn,i), i ∈ [kn].

Therefore A is a dominating set as asserted. Moreover, |A| ≤ kn +K0|[kn] \ In(X )|,
and (6.5) follows.

Now we derive a bound the other way. Given n ∈ N, partition Qr−1
n

into cubes of
side δn := r−1n /dr−1n /δe, denoted Sn,1, Sn,2, . . . , Sn,`n . Note that δn ≤ δ and δn → δ
as n→∞, so that

`n ∼ (r−1n /δ)d as n→∞. (6.6)

For i ∈ [`n], let vn,i denote the centre of the cube Sn,i. Given finite X ⊂ Qr−1
n

, set

Jn(X ) := {i ∈ [`n] : X ∩ Sn,i 6= ∅}.

Lemma 6.4. Let n ∈ N and let X ⊂ Qr−1
n

be finite. Then

ζ(X ) ≥ r−dn (1 + dδ)−dκ− |[`n] \ Jn(X )|. (6.7)
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Proof. Suppose A ⊂ X is a dominating set for G(X , 1). Then for each i ∈ Jn(X ) we
have for some x ∈ A and y ∈ X ∩ Sn,i that y ∈ B1(x), and hence Sn,i ⊂ B1+dδ(x).
Therefore

∪i∈Jn(X )Sn,i ⊂ ∪x∈AB1+dδ(x).

Also, since the cube Sn,i has side at most δ, we have Sn,i ⊂ B1+dδ(vn,i), for 1 ≤ i ≤ `n.
Hence the union of balls of radius 1 + dδ centred on the points of the set

A ∪ {vn,i : i ∈ [`n] \ Jn(X )}

contains the whole of Qr−1
n

. Therefore by the definition (3.4) of κ, we have

(1 + dδ)drdn(|A|+ |[`n] \ Jn(X )|) ≥ κ,

for all choices of A. Hence (6.7) holds.

6.2 Proof of Theorem 3.3

Proof of Theorem 3.3. Let (rn)n≥1 and δ ∈ (0, 1/4) be as specified already in this
section. Let λ > 0. Let Ln := {xn,1, . . . , xn,kn} be as described in Lemma 6.2. For
finite X ⊂ Qr−1

n
, define the set of ‘good’ indices In(X ) by (6.4). Then by Lemma

6.3,

ζ(Hλ ∩Qr−1
n

) ≤ kn +K0|[kn] \ In(Hλ ∩Qr−1
n

)|,

and lim supn→∞(rdnkn) ≤ (1− 4δ)−dκ by (6.2). Then by (6.3),

E [|[kn] \ In(Hλ ∩Qr−1
n

)|] ≤ kn exp(−λ(δ/d)d).

Therefore, using also (2.2), we have

λρ(λ) = lim
n→∞

(rdnE [ζ(Hλ ∩Qr−1
n

)]) ≤ (1− 4δ)−dκ(1 + exp(−λ(δ/d)d)),

so that

lim sup
λ→∞

(λρ(λ)) ≤ (1− 4δ)−dκ. (6.8)

By Lemma 6.4 we have

ζ(Hλ ∩Qr−1
n

) ≥ (1 + dδ)−dr−dn κ− |[`n] \ Jn(Hλ ∩Qr−1
n

)|,

and `n ∼ (r−1n /δ)d by (6.6). For fixed λ we have as n→∞ that

E [|[`n] \ Jn(Hλ ∩Qr−1
n

)|] ∼ (r−1n /δ)d exp(−λδd).
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Therefore,

λρ(λ) = lim
n→∞

(rdnE [ζ(Hλ,r−1
n

)]) ≥ (1 + dδ)−dκ− δ−d exp(−λδd),

so that
lim inf
λ→∞

(λρ(λ)) ≥ (1 + dδ)−dκ.

Combining this with (6.8), since δ ∈ (0, 1/4) is arbitrary, gives us Theorem 3.3.

6.3 Proof of Theorem 3.4

Assume in this subsection that µ = µU . We shall prove Theorem 3.4 using separate
arguments according to whether nrdn grows faster or more slowly than n1/8. Set

N := {n ∈ N : rdn ≥ n−7/8}. (6.9)

Let δ ∈ (0, 1/4), and let Ln and kn be as described in Lemma 6.2.

Lemma 6.5. Let ε > 0. Then∑
n∈N

P[rdnζrn(Xn) > κ+ ε] <∞. (6.10)

Proof. Assume N is infinite (otherwise (6.10) is trivial). For all n ∈ N and i ∈ [kn],
recalling the definition of In(X ) at (6.4), and using (6.3), if n ≥ n0 we have

P[i /∈ In(r−1n Xn)] ≤ (1− (δ/d)drdn)n ≤ exp(−n(δ/d)drdn) ≤ exp(−(δ/d)dn1/8).

Since r−dn � n so kn � n by (6.2), by the union bound we have for all large enough
n ∈ N that

P[[kn] \ In(r−1n Xn) 6= ∅] ≤ kn exp(−(δ/d)dn1/8) ≤ n exp(−(δ/d)dn1/8). (6.11)

Also, using (6.5) and then (6.2), for all large enough n ∈ N we have

P[rdnζ(r−1n Xn) > (1− 4δ)−dκ+ δ]

≤ P[rdn(kn +K0|[kn] \ In(r−1n Xn)|) > (1− 4δ)−dκ+ δ]

≤ P[[kn] \ In(r−1n Xn) 6= ∅],

which is summable in n by (6.11). Since δ > 0 is arbitrarily small, (6.10) follows.

Lemma 6.6. Let ε > 0. Then∑
n∈N\N

P[rdnζrn(Xn) > κ+ ε] <∞. (6.12)
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Proof. We first consider the point process Pn defined earlier; since µ = µU here, Pn
is a homogeneous Poisson process in Q1 of intensity n, so by the Mapping theorem
r−1n Pn is a homogeneous Poisson process in Qr−1

n
of intensity nrdn. By (6.3), we have

for all n ≥ n0 and i ∈ [kn] that P[i /∈ In(r−1n Pn)] ≤ pn, where we set

pn := exp(−n(δ/d)drdn) = o(1),

because we assume nrdn →∞.
Also the balls Bδ(xn,i), 1 ≤ i ≤ kn, are disjoint, and setting Mn := |[kn] \

In(r−1n Pn)|, we have that Mn is stochastically dominated by a Binomial with pa-
rameters kn and pn. Hence, given any fixed δ′ > 0, by (1.7) of [34],

P[Mn ≥ δ′kn] ≤ exp (−(δ′kn/2) log(δ′/pn)) = exp(−ω(kn)).

Therefore by (6.2), for large enough n ∈ N \ N we have

P[Mn ≥ δ′kn] ≤ exp(−n7/8). (6.13)

By (6.5) and (6.2), for all large enough n we have

P
[
rdnζ(r−1n Pn) ≥ (1− 4δ)−dκ+ 2δ

]
≤ P[rdn(kn +K0|[kn] \ In(r−1n Pn)|) > (1− 4δ)−dκ+ 2δ] ≤ P[rdnK0Mn ≥ δ].

Therefore since ζ(r−1n Pn) = ζrn(Pn), for large enough n ∈ N \ N we have by (6.2)
and (6.13) that

P
[
rdnζrn(Pn) ≥ (1− 4δ)−dκ+ 2δ

]
≤ exp(−n7/8). (6.14)

With our coupling of Xn and Pn, by [34, Lemma 1.2] and Taylor expansion about
1 of the function h(x) := 1− x+ x log x we have for large enough n that

P[|Xn4Pn| > n3/4] ≤ exp

(
−nh

(
n+ n3/4

n

))
+ exp

(
−nh

(
n− n3/4

n

))
≤ 2 exp(−n1/2/3).

By Lemma 6.1, if |Xn4Pn| ≤ n3/4 then |ζrn(Xn)− ζrn(Pn)| ≤ Kn3/4. Hence

P[rdn|ζrn(Xn)− ζrn(Pn)| > Krdnn
3/4] ≤ 2 exp(−n1/2/3). (6.15)

Since Krdnn
3/4 ≤ Kn−1/8 < δ for all large enough n ∈ N \N , combining (6.15) with

(6.14) shows that for all large enough n ∈ N \ N ,

P
[
rdnζrn(Xn) ≥ (1− 4δ)−dκ+ 3δ

]
≤ exp(−n7/8) + 2 exp(−n1/2/3),

which is summable in n. Since δ can be taken arbitrarily small, this gives us the
result.
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Proof of Theorem 3.4. By Lemma 6.4, for all n ∈ N we have

P[rdnζrn(Xn) < (1 + dδ)−dκ] ≤ P[[`n] \ Jn(r−1n Xn) 6= ∅]. (6.16)

For all sufficiently large n ∈ N and all i ∈ [`n],

P[i /∈ Jn(r−1n Xn)] ≤

(
1−

(
δrn
2

)d)n

≤ exp

[
−
(
δ

2

)d
nrdn

]
≤ exp

[
−
(
δ

2

)d
n1/8

]
.

Thus by the union bound, since `n = O(r−dn ) = o(n) by (6.6), for all sufficiently
large n ∈ N we have

P[[`n] \ Jn(r−1n Xn) 6= ∅] ≤ n exp
(
−(δ/2)dn1/8

)
. (6.17)

Suppose n ∈ N \ N , so that nrdn ≤ n1/8. Then |[`n] \ Jn(r−1n Pn)| is binomial
with parameters `n and qn, where we set qn := exp(−nδdnrdn) so qn → 0 as n → ∞.
Therefore, similarly to (6.13) and using (6.6), we have for all large enough n ∈ N\N
that

P[|[`n] \ Jn(r−1n Pn)| ≥ δr−dn ] ≤ exp(−(δr−dn /2) log[δr−dn /(`nqn)])

≤ exp(−n7/8). (6.18)

By Lemma 6.4, we have for all large enough n ∈ N \ N that

P[rdnζ(r−1n Pn) < (1 + dδ)−dκ− δ] ≤ P[|[`n] \ Jn(r−1n Pn)| ≥ δr−dn ]. (6.19)

As before, we have (6.15) for all n, and Krdnn
3/4 ≤ Kn−1/8 ≤ δ for all large enough

n ∈ N \ N . Hence by (6.18) and (6.19), for all large enough n ∈ N \ N we have

P[rdnζrn(Xn) < (1 + dδ)−dκ− 2δ] ≤ exp(−n7/8) + 2 exp(−n1/2/3).

Together with (6.16) and (6.17), this shows that

∞∑
n=1

P[rdnζrn(Xn) < (1 + dδ)−dκ− 2δ] <∞.

Combined with Lemmas 6.5 and 6.6 and using the Borel-Cantelli lemma, since δ > 0
can be arbitrarily small this shows that rdnζrn(Xn) → κ almost surely, which gives
us (3.5) as required.
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