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This work is dedicated to the mathematical and numerical analysis of a new Xfem
approach: the integral maching Xfem. It is known that the quality of the approximation
and the convergence rate of Xfem type methods is broadly influenced by the transition
layer between the singular enrichment area and the rest of the domain. In the presented
method, this transition layer is replaced by an interface associated with an integral
matching condition of mortar type. We prove an optimal convergence result for such a non-
conformal approximation method and we perform some numerical experiments showing
the advantages of the integral matching Xfem with respect to former Xfem approaches.
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1. Introduction

The eXtended Finite Element Method (Xfem) is the subject of an increasing interest since its introduction in 1999
(see [21]). Some contributions intended to improve the performance of Xfem regarding its convergence rate and accu-
racy. In [1] and [17], a surface singular enrichment strategy was proposed that allowed to obtain an optimal convergence
rate for Xfem. Meanwhile, this approach is expensive and ill-conditioned since the enrichment singular functions are as-
signed to every finite element node in a fixed area containing the crack tip. A special pre-conditioning strategy was used
in [1] to treat this difficulty. On the other hand, it was proposed in [17] a “globalization” of the enrichment strategy that
reduces the computational cost, but decreases the convergence rate. In order to improve the latter method, a generalized
enrichment Xfem approach using a cut-off function was introduced in [6]. This method have an optimal convergence rate
while reducing the computational cost of the standard Xfem with surface enrichment.

In [6,22], the optimality of both Xfem with a cut-off function and Xfem with enrichment surface is established. However,
it was pointed out in [17,6] that a certain loss in accuracy occurs for both methods. For Xfem with a cut-off function the
loss in accuracy is due to the approximation of the cut-off function itself and for Xfem with enrichment surface the loss
of accuracy occurs on the transition layer of the finite elements between the singular enrichment zone and the rest of
the domain. It is also proved in [22] that Xfem with enrichment surface is always more accurate than Xfem with a cut-off
function. The approximation over the partially enriched elements, the so-called blending elements, is less accurate than over
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Fig. 1. Domain decomposition with PUFEM.

other elements totally or non-enriched. This issue was already addressed in many works by modifying the Xfem standard
formulation or by introducing some approaches based on Xfem in order to overcome the blending elements drawback.
Chessa et al. pointed out this issue from 2003 in [8] and they proposed two techniques to improve the convergence by
modifying the construction of the blending elements in order to retrieve the partition of unity as much as possible. Using
spectral elements together with the latter approach was carried out in [18]. In [13] the authors introduce a modified Xfem
formulation that allows to the blending element to be totally enriched. This method improves the approximation error
of standard Xfem. A coupling of XFEM with the hybrid crack element method was done also in [27] which allowed to
avoid blending elements. Gracie et al. developed in [14] another technique based on a discontinuous Galerkin formulation
using overlapping patches over the enriched areas. These patches localize the enrichment and they are bonded with the
non-enriched area by penalizing the jump of the displacement and the stress field. Other works considered higher order
blending elements which allows to enhance the approximation of standard XFEM [26].

A possibility to overcome the blending element issue is given also by the partition of unity method [20] applied to the
elasticity problem on the cracked domain Ω . Let us consider an overlapping of the finite element mesh over the uncracked
domain Ω̄ by Ω1 and Ω2 such that the crack tip belongs to Ω2 (see Fig. 1). The finite element method defined on Ω1
(resp. on Ω2) is enriched by a step function near the crack sides (resp. by a step function near the crack sides and by some
singular functions on the whole Ω2). The partition of unity defined by the P1 finite element functions is used to keep the
continuity of the displacement field through the transition layer Ω1 ∩ Ω2. A mathematical analysis in [17] proves that the
width of the transition layer does not affect the quality of the approximation (see also [5]). Therefore the idea is to remove
this layer by considering a partition Ω1 and Ω2 of the finite element mesh and to replace the transition by a nodal bonding
condition at the interface between the disjoint subdomains Ω1 and Ω2 (see [5,17]).

In this paper, we study an approximation method that keeps the advantages of Xfem with a cut-off function and makes
use of the previous idea. An mortar type integral matching condition (see [3]) is enforced on the interface between the sin-
gular enrichment surface Ω2 and the complementary part Ω1 of the finite element mesh. Let us point out that this interface
coincides with element edges and does not cut any element into two parts. So, the proposed strategy differs from standard
mortar approaches in the definition of the multiplier approximation space to approximate the exact multiplier discontin-
uous through the crack. In [17], the authors proposed a similar strategy using a pointwise matching condition. Numerical
simulation showed optimal convergence results for this approach. The present work is devoted to the mathematical analysis
of the new integral matching Xfem approach. An optimal error estimate will be obtained for this non-conformal approxima-
tion method. Some computational tests will be achieved to show the improved performances of the integral matching Xfem
with respect to Xfem with enrichment surface and to Xfem with a cut-off function.

The outline of the paper is the following. Section 2 defines the finite element enriched spaces associated with the
method. Section 3 presents the strong formulation of the elasticity problem defined over the partitioned domain, the asso-
ciated hybrid weak formulation and an existence and uniqueness result. This weak formulation involves an integral matching
condition on the interface between the two subdomains. In Section 4, we give a discrete formulation of the integral match-
ing problem and prove a discrete inf–sup condition that will be used later. We also prove respectively in Sections 5, 6 and
7 the coercivity of the “broken” bilinear form in the hybrid formulation, an abstract error estimate as well as an approxi-
mation property for the multiplier space used to define the integral matching. A mathematical result of convergence for the
integral matching Xfem method is given in Section 8. Finally, we perform some computational tests and comparisons with
former Xfem methods in Section 9.
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Fig. 2. Decomposition of the cracked domain.

2. A non-conformal method

Let Ω be a cracked bounded domain of R
2, ΓC denotes the crack. For the sake of simplicity, Ω is assumed to be

polygonal and ΓC a line segment. Let Ω1 and Ω2 be a partition of Ω such that the crack tip x∗ belongs to the interior of
Ω̄2 and the boundary ∂Ω̄2 of Ω̄2 is polygonal (see Fig. 2).

Let Th be a regular family of triangulations (in the sense of Ciarlet [9]) defined on Ω̄ independently of the crack path
such that ∂Ω̄2 coincides with the edges of some elements of Th , h being defined by

h = max
T ∈Th

diam(T ) = max
T ∈Th

[
max

x1,x2∈T
|x1 − x2|

]
. (1)

We consider on Th a P1 finite element method with scalar shape functions denoted {ϕi}i∈I . The basis function ϕi is as-
sociated with the node xi . Let I H be the set of indices corresponding to the shape functions whose support is completely
cut by the crack. One of the Xfem enrichment consists of these shape functions multiplied by the Heaviside type function
(see [21])

H(x) =
{+1 if (x − x∗) · n0 � 0,

−1 elsewhere,
(2)

where n0 is a given normal vector to the segment of line ΓC . Let also I(Ωk) (resp. I H (Ωk)) be the subset of indices i ∈ I
(resp. i ∈ I H ) such that xi ∈ Ω̄k , k ∈ {1,2}.

Let V h
1 be the space of the classical P1 finite element method on Ω1 enriched only by the discontinuity across the crack:

V h
1 =

{
vh

1: vh
1 =

∑
i∈I(Ω1)

aiϕi |Ω1
+

∑
i∈I H (Ω1)

bi Hϕi |Ω1
; ai,bi ∈ R

2
}
, (3)

and V h
2 the finite element space on Ω2 enriched by the discontinuity and by the crack tip functions:

V h
2 =

{
vh

2: vh
2 =

∑
i∈I(Ω2)

aiϕi |Ω2
+

∑
i∈I H (Ω2)

bi Hϕi |Ω2
+

4∑
j=1

c j F j |Ω2
; ai,bi, c j ∈ R

2

}
, (4)

where the singular enrichment functions are given by

{
F j(x)

}
1� j�4 =

{√
r sin

θ

2
,
√

r cos
θ

2
,
√

r sin
θ

2
sin θ,

√
r cos

θ

2
sin θ

}
, (5)

in the crack tip polar coordinates system (see [21]). Let us note that these functions are introduced in V h
2 globally over Ω2,

which will add only eight additional lines to the final stiffness matrix.
In what follows, the approximation space of the displacement field on Ω , denoted V h , is the set of functions vh defined

on Ω such that (k ∈ {1,2})

vh = vh
k in Ωk, vh

k ∈ V h
k . (6)

The space V h can be identified to the product space V h
1 × V h

2 . The following section defines a bonding condition for the
functions vh ∈ V h to recover a weak continuity property across the interface between Ω1 and Ω2.
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3. Hybrid formulation

We recall the strong formulation of the elasticity problem on the cracked domain:

σ = Dε(u) in Ω, (7a)

−divσ = g in Ω, (7b)

u = 0 on ΓD , (7c)

σn = f on ΓN , (7d)

σn = 0 on ΓC . (7e)

Here u, σ and ε(u) denote the displacement vector field, the stress tensor and the linearized strain tensor in plane elasticity,
respectively; D and div stand for the fourth order symmetric tensor of the elasticity coefficients and the divergence operator,
f and g are given external loads, n denotes the outward unit normal to Ω on ∂Γ and finally ΓD and ΓN define a partition
of the boundary of Ω̄ such that ΓC and ΓD are disjoint.

Note that considering a homogeneous Dirichlet boundary condition is not a restriction since the mathematical analysis
can be straightforwardly extended to the non-homogeneous case. The non-penetrating condition on the crack sides is not
taken into account. We suppose that

g ∈ L2(Ω,R
2), f ∈ L2(ΓN ,R

2), (8)

meas ΓD > 0. (9)

Taking into consideration the partition of the body Ω into Ω1 and Ω2, problem (7) can be written as a transmission
problem in the space V of the discontinuous functions across the interface between Ω1 and Ω2, defined by

V = {
v ∈ L2(Ω,R

2): vk = v|Ωk ∈ H1(Ωk,R
2), v1 = 0 on ΓD

}
, (10)

(see [23]). Let V1 and V2 be the following spaces

V1 = {
v1 ∈ H1(Ω1,R

2): v1 = 0 on ΓD
}
, (11)

and

V2 = H1(Ω2,R
2). (12)

The space V can be identified to the space V1 × V2 equipped with the canonical norm of the product space H1(Ω1,R
2) ×

H1(Ω2,R
2):

‖v‖V = (‖v1‖2
1,Ω1

+ ‖v2‖2
1,Ω2

)1/2
, (13)

where vk = v|Ωk . Let Γ be the interface between the two subdomains:

Γ = ∂Ω̄2 \ {xC }, (14)

where xC is the intersection point of the boundary ∂Ω̄2 and the crack ΓC (Fig. 2).
The jump of the displacement field through Γ is denoted

�u� = (u2 − u1)|Γ . (15)

We consider the following hybrid problem (see [4]):

Find u ∈ V, λ ∈ W such that

a(u, v) + b(v, λ) = L(v) ∀v ∈ V, (16a)

b(u,μ) = 0 ∀μ ∈ W. (16b)

Denoting u = (u1, u2), the “broken” bilinear form a(·,·) is defined by

a(u, v) =
2∑

k=1

ak(uk, vk) =
2∑

k=1

∫
Ωk

Dε(uk) : ε(vk)dx, (17)

where σ : ε = ∑
i j σi jεi j . The operator D of elasticity coefficients is assumed to satisfy a uniform ellipticity property (i.e.

there exists a0 > 0 such that Dε : ε � a0ε : ε for all symmetrical tensor ε, see [10]). Moreover,



326 E. Chahine et al. / Applied Numerical Mathematics 61 (2011) 322–343
L(v) =
2∑

k=1

∫
Ωk

g · vk dx +
∫
ΓN

f · v1 dΓ, (18)

and

b(v,μ) = −
∫
Γ

μ · �v � dΓ, (19)

where u·v = ∑
i ui vi . The multiplier space W is the topological dual space (H1/2(Γ,R

2))′ = H−1/2
00 (Γ,R

2) equipped with its
canonical norm denoted ‖.‖−1/2,Γ . In Eq. (19), we still denote by an integral on Γ the duality product between H1/2(Γ,R

2)

and its dual.

Lemma 3.1. Let us assume (8), (9). There exists a unique pair (u, λ) ∈ V × W solution to problem (16). Moreover, the displacement
field u is solution to the weak formulation associated with the elasticity problem (7).

Proof. For the sake of the self-consistency of the paper, the proof of this classical result is given. In fact, the existence and
the uniqueness of the solution (u, λ) to (16) are obtained using a classical result for saddle point problems (see [4]). The
main difficulty is to prove the coercivity of the bilinear form a(·,·) on the kernel Ker B of the operator B . The latter is
defined from V = V1 × V2 into H1/2(Γ,R

2) as

〈B v,μ〉 = b(v,μ), ∀μ ∈ W, (20)

for all v ∈ V . The elements of Ker B are the functions v ∈ V such that �v � = 0. Then the kernel of B can be identified to the
space

V = {
v ∈ H1(Ω,R

2): v = 0 on ΓD
}
, (21)

equipped with the H1(Ω,R
2)-norm.

Using the definition (17) of a(·,·) restricted to V × V , we obtain

a(v, v) =
∫
Ω

Dε(v) : ε(v)dx, ∀v ∈ V . (22)

As a result of the Korn inequality (see [11]), there exists α > 0 such that

a(v, v) � α‖v‖2
V , ∀v ∈ V . (23)

Consequently, the broken bilinear form a(·,·) is coercive on Ker B and the hybrid problem (16) is well posed.
Now, Eq. (16b) means u ∈ V , then Eq. (16a) implies

a(u, v) = L(v) ∀v ∈ V , (24)

which means that u is solution to the weak displacement elasticity problem on the cracked body Ω . �
Remark 1. At least in a weak sense, the multiplier λ can be interpreted as being the normal stress to the interface Γ (i.e.
for u sufficiently smooth one has λ = σ(u)n, where n denotes the outward unit normal to Ω2 on Γ ).

4. Integral matching condition

In this section, we write a discrete version of the hybrid problem considered in the previous section. We use the approx-
imation space of discontinuous displacement fields on the interface Γ introduced in Section 2 and we define a matching
condition on Γ . We also prove an associated discrete inf–sup condition necessary for the convergence analysis.

We consider that the Dirichlet boundary ΓD is the union of some element edges of the triangulation Th . Moreover, in
the definition of the approximation space V h

1 given by (3), the set I(Ω1) does not contain the indices of the nodes that
belong to ΓD , in such a way that V h ⊂ V .

The regular family of triangulations Th introduced in Section 2 defines a regular family of subdivisions Sh of Γ̄ into line
segments, where Γ̄ = ∂Ω̄2 (Figs. 2 and 3). We denote

W h = {
μh ∈ C0(Γ̄ )2: μh

i |S ∈ P1, ∀S ∈ Sh, i ∈ {1,2}}. (25)

The set W h can be identified to a subspace of W equipped with the induced norm. Approximation properties of such
discrete multipliers will be examined in Section 7.
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Fig. 3. Discretization of the interface Γ .

Then, the discrete formulation associated with the hybrid problem (16) can be written:

Find uh ∈ V h, λh ∈ W h such that

a
(
uh, vh) + b

(
vh, λh) = L

(
vh) ∀vh ∈ V h, (26a)

b
(
uh,μh) = 0 ∀μh ∈ W h (26b)

where the displacement space V h = V h
1 × V h

2 is defined in Section 2.
In the enriched finite element space V h , the displacement fields are discontinuous through the interface Γ : Eq. (26b)

can be seen as an integral matching condition applied to the discrete solution uh on Γ .

Definition. Let Bh be the operator defined from V h into the dual of W h such that, for all vh ∈ V h:〈
Bh vh,μh〉 = b

(
vh,μh), ∀μh ∈ W h. (27)

The following theorem gives a compatibility condition via the operator Bh between the discrete displacement space V h

defined in Section 2 and the discrete multiplier space W h defined by (25).

Theorem 4.1. The approximation spaces V h and W h satisfy:

inf
μh∈W h

sup
vh∈V h

b(vh,μh)

‖vh‖V
∥∥μh

∥∥−1/2,Γ

� β, (28)

where β > 0 is a constant independent of h.

Proof. Let Xh
1 (resp. Xh

2 ) be the non-enriched finite element space defined on Ω1 (resp. Ω2). Precisely, Xh
1 (resp. Xh

2 ) is the
set of continuous piecewise affine functions on Th|Ω1 (resp. on Th|Ω2 ) such that vh

1 = 0 on ΓD . The space Xh
k is equipped

with the H1(Ωk,R
2)-norm, k ∈ {1,2}.

Let μh be an element of W h . Using a result obtained in [2], there exists vh
1 ∈ Xh

1 such that∫
Γ

μh · vh
1 dΓ � β1

∥∥μh
∥∥−1/2,Γ

∥∥vh
1

∥∥
1,Ω1

, (29)

where β1 > 0 denotes a constant independent of h, μh and vh . In the same way, there exists −vh
2 ∈ Xh

2 such that

−
∫
Γ

μh · vh
2 dΓ � β2

∥∥μh
∥∥−1/2,Γ

∥∥vh
2

∥∥
1,Ω2

, (30)

where β2 > 0 is a constant independent of h. Adding Eqs. (29) and (30) leads to

−
∫
Γ

μh · �
vh �

dΓ � β
∥∥μh

∥∥−1/2,Γ

(∥∥vh
1

∥∥
1,Ω1

+ ∥∥vh
2

∥∥
1,Ω2

)
, (31)

where β = inf(β1, β2) > 0. Consequently,
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b
(

vh,μh) � β
∥∥μh

∥∥−1/2,Γ

(∥∥vh
1

∥∥2
1,Ω1

+ ∥∥vh
2

∥∥2
1,Ω2

)1/2

� β
∥∥μh

∥∥−1/2,Γ

∥∥vh
∥∥

V . (32)

Since the enriched discrete space V h contains Xh
1 × Xh

2 , thus

sup
vh∈V h

b(vh,μh)

‖vh‖V
� β

∥∥μh
∥∥−1/2,Γ

, ∀μh ∈ W h. � (33)

5. A coercivity property

Unlike Eq. (16b), Eq. (26b) is not sufficient to have the continuity of the discrete displacement field through Γ . Then, the
coercivity of the broken bilinear form a(·,·) is not obvious in the finite element context. We now examine this difficulty.

Let us define the following subspace V 0 of discontinuous displacements by putting:

γ =
∫
Γ

1 dΓ, γ1 =
∫
Γ

x1 dΓ, γ2 =
∫
Γ

x2 dΓ, γ3 =
∫
Γ

(
x2

1 + x2
2

)
dΓ, (34)

and

α1 = γ1/γ , α2 = γ2/γ . (35)

We denote

μ1(x) = (1,0), μ2(x) = (0,1), μ3(x) = (α1, x1 + α2), ∀x ∈ Γ, (36)

and

V 0 =
{

w ∈ V :
∫
Γ

μi · w dΓ = 0, i ∈ {1,2,3}
}
. (37)

Lemma 5.1. Assuming (9), there exists α > 0 such that

a(w, w) � α‖w‖2
V , ∀w ∈ V 0. (38)

Proof. The coercivity of a(·,·) will be stated in two steps. The first one is to prove that the infinitesimal rigid displacements
in V 0 are zero. The second one is to apply the Petree–Tartar lemma.

Let w = (w1, w2) be a function of V 0 such that (k ∈ {1,2})

ε(wk) = 0 in Ω. (39)

In order to prove the first step, we have to show that

w = 0 in Ω. (40)

Since V h ⊂ V and a Dirichlet condition is prescribed on a part ΓD of the boundary of Ω1 satisfying the condition (9), we
obtain w1 = 0 in Ω1. On the other hand, the condition ε(w2) = 0 can be written

w2 = (ax2 + b1,−ax1 + b2). (41)

Now, since w ∈ V 0, it follows⎧⎨
⎩

γ2a + γ b1 = 0,

−γ1a + γ b2 = 0,

(−γ3 + α1γ2 − α2γ1)a + (−γ2 + α1)b1 + (γ1 + α2)b2 = 0.

(42)

Using the Schwarz inequality, we prove that the determinant of this system γ (γ 2
1 +γ 2

2 −γ3γ ) is nonzero. Then the solution
to system (42) is (a,b1,b2) = (0,0,0). From (41), it results that w2 = 0 in Ω2 and, consequently, assertion (40) holds.

Now, let X = V 0 be equipped with the V -norm and

Y = {
ε = (εi j), εi j = (

ε1
i j, ε

2
i j

)
: εk

i j ∈ L2(Ωk,R), k ∈ {1,2}}, (43)

Z = {
w = (w1, w2): wk ∈ L2(Ωk,R

2), k ∈ {1,2}}, (44)

be equipped with the associated product norms. Let also A be the mapping defined from X into Y such that
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A(w) = ε(w), (45)

for every function w ∈ X and T the embedding operator from X into Z . Using the Korn inequality, we obtain the existence
of αk > 0 such that

αk‖wk‖2
1,Ωk

� ‖wk‖2
0,Ωk

+ ∥∥ε(v)
∥∥2

0,Ωk
, ∀wk ∈ H1(Ωk,R

2), (46)

i.e. (c = inf{α1,α2})

c‖w‖2
X �

∥∥T (w)
∥∥2

Z + ∥∥A(w)
∥∥2

Y , ∀w ∈ X . (47)

Moreover, the operator A is injective due to the first step of the proof. Finally, the operator T is compact due to the
compactness of the embedding operator from H1(Ω) into L2(Ω). Now, the Petree–Tartar lemma (see [12] for instance)
implies the existence of α > 0 satisfying

α‖w‖2
X �

∥∥A(w)
∥∥2

Y , ∀w ∈ X . (48)

Using the ellipticity property of the elasticity coefficients (Section 3), the latter result leads to the coercivity of a(·,·)
in V 0. �
Corollary 5.2. There exists a unique pair (uh, λh) ∈ V h × W h solution to problem (26).

Proof. In order to follow the proof of Lemma 3.1, it is sufficient to have the coercivity of the bilinear form a(·,·) on Ker Bh .
Since Ker Bh ⊂ V 0, the broken bilinear form a(·,·) is coercive on Ker Bh (Lemma 5.1). Then, the existence and the uniqueness
of a solution (uh, λh) to the saddle point problem (26) are obtained as for the continuous weak formulation. �
Remark 2. The continuity through the interface Γ of the discrete displacement field is prescribed in V h only in a weak sense
given by the integral matching condition (26b). Consequently, the discrete space V h cannot be identified to a subspace of
H1(Ω,R

2) and the discrete hybrid problem (26) corresponds to a non-conformal approximation method. Another type of
non-conformal approximation is defined by the nodal matching condition (see [17]):

�u� = 0 at every node on Γ. (49)

6. Abstract error estimate

The discrete inf–sup condition (28) and the coercivity property for the broken bilinear form a(·,·) allow to obtain an
abstract error estimate associated with the Xfem with integral matching condition.

Proposition 6.1. Let (u, λ) and (uh, λh) be the solutions to problem (16) and problem (26), respectively. We have∥∥u − uh
∥∥2

V + ∥∥λ − λh
∥∥2

−1/2,Γ
� C

{
inf

vh∈V h

∥∥u − vh
∥∥2

V + inf
μh∈W h

∥∥λ − μh
∥∥2

−1/2,Γ

}
, (50)

where C denotes a constant independent of h.

Proof. The proof of this proposition consists in finding successively an estimate of ‖u − uh‖V and ‖λ − λh‖−1/2,Γ . The
operators B and Bh introduced in (20) and (27) respectively satisfy the inclusion

Ker B + Ker Bh ⊂ V 0, (51)

where the subspace V 0 is defined in (37). So the bilinear form a(·,·) is coercive on Ker B + Ker Bh (Lemma 5.1), then there
exists α > 0 such that

α
∥∥u − uh

∥∥2
V � a

(
u − uh, u − uh). (52)

Using the bilinearity of a(·,·), we obtain

α
∥∥u − uh

∥∥2
V � a

(
u − uh, u − vh) + a

(
u, vh − uh) − a

(
uh, vh − uh), (53)

for all vh in V h . Since V h ⊂ V , Eqs. (16a) and (26a) in conjunction with (53) imply:

α
∥∥u − uh

∥∥2
V � a

(
u − uh, u − vh) − b

(
vh − uh, λ

) + b
(

vh − uh, λh)
� a

(
u − uh, u − vh) − b

(
vh − u, λ − λh) − b

(
u − uh, λ − λh),



330 E. Chahine et al. / Applied Numerical Mathematics 61 (2011) 322–343
because of the bilinearity of b(·,·). Since W h ⊂ W , Eqs. (16b) and (26b) lead to

b
(
u − uh,μh − λh) = 0, (54)

thus, for all μh ∈ W h ,

b
(
u − uh, λ − λh) = b

(
u − uh, λ − μh). (55)

Consequently, we have

α
∥∥u − uh

∥∥2
V � a

(
u − uh, u − vh) − b

(
vh − u, λ − λh) − b

(
u − uh, λ − μh). (56)

Now, denoting Ca (resp. Cb) the continuity constant of the bilinear form a(·,·) (resp. b(·,·)), we have

α
∥∥u − uh

∥∥2
V � Ca

(∥∥u − uh
∥∥

V
∥∥u − vh

∥∥
V
) + Cb

(∥∥u − vh
∥∥

V
∥∥λ − λh

∥∥−1/2,Γ

+ ∥∥u − uh
∥∥

V
∥∥λ − μh

∥∥−1/2,Γ

)
. (57)

Then ∥∥u − uh
∥∥2

V � C
{(∥∥u − uh

∥∥
V + ∥∥λ − λh

∥∥−1/2,Γ

)
inf

vh∈V h

∥∥u − vh
∥∥

V

+ ∥∥u − uh
∥∥

V inf
μh∈W h

∥∥λ − μh
∥∥−1/2,Γ

}
, (58)

where C is a generic constant independent of h.
An estimate of ‖λ − λh‖−1/2,Γ is now obtained from the discrete inf–sup condition (28) which reads

β
∥∥λh − μh

∥∥−1/2,Γ
� sup

vh∈V h

b(vh, λh − μh)

‖vh‖V

� sup
vh∈V h

(
b(vh, λh − λ) + b(vh, λ − μh)

‖vh‖V

)
, (59)

for all μh ∈ W h . Eqs. (16a) and (26a) lead to

β
∥∥λh − μh

∥∥−1/2,Γ
� sup

vh∈V h

(
a(u − uh, vh) + b(vh, λ − μh)

‖vh‖V

)

� Ca
∥∥u − uh

∥∥
V + Cb

∥∥λ − μh
∥∥−1/2,Γ

. (60)

Using this latter inequality, one can write∥∥λ − λh
∥∥−1/2,Γ

�
∥∥λ − μh

∥∥−1/2,Γ
+ ∥∥μh − λh

∥∥−1/2,Γ

� 1

β

(
Ca

∥∥u − uh
∥∥

V + (Cb + β)
∥∥λ − μh

∥∥−1/2,Γ

)
, (61)

then ∥∥λ − λh
∥∥−1/2,Γ

� C
(∥∥u − uh

∥∥
V + inf

μh∈W h

∥∥λ − μh
∥∥−1/2,Γ

)
. (62)

Finally, from estimate (58), we get∥∥u − uh
∥∥2

V � C
(∥∥u − uh

∥∥
V + inf

μh∈W h

∥∥λ − μh
∥∥−1/2,Γ

)
inf

vh∈V h

∥∥u − vh
∥∥

V

+ ∥∥u − uh
∥∥

V inf
μh∈W h

∥∥λ − μh
∥∥−1/2,Γ

. (63)

Then ∥∥u − uh
∥∥2

V � C
{

inf
vh∈V h

∥∥u − vh
∥∥2

V + inf
μh∈W h

∥∥λ − μh
∥∥2

−1/2,Γ

}
. (64)

Combining (61) and (64), we prove the proposition. �
In order to exploit the latter error estimate, the next section is dedicated to the approximation of the exact multiplier.
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Fig. 4. The set of line segments Sn .

7. Approximation property on multipliers

The aim of this section is to obtain an approximation property on the exact multiplier space, i.e. the dual of H1/2(Γ,R
2),

where Γ = Γ̄ \ {xC }.
Let xn , n = 1, . . . , N , be the ordered nodes of the triangulation Th which belong to Γ̄ . The set of line segments

Sn = [xn, xn+1[, n = 1, . . . , N, (65)

where xN+1 = x1, defines a partition of Γ̄ . The crack ΓC cuts the line segment SN (Fig. 3). We also denote xN+2 = x2 and
x0 = xN .

In this section, let Y h be the discrete space of scalar functions defined by

Y h = {
ϕh ∈ C0(Γ̄ ): ϕh|Sn ∈ P1, n = 1, . . . , N

}
. (66)

The space Y h can be identified to a subset of L2(Γ,R). The following better approximation property holds.

Proposition 7.1. Let ϕ ∈ H1/2(Γ,R), then we have

inf
ϕh∈Y h

∥∥ϕ − ϕh
∥∥−1/2,Γ

� Ch‖ϕ‖1/2,Γ , (67)

where C is a generic constant independent of h.

The proof of this proposition is based on the definition of the following Chen–Nochetto type approximation operator
(see [7]). A similar construction can be found in [12] and [25]. Note also that an analogous approximation result was
obtained in [16] for a different type of problem with signed multipliers.

Definition 7.2. Let ϕ ∈ L1(Γ,R), then Πhϕ is the element of Y h such that

Πhϕ(xn) = 1

|Sn−1 ∪ Sn|
∫

Sn−1∪Sn

ϕ dΓ, n = 1, . . . , N, (68)

where |S| = meas(S) (Fig. 4).

Let us first prove some intermediary results.

Lemma 7.3. Let ϕ ∈ L1(Γ,R), then Πhϕ satisfies∥∥Πhϕ
∥∥

0,Sn
� 2‖ϕ‖0, S̃n

, (69)

where S̃n = Sn−1 ∪ Sn ∪ Sn+1 , n = 1, . . . , N + 1 (Fig. 4).

Proof. Let ψn be the P1 finite element basis function in Y h associated with the node xn . Then∥∥Πhϕ
∥∥

0,Sn
= ∥∥Πhϕ(xn)ψn + Πhϕ(xn+1)ψn+1

∥∥
0,Sn

�
∣∣Πhϕ(xn)

∣∣‖ψn‖0,Sn + ∣∣Πhϕ(xn+1)
∣∣‖ψn+1‖0,Sn . (70)

Since |ψn(x)| � 1, we have∥∥ψn
∥∥

0,Sn
�

{
meas(Sn)

}1/2 � h1/2, (71)

then ∥∥Πhϕ
∥∥ � h1/2(∣∣Πhϕ(xn)

∣∣ + ∣∣Πhϕ(xn+1)
∣∣). (72)
0,Sn
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Using the definition of Πhϕ , we obtain∥∥Πhϕ
∥∥2

0,Sn
� 2h

(∣∣Πhϕ(xn)
∣∣2 + ∣∣Πhϕ(xn+1)

∣∣2)

� 1

2h

{( xn+1∫
xn−1

ϕ dx

)2

+
( xn+2∫

xn

ϕ dx

)2}
. (73)

The Cauchy–Schwarz inequality leads to

∥∥Πhϕ
∥∥2

0,Sn
�

xn+1∫
xn−1

ϕ2 dx +
xn+2∫
xn

ϕ2 dx

� 2‖ϕ‖2
0, S̃n

. � (74)

Lemma 7.4. Let ϕ ∈ H1/2(Γ,R). The following estimate holds∥∥ϕ − Πhϕ
∥∥

0,Γ
� Ch1/2‖ϕ‖1/2,Γ (75)

where C is a generic constant independent of h and ϕ .

Proof. In order to prove the estimate over Γ , we proceed first by computing the local approximation errors ‖ϕ −Πhϕ‖0,Sn ,
for all n.

Let ψ ∈ H1/2(Γ,R) such that ψ | S̃n
= c, where c is a constant. By using the definition of Πh , we have

Πhψ(xn) = c = Πhψ(xn+1), (76)

thus

Πhψ |Sn = c. (77)

Since Πh is a linear operator, it follows

ϕ − Πhϕ = (ϕ − c) − Πh(ϕ − c) on Sn, (78)

then ∥∥ϕ − Πhϕ
∥∥

0,Sn
� ‖ϕ − c‖0,Sn + ∥∥Πh(ϕ − c)

∥∥
0,Sn

. (79)

Using Lemma 7.3 together with the latter inequality, we obtain∥∥ϕ − Πhϕ
∥∥

0,Sn
� ‖ϕ − c‖0,Sn + 2‖ϕ − c‖0, S̃n

� 3‖ϕ − c‖0, S̃n
. (80)

Let

c = 1

| S̃n|
∫
S̃n

ϕ(y)dy, (81)

thus, for almost every x ∈ S̃n ,

ϕ(x) − c = 1

| S̃n|
∫
S̃n

(
ϕ(x) − ϕ(y)

)
dy. (82)

For 2 � n � N − 2, the point xC /∈ S̃n , then we have

ϕ(x) − c = 1

| S̃n|
∫
S̃n

ϕ(x) − ϕ(y)

|x − y| |x − y|dy, (83)

and the Cauchy–Schwarz inequality leads to
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∫
S̃n

∣∣ϕ(x) − c
∣∣2

dx � 1

| S̃n|2
∫
S̃n

{∫
S̃n

|ϕ(x) − ϕ(y)|2
|x − y|2 dy

∫
S̃n

|x − y|2 dy

}
dx

� | S̃n|
∫
S̃n

∫
Γ

|ϕ(x) − ϕ(y)|2
|x − y|2 dx dy. (84)

Thus, using (80), we obtain

∥∥ϕ − Πhϕ
∥∥2

0,Sn
� 27 h

∫
S̃n

∫
Γ

|ϕ(x) − ϕ(y)|2
|x − y|2 dx dy. (85)

For n ∈ {1, N − 1, N}, we have xC ∈ S̃n . Denoting

S̃−
n = {x ∈ S̃n, x < xC } and S̃+

n = {x ∈ S̃n, x > xC }, (86)

Eq. (82) can be written

ϕ(x) − c = 1

| S̃n|
{∫

S̃+
n

(
ϕ(x) − ϕ(y)

)
dy +

∫
S̃−

n

(
ϕ(x) − ϕ(y)

)
dy

}
. (87)

Then

∣∣ϕ(x) − c
∣∣2 � 2

| S̃n|2
{(∫

S̃+
n

(
ϕ(x) − ϕ(y)

)
dy

)2

+
(∫

S̃−
n

(
ϕ(x) − ϕ(y)

)
dy

)2}
. (88)

Now, as in Eq. (84), the Cauchy–Schwarz inequality applied separately for the integrals on S̃+
n and S̃−

n leads to

∣∣ϕ(x) − c
∣∣2 � 2

| S̃n|2
{∣∣ S̃+

n

∣∣3 + ∣∣ S̃−
n

∣∣3}∫
Γ

|ϕ(x) − ϕ(y)|2
|x − y|2 dy

� 4| S̃n|
∫
Γ

|ϕ(x) − ϕ(y)|2
|x − y|2 dy. (89)

By integrating on S̃n , we have

∫
S̃n

∣∣ϕ(x) − c
∣∣2

dx � 4| S̃n|
{∫

S̃+
n

∫
Γ

|ϕ(x) − ϕ(y)|2
|x − y|2 dx dy

+
∫
S̃−

n

∫
Γ

|ϕ(x) − ϕ(y)|2
|x − y|2 dx dy

}

� 4| S̃n|
∫
Γ

∫
Γ

|ϕ(x) − ϕ(y)|2
|x − y|2 dx dy. (90)

Consequently, using (80), we get

∥∥ϕ − Πhϕ
∥∥2

0,Sn
� 108h‖ϕ‖2

1/2,Γ . (91)

Finally, the global approximation error is obtained by summing the local errors (Eqs. (85) and (91)) as follows

∥∥ϕ − Πhϕ
∥∥2

0,Γ
=

∑
n=2,...,N−2

∥∥ϕ − Πhϕ
∥∥2

0,Sn
+

∑
n∈{1,N−1,N}

∥∥ϕ − Πhϕ
∥∥2

0,Sn

� Ch‖ϕ‖2
1/2,Γ . � (92)
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Proof of Proposition 7.1. Let us define the L2-projection operator P h onto Y h , i.e. for all ϕ ∈ L2(Γ,R):

P hϕ ∈ Y h and
∫
Γ

(
ϕ − P hϕ

) · ψh dΓ = 0, ∀ψh ∈ Y h. (93)

For every ϕ ∈ H1/2(Γ,R), we have

∥∥ϕ − P hϕ
∥∥−1/2,Γ

= sup
ψ∈H1/2(Γ,R)

〈ϕ − P hϕ,ψ〉−1/2,1/2,Γ

‖ψ‖1/2,Γ

, (94)

where ‖ψ‖1/2,Γ 
= 0. Since ϕ − P hϕ belongs to the orthogonal to Y h , then

∥∥ϕ − P hϕ
∥∥−1/2,Γ

= sup
ψ∈H1/2(Γ,R)

∫
Γ

(ϕ − P hϕ)(ψ − P hψ )dΓ

‖ψ‖1/2,Γ

. (95)

Using the Cauchy–Schwarz inequality

∥∥ϕ − P hϕ
∥∥−1/2,Γ

�
∥∥ϕ − P hϕ

∥∥
0,Γ

sup
ψ∈H1/2(Γ,R)

‖ψ − P hψ‖0,Γ

‖ψ‖1/2,Γ

. (96)

Moreover, the element P hψ satisfies, for all ψh ∈ Y h

∥∥ψ − P hψ
∥∥

0,Γ
�

∥∥ψ − ψh
∥∥

0,Γ
, (97)

so we derive from (96) that

∥∥ϕ − P hϕ
∥∥−1/2,Γ

�
∥∥ϕ − Πhϕ

∥∥
0,Γ

sup
ψ∈H1/2(Γ,R)

‖ψ − Πhψ‖0,Γ

‖ψ‖1/2,Γ

. (98)

Since P hϕ belongs to Y h , the better approximation error is bounded as follows

inf
ϕh∈Y h

∥∥ϕ − ϕh
∥∥−1/2,Γ

�
∥∥ϕ − P hϕ

∥∥−1/2,Γ
. (99)

Therefore, the estimate (98) reads

inf
ϕh∈Y h

∥∥ϕ − ϕh
∥∥−1/2,Γ

�
∥∥ϕ − Πhϕ

∥∥
0,Γ

sup
ψ∈H1/2(Γ,R)

‖ψ − Πhψ‖0,Γ

‖ψ‖1/2,Γ

. (100)

Finally, applying Lemma 7.4 leads to

inf
ϕh∈Y h

∥∥ϕ − ϕh
∥∥−1/2,Γ

� Ch‖ϕ‖1/2,Γ . � (101)

Let us now apply Proposition 7.1 to the discrete multiplier space W h = Y h × Y h in the formulation of the fracture
problem. Let μ ∈ H1/2(Γ,R

2), then we have

inf
μh∈W h

∥∥μ − μh
∥∥−1/2,Γ

� Ch‖μ‖1/2,Γ . (102)

Remark 3. In particular, this latter result implies that the representation of the discontinuity across the crack in the multi-
plier discrete space is not mandatory to obtain an optimal convergence rate.

8. Convergence error

This section presents the convergence result for Xfem with the integral matching condition on Γ . It is obtained from
the abstract error estimate (Section 6), the approximation property in the multiplier space (Section 7) and the analysis
developed in [6,22] on interpolation operators adapted to Xfem.

Let us recall that the displacement solution of the weak formulation of the fracture problem can be decomposed into
u = ur + us where ur is a “regular” field over the cracked domain Ω and us is the asymptotic displacement at the crack
tip which is a linear combination of the two following fracture modes given in polar coordinates relatively to the crack tip
(E, ν are the Young modulus and Poisson ratio, respectively, see [19,15]):
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uI (r, θ) = 1

E

√
r

2π
(1 + ν)

(
cos θ

2 (δ − cos θ)

sin θ
2 (δ − cos θ)

)
, (103)

uI I (r, θ) = 1

E

√
r

2π
(1 + ν)

(
sin θ

2 (δ + 2 + cos θ)

cos θ
2 (δ − 2 + cos θ)

)
. (104)

Note that these two modes are themselves linear combinations of the singular enrichment functions F j introduced in
Section 2.

Theorem 8.1. Let (u, λ) be the solution to problem (16). Suppose that

λ ∈ H1/2(Γ,R
2), (105)

and there exists us, a linear combination of uI and uI I , such that ur = u − us satisfies

ur ∈ H2(Ω,R
2). (106)

Then the solution (uh, λh) to problem (26) satisfies∥∥u − uh
∥∥

V + ∥∥λ − λh
∥∥−1/2,Γ

� Ch
(‖u‖2,Ω1 + ‖u − us‖2,Ω2 + ‖λ‖1/2,Γ

)
, (107)

where C is a generic constant independent of h.

Proof. Let us first define some interpolation operators on Ω1 and Ω2 for the discrete spaces V h
1 and V h

2 . These interpolation
operators are straightforwardly adapted from the one defined in [6]. Given a displacement field u satisfying ur = u −us with
ur ∈ H2(Ω,R

2) and denoting

Ω+ = {
x ∈ Ω,

(
x − x∗) · n0 > 0

}
, Ω− = {

x ∈ Ω,
(
x − x∗) · n0 < 0

}
,

with the same notations as in (2), we consider the following expressions for I h
1 u and I h

2 u:

• Let ũ+ and ũ− be two extensions of u+ = u|Ω+∩Ω1
and u− = ur |Ω−∩Ω1

both in H2(Ω̄1;R
d). Then, we consider

I h
1 u =

∑
i∈I(Ω1)

aiϕi +
∑

i∈I H (Ω1)

bi Hϕi, (108)

where ai , bi are given as follows (xi denotes the node associated with ϕi ):

if i ∈ {
I(Ω1) \ I H (Ω1)

}
then ai = u(xi),

if i ∈ I H (Ω1) and xi ∈ Ω̄ε then

{
ai = 1

2 (uε(xi) + ũ−ε(xi)),

bi = ε 1
2 (uε(xi) − ũ−ε(xi)).

(109)

• Let ũ+
r and ũ−

r be two extensions of u+
r = ur |Ω+ and u−

r = ur |Ω− both in H2(Ω̄;R
d). Then, we consider

I h
2 u =

∑
i∈I(Ω2)

aiϕi +
∑

i∈I H (Ω2)

bi Hϕi + us, (110)

where ai , bi are given as follows (xi denotes the node associated with ϕi ):

if i ∈ {
I(Ω2) \ I H (Ω2)

}
then ai = ur(xi),

if i ∈ I H (Ω2) and xi ∈ Ω̄ε then

{
ai = 1

2 (uε
r (xi) + ũ−ε

r (xi)),

bi = ε 1
2 (uε

r (xi) − ũ−ε
r (xi)).

(111)

With these definitions we denote I hu the element of V h such that:

I hu = I h

k uk in Ωk. (112)

Using Proposition 6.1, we have∥∥u − uh
∥∥2

V + ∥∥λ − λh
∥∥2

−1/2,Γ
� C

{∥∥u − I hu
∥∥2

V + ∥∥λ − Πhλ
∥∥2

−1/2,Γ

}
, (113)

where Πh is the approximation operator defined in Section 7. Then
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Fig. 5. Regular mesh of a square domain, independent of the crack, and enrichment surface.

∥∥u − uh
∥∥2

V + ∥∥λ − λh
∥∥2

−1/2,Γ
� C

{ ∑
k∈{1,2}

∥∥u − I h
k uk

∥∥2
Vk

+ ∥∥λ − Πhλ
∥∥2

−1/2,Γ

}
. (114)

Now, the optimal results obtained in [22] for Xfem interpolation operators can be applied to I h
1 and I h

2 . We can conclude
that ∥∥u − I h

1 u
∥∥2

V1
� Ch2‖u‖2

2,Ω1
,

∥∥u − I h
2 u

∥∥2
V2

� Ch2‖u − us‖2
2,Ω2

. (115)

In addition, the approximation property on multipliers (102) reads∥∥λ − Πhλ
∥∥2

−1/2,Γ
� Ch‖λ‖2

1/2,Γ . (116)

Consequently, the inequality (114) together with the two latter estimates leads to the result of the theorem. �
9. Numerical experiments

We consider the cracked domain

Ω =]−0.5;0.5[× ]−0.5;0.5[ \ΓC ,

where ΓC denotes the crack given by

ΓC = [−0.5;0] × {0}.
The Dirichlet condition prescribed on the boundary is the exact opening mode displacement field uI given by (103).

A P1 finite element method is considered on a structured mesh of Ω̄ (see Fig. 5). The singular enrichment area is chosen
as the set of elements lying in the ball B(x∗,0.2), where x∗ denotes the crack tip. An example of such a mesh and a
representation of the enrichment surface are shown in Fig. 5. The numerical tests are implemented using Getfem++ [24],
the object oriented C++ finite element library developed by our team.

Fig. 6 shows the Von Mises stress on the deformed structure obtained by using Xfem with an integral matching condition
on the boundary of the singular enrichment surface. Around the crack tip and on the enriched surface, the level-set curves
of the Von Mises are greatly smoother than for the same experiment done with standard Xfem with surface enrichment
(and the same enrichment area radius) given in Fig. 7 (see [17]). Xfem with integral matching improves the approximation
around the crack tip and at the transition layer between the singular enrichment area and the rest of the domain.

Figs. 8 and 9 show a comparison between the error convergence curves of the classical Xfem with surface enrichment
(see [17]), Xfem with a cut-off function (see [6]) and Xfem with integral matching for the L2-norm and the H1-norm. These
errors are computed with respect to the subdivisions number ns in each direction (ns = 1/h).
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Fig. 6. Von Mises stress for a mode I problem using the integral matching Xfem with P1 elements.

Fig. 7. Von Mises stress for a mode I problem using the surface enrichment Xfem with P1 elements.

In Fig. 10, we consider the stress intensity factor K I computed using the J -integral and the contour integral for an
exact solution given by P (x) + 3uI + 5uI I , where P (x) is a given regular solution on the non-cracked domain (see [21] for
the computation of the contour integral). The convergence curves for the classical Fem, Xfem with a cut-off function and
Xfem with surface enrichment are smooth but overestimate the exact value of K I , while Xfem with integral matching is
oscillating around this value. Moreover, the Xfem approaches show an optimal convergence rate although the displacement
field is singular at the crack tip.

We perform as well mixed mode calculations on the same regular mesh of the cracked square. The considered mixed
mode solution is given by −6× P (x)+2uI −3uI I , where P (x) is a given regular solution on the non-cracked domain. Fig. 11
illustrate the corresponding Von Mises stress on the deformed model while Figs. 12 and 13 show a comparison between
the error convergence curves of the cutoff Xfem, the integral matching Xfem and the surface enrichment Xfem.
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Fig. 8. L2-error with respect to the number of cells in each direction for a mode I problem with enriched P1 elements (logarithmic scales).

Fig. 9. H1-error with respect to the number of cells in each direction for a mode I problem with enriched P1 elements (logarithmic scales).

Fig. 10. Computation of the stress intensity factor K I using enriched P1 elements: relative error with respect to the number of cells in each direction
(logarithmic scales).
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Fig. 11. Von Mises stress for a mode I problem using the integral matching Xfem with P1 elements.

Fig. 12. L2-error with respect to the number of cells in each direction for a mixed mode problem on the polygonal domain using enriched P1 elements
(logarithmic scales).

Fig. 13. H1-error with respect to the number of cells in each direction for a mixed mode problem on the polygonal domain using enriched P1 elements
(logarithmic scales).
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Fig. 14. Non-structured mesh of a polygonal cracked domain.

Table 1
Number of degrees of freedom.

Number of cells in each direction Fem Xfem surface enrichment Xfem cut-off Xfem integral matching

40 3402 4962 3410 3508
60 7508 11 014 7510 7656
80 13 202 19 578 13 210 13 404

Now, we consider also a cracked polygonal domain still denoted Ω (represented in Fig. 14) together with a family of
non-structured meshes of Ω̄ . The Von Mises stress over the deformed domain is shown in Fig. 15. Figs. 16 and 17 give the
L2-error and the H1-error convergence curves for the classical Xfem with surface enrichment, Xfem with a cut-off function
and Xfem with integral matching.

The convergence rate of the three compared strategies is of order h for the energy norm and of order h2 for the L2-
norm, which are the optimal rates (obtained when using a classical finite element method on a regular non-cracked domain).
Furthermore, the error values of Xfem with integral matching are lower than those of the two other methods. In fact, the
computed error for the cut-off enrichment depends on the norm of the second order derivative of the cut-off function,
i.e. depends on the transition layer between the enriched and the non-enriched elements (see [6]). In the classical surface
enrichment strategy, there exists also a transition layer defined on the elements partially enriched by the singular functions
(see [17]). The integral matching approach removes this layer and replaces it by a non-conformal matching condition on the
boundary of the enriched surface. This is pointed out in Fig. 18 that shows the error variation along the vertical line x = 0.1
for Xfem with a cut-off enrichment, the classical Xfem with surface enrichment and Xfem with integral matching. The latter
method offers the lower error around the transition layer (at y = 0.2 and y = −0.2). This explains the better accuracy of
the approximation noticed in Figs. 8, 9, 16 and 17.

Moreover, Xfem with a cut-off function reduces significantly the computational cost with respect to classical surface
enrichment Xfem. Compared with the cut-off method, the integral matching Xfem only adds few degrees of freedom corre-
sponding to the multiplier. Some examples of the evolution of the computational cost for different P1 Xfem strategies are
shown in Table 1.

On the other hand, since the integral matching is a globalized enrichment strategy, it does not degrade the condition
number of the associated linear system (see Fig. 19). Moreover, the sparsity of the stiffness matrix is globally preserved
because the singular enrichment is present only in few corresponding lines.

10. Concluding remarks

Finally, thanks to the integral bonding condition that removes the transition layer, the quality of the approximation is
enhanced with respect to Xfem with surface enrichment and to the cut-off strategy. The mathematical error estimates are
optimal and they do not depend neither on a stiff character of the cut-off function nor on a width of the transition layer.
This leads to a significant decrease of the error level.

An extension of the proposed method to 3D cracks can be considered but it leads at least to two difficulties: the first
one is the determination of the asymptotic displacement near the crack front especially at the boundary of the elastic body
(there is only a few situations where the asymptotic displacement is known in 3D). The second one is the definition of a
coordinate system along the crack front to introduce a parameterized enrichment.
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Fig. 15. Von Mises stress for mixed modes using enriched P2 elements.

Fig. 16. L2-error with respect to the number of cells in each direction for mixed modes problem on the polygonal domain using enriched P1 elements
(logarithmic scales).

Fig. 17. H1-error with respect to the number of cells in each direction for mixed modes problem on the polygonal domain using enriched P1 elements
(logarithmic scales).
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Fig. 18. Error variation along the vertical line x = 0.1.

Fig. 19. Condition number of the stiffness matrix with respect to the number of cells in each direction for a mixed mode problem.
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