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Abstract

The aim of this paper is to present an asymptotic expansion of the influence of a small inclusion of different
stiffness in an elastic media. The applicative interest of this study is to provide tools to take into account
this influence from the deformation without inclusion thanks to additive terms that can be precalculated
and which depend only on the shape of the inclusion. We treat two problems: an anti-plane linearized
elasticity problem and a plane strain one. On every expansion order we provide corrective terms modeling
the influence of the inclusion using techniques of scaling and multi-scale asymptotic expansions. The built
expansion is validated by comparing it to a test case obtained by solving the Poisson transmission problem
in the case of a circular shape of the inclusion using variable separation method. Proofs of existence and
uniqueness on unbounded domains of our fields are also adapted to the bidimensional Poisson problem
and the linear elasticity one.

Keywords: Transmission problem, Asymptotic expansion, Multi-scale analysis, Infinite domains,
linear elasticity, existence and unicity on unbounded domains.

1 Introduction

The interface problems investigated in this paper originate from a mechanical model for small
inclusions coated with elastic bodies. Such arrangements are widely used for instance in tire’s
design in order to provide the desired structure stiffnesses. In this work, we consider a pair of
two-dimensional approximations of the transmission problem between an elastic matrix and an
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elastic small inclusion of different stiffnesses. The inclusions can be very small relatively to the
characteristic size of the body and take them into account numerically with a good accuracy,
for instance in a finite element calculation, can quickly become prohibitive for at least two
reasons: a very fine mesh is required if the inclusion is small and the deformation induced by
the inclusion being of non-regular nature, the approximation will be of poor quality. On the
other side, homogenization techniques as in [1] can be very effective but restricted to a periodic
or a quasi-perodic distribution of inclusions and thus to a relatively high density of inclusions.
The objective is then to determine this influence by asymptotic analysis using techniques issued
from [2-7|. The presented additive terms with respect to the deformation that does not account
for inclusion can be used, for example, to be integrated in a numerical approximation after being
pre-computed.

Some works have treated the case of perturbations whether for inclusions, for transmission
problems essentially for conductivity [4] and Helmholtz equation [5,6] or even for perforated do-
mains and cavities. The case of perforated domains has been studied in [3,8-12] using techniques
relying on the notion of profile, a normalized solution of the Laplace equation in the exterior
domain obtained by blow-up of the perturbation. In fact, the influence of a boundary perforation
of a smooth domain is studied in [3] and an asymptotic expansion of the shape function in terms
of a size parameter is derived. The case of inclusions was treated for the first time by [13] giving
a method to find the stresses set up in an elastic solid when the inclusion undergoes a change of
form (for an ellipsoidal region whose elastic constants differ from those of the remaining mate-
rial). The most important result is that the field inside the inclusion can be determined without
having to find the field outside it. The resulting elastic field is found with the help of a sequence
of imaginary cutting, straining and welding operators and using a biharmonic potential. The
determination of the field outside the inclusion was briefly treated in this paper but studied
deeply in [14] where the elastic field outside an ellipsoidal inclusion is expressed entirely in terms
of the harmonic potential of a solid ellipsoid by replacing the biharmonic potential introduced
in [13] by the harmonic potential of a certain surface distribution. Note that Eshelby’s inclusion
solution is one of the most significant contributions to micro-mechanics in the twentieth century
and is based on the assumption that an inclusion is embedded in an unbounded ambient space.
Schiavone alose tackled in [15] the case of an elliptic inhomogeneity embedded within an infinite
isotropic elastic medium subjected to antiplane shear deformations under the assumption of non
uniform loading matrix then extended the study with Antipov in [16] to the case of an inhomo-
geneity with the same assumptions but of an arbitrary shape and with an imperfect interface this
time. A method is presented leading to the solution of the problem concerned with identifying
the shape of the inhomogeneity and the form of the corresponding interface function which leads
to an uniform stress field inside it . The analysis is based on complex variable methods. Li, Sauer
and Wang deepened in [17] the precise characterization of the elastic fields due to inclusions in
finite elastic media. It is important to say that, before the work done in [17], Kroner [18,19]
and Mazilu [20] tried to study the inclusion problem in a finite domain by searching a Green’s
function of Navier’s equation in a finite domain. The attempt ended in failure because of the
mathematical difficulty involved in obtaining a closed-form solution of Green’s function in a finite
domain.

On another side, Ammari and Kang described in [21] techniques for the reconstruction of small
inclusions using only boundary measurements. These techniques rely on asymptotic expansions
of the boundary perturbations due to the presence of the inclusions. The approach used to
derive the asymptotic expansions is based on layer potential techniques allowing to deal with
rough boundaries. By the mean of Muskhelishvili’s complex variable method and the Schwartz-
Christoffel conformal mapping technique and motivated by the high stresses that occur at the



junction between the fibers and the matrix in multi-fiber composite sheets which can cause failure,
[22]| presented a solution for determining the stresses in an infinite elastic plate containing a rigid
rectangular inclusion subject to a uniform stress field. Using also the complex variable function
method, the case of an arbitrary shape inclusion embedded in a half space is studied in [23].
Solutions are obtained by the mean of techniques of analytic extension, analytic continuation and
conformal mapping. In [24] an asymptotic expansion of the difference between the displacement
at the boundary with and without inclusion is presented (both the body and the inclusions are
allowed to be anisotropic). To derive the asymptotic expansion, the authors follow the approach
introduced by Capdeboscq and Vogelius in [25] (see also [26]) for the conductivity problem. Note
that the formula obtained generalizes those already available in the case of homogeneous isotropic
bodies with thin inhomogeneities of small diameters.

The outline of this paper is as follows: Two transmission problems of interest, a Poisson
problem and a linear elasticity one, are formulated in Section 2. Asymptotic analyses for these
two problems are presented in Sections 3 and 4, respectively. For each problem, existence,
uniqueness and error estimates are established. Since we are led to deal with functions defined on
infinite domains we reconsidered proof of existence and uniqueness using the generalized Hardy’s
inequalities and adequate weighted Sobolev spaces. Finally, some conclusions and perspectives
are presented in Section 5.

2 Formulation of the two transmission problems

Before describing the approach we will develop, let us first present the two considered transmis-
sion problems: a scalar antiplane approximation and a linear plane strain approximation. Let us
first define the domain of interest. Let Qjc C R? be a bounded connected domain of character-
istic length e representing the inclusion (also called fiber) and being small enough compared to
the characteristic size of the matrix represented by Q¢ C R? of radius R with smooth exterior
boundary I'. The asymptotic expansion being considered with respect to the parameter €, we
denote sz} the domain such that Q? = 59} and we will consider Qjc as a parametrized set of
domains. The interface I'® = 8(23} is also considered to be smooth. Fig. 1 makes explicit the
geometrical setting.

(20 ‘

Figure 1: Initial domain @ = Q5 UT* U Qf, with Qf = EQ}. Note that I' = 92 do not have
necessarily to be circular.



The antiplane problem reduces the mechanical problem to a Poisson one and is characterized
by a displacement reduced to the normal component to the plane (O, x1,®2) under the form
us = u(x1,x2). Transmission conditions consisting of the continuity conditions are set on the
interface I'* and a non-homogeneous Dirichlet condition is set on the fixed boundary I'. The
strong formulation of the antiplane transmission problem reads:

afAuf =0 in QF, (2.1a)
amAus, =0 in Q (2.1b)

uf = up, on I'°) (2.1c)

pOnus = amOniy, on I'®, (2.1d)
us, = F on T, (2.1e)

where oy and oy, are the shear moduli of the material in the inclusion and in the matrix, u‘}
is the solution of the problem in the inclusion area Q?, uy, is the solution of the problem in

the matrix area €25,, F' is a prescribed displacement on I' and 0,, denotes the normal derivative
(outer for %, inner for QF). For F' € H %(I‘), the existence and uniqueness of the solution of
Problem (2.1) in a weak form are guaranteed by Lax-Milgram theorem.

The second transmission problem treated is a plane strain linear elasticity problem with two
different fourth-order stiffness tensors E¢ and E,, in the inclusion and in the matrix, respectively.
The constitutive law relating the stress tensor o, to the strain tensor €y is given by o, = Ej, : €,
for k € {f,m}. Transmission conditions consisting on the continuity conditions are still set on
the interface I'® and a non-homogeneous Dirichlet one on the fixed boundary I'. The strong
formulation of the linear elasticity problem reads:

divos(uf) =0 in QF%, (2.2a)

divon,(u;,) =0 in QF (2.2b)

uy = ug, on I'° (2.2¢)

op(uy) ny=—on(ug,) nn on I'? (2.2d)
u;, = F on I, (2.2¢)

where u% : 0 — R? is the solution of the problem in the inclusion domain Q% ug, - O, — R?
is the solution of the problem in the matrix domain €2, and F' is a prescribed displacement. The
vectors iy and m,, denote the outgoing unit normals to Q? and €25, respectively. The existence
and uniqueness of the solution of a weak form of Problem (2.2) are also guaranteed by Lax-

Milgram theorem for a given F in H%(F; R?).

3 Asymptotic expansion for the antiplane problem

(K]

The aim of this section is to build an asymptotic expansion u_, of a given order K for the
solution to the antiplane problem (2.1) having the following form for k € {f, m}:

K K
K i, (i iy (i—1) &
wei @) =@ + 3 @) + 3T, (3.1

where u(°) is the solution to Problem (2.1) when € = 0 (i.e. without any inclusion), the functions
v are defined on Q and the functions V® on the whole R



Remark 3.1. An important aspect for the applications is that the functions v and VO solu-
tions to some problems which will be detailled further on, do not depend on € and depend linearly
on 19 only by the expansion of its gradient at & = 0. For a given shape of the inclusion, this
make it possible to pre-compute once for all a basis for each v® and VO . This pre-computation
can be done either analitically in the circular case (see Section 3.5.2), by an integral formulation
using a Green kernel (as for instance in [27]) or by a numerical approzimation with a boundary
element method or a Galerkin method.

The rest of this section is subdivised into the following sub-sections: The asymptotic expan-
sion construction is detailed in Section 3.1. Then, existence and uniqueness of the V® is stated
in Section 3.2 and their behavior at infinity is specified in Section 3.3. This allows, in Section
3.4, to deduce an optimal error estimate for asymptotic expansion 3.1. Finally in Section 3.5
an explicit computation is performed using the separation of variable method in the case of a
circular body and a circular inclusion. In addition to giving the explicit form of the expansion
in this case, it allows us to compare the solution to its expansion and conclude that it is in
accordance with the theoretical results.

3.1 Building the asymptotic expansion

We build the asymptotic expansion step by step. We need first to introduce the difference
s, = u5, — ul® for k € {f,m} which is solution to:

0k =
arAdg ¢(x) =0 in QF, (3.2a)
amAdg , (z) =0 in QF,, (3.2b)
do ¢(x) = dj ,, () on I'®, (3.2¢)
fOnd (%) = QnOnd (@) + (0 — ap)Onu®(z)  on T, (3.2d)
om(x) =0 on I (3.2¢)

Note the emergence of the term (a,, — « f)8nu(0) in the transmission equation (3.2d).

The original problem is posed on domains depending on e. In order to work with a fixed
domain and a fixed interface, we introduce as in [2,3] the scaling y = £. Let Q™* = % Then,
for k € {f,m}, D§ (y) = dj () is the solution to the following scaled problem:

arADG ¢(y) =0 in Q}c, (3.3a)

amADG ,(y) =0 in Q™*, (3.3b)

DG ;(y) = Dm(y)  onTY, (3.3c)

01 On DG (5) = amOnDf(y) + (am — a)0nu®(ey)  on T, (3.3)
r

DG (y) =0 on —. (3.3e)

Now, as ¢ is considered to be small compared to the size of the domain and to eliminate completely
the dependence on €, we approximate Problem (3.3) by the following problem posed on the dilated
domain 2% = lim._,o Q2™*¢ as shown in Fig. 2:

arADG ¢(y) =0 in Q}, (3.4a)

amADg ., (y) =0 in Q%] (3.4b)

Dis(y) = Dim(y)  onTH (3.4¢)

DG 1Y) = mOn DG, (y) + e(am — a)Onul® (cy) on I't, (3.4d)
DG (y) = 0 when |y| — oo. (3.4e)
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Figure 2: Dilated geometry.

This allows us now to introduce the problem on the dilated geometry whose solutions will be
the functions V) of the expansion (3.1):

afA 142 (y)=0 in Q}c, (3.5a)

AVP(y) =0  in Q> (3.5b)

Vf( )( )=V®(y)  onT! (3.5¢)

OV () = amOn VP (y) + 0P (y)  on T, (3.5d)
VP (y) =0  when |y| — co. (3.5€)

The functions V® are introduced to offset terms appearing on the boundary of I'® where the
data gp(p)(y) will be adapted for each order p. In fact, the smaller these terms, the smaller the
residual and the expansion is driven to a higher order. The existence and uniqueness of the
functions V() will be established later in Section 3.2. From the regularity assumptions on the
domain, we can write a Taylor expansion of Vu(®(ey) for y € T'*:

K
= Zgiw(()i)(y) + O(€K+1). (3.6)
1=0

3.1.1 First-order approximation

The first-order approximation is constructed by compensating the first term in the expansion of
(am —ap)Opu® (ey). With V©) solving Problem (3.5) for (O (y) = (auy, —af)wéo) (y)-n, where
w(()o) (y) = Vul?(0), we update the residual:

0), L
k(@) =ui(@) —u (@) -V (), ke {fm). (3.7)
The update of the difference allows us to obtain the first-order approximation:

@ =u@) +ev02) ke {fm) (35)



Then, for k € {f,m}, dj ;. is solution to:

arAdi ¢(x) =0 in QF, (3.9a)

amAdS m( )=0  inQF, (3.9b)

(@) =di(z)  onT® (3.9¢)

Q70 (@) = CmOnd; 1 (@) + (m — ap)(Opu® (@) <°>< ) onl¥, (3.9d)
(@) = V<0>( ) onT. (3.9¢)

3.1.2 Second-order approximation

We have built a first-order approximation of the solution with «(® and V(©) independent of e.
The next step is to build the second-order approximation. At this stage, we must do the same
thing we did for the term that appeared on the interface I'* with the term that appears this time
on I'. In other words, we have two terms to compensate: (cm, — af)(Ipul® — w(()o)) which has

already been compensated in the first-order and that has yet to be, and the new term fevw(?) (%)
on I'. In fact, by analyzing things a little deeper, we can see that the term on I'® is of order € then
it is in O(e?) according to the H ™~ 2 norm ('see (3.29)). The term on I is of order £2 (expansion
of V at infinity see Section 3.3) and there is no scaling here so it is in O(¢?) according to the H2
norm. By doing so we got the optimal error estimate in the previous first order approximation.
So, to continue having this optimality the two terms have to be compensated in the same time
from now on.

The functions introduced by Problem (3.5) are used to correct the term on I'* and we will
introduce equivalent functions to play the same role but in this case on the boundary I'. To this
aim, we consider the following problem:

A (x) =0 in Q, (3.10a)
v (z) =@ (@)  onT. (3.10Db)

First, let us expand V,(no) at infinity as follows:
(4

0 — ay”(0) 1 _ i Qo (9) K+
=1 =1

where 6 is the angular polar coordinate. This expansion at infinity is justified in Section 3.3.
Now, with V(! solution of Problem (3.5) for o)) (y) = (o, — af)w(()l)(y) n = (o — ozf)w(()l)(y)

(1)
and v(® solution of Problem (3.10) for 1) (z) = a(’|7(|w we write the second-order term:
g € 1 T
2u(@) = di (@) — 0P (@) — V(D) ke {fim). (3.12)

The update of the difference allows us to obtain the second-order approximation:

(@) =u¥(@) + V(D) + P @) + 2V V() ke {fm). (3.13)



Then, for k € {f,m}, d3, solves the following problem:

in Q5, (3.14a)
in QF,, (3.14b)
on I'*, (3.14c)

O fOnds () = mOpdsy (@) + (m — ) (O (ey) — w (y) — e (y

)
+e%(am — ay) (v (ey) on I'*) (3.14d)

1)
Sm(T) = 5(5“0@(’@ - V(°>(§)) — 52VT$})(§) onT. (3.14e)

3.1.3 Third-order approximation

We expand as done before Vo(?) (ey) as follows:

Zgz (@ ) K+1). (315)
We expand too v (see Section 3.3):
1) = agi) (9) = K+1
V. (y) :Z iyl +0 <y|K+1> Zs O™, xzel.
i=1 1=1

With V() solution of Problem (3.5) for ¢ (y) = (am, — af)(w((f) (y) + wé )(y)) n = (o, —

af)(w(()Q)(y) + wéo) (y)) and v® solution of Problem (3.10) for ¥®)(x) = a0 o we
deduce the third-order residual:

k(@) = dip(@) - 0P @) - SVI(E), ke {fim). (3.16)

The update of the difference allows us to obtain the third-order approximation:

@) =0 (@)+eV O (D) +2V V(D) +2P @)+ @)+ VP (D), ke {f.m).

(3.17)
Then, for k € {f,m}, ds ), solves the following problem:
arAd; ¢(x) =0 in %, (3.18a)
amAds,, (z) =0 in Q°, (3.18b)
S (@) = di (@) on T, (3.18¢)
005 (@) = Qs ()
+(am — ap)(@au(ey) — i (y) — ew (y) — 2P ()
+e2(am — ap)(Onv? (ey) — w® (1)
+%(am — ap) (v (ey))  on T, (3.18d)
(2) (1)
e _ 200 (0)  ag(0) )%
Sm(x) = (e ]2 2l Vin (s )
(1)
2 v E) v ) o (3.180)



3.1.4 Fourth-order approximation

In order to conclude about the general form of functions ¢ involved in problems solved by
V(™) and functions w(”) involved in problems solved by v(™ we push the expansion to the fourth
order. We expand as done before Vo®) (ey) as follows:
and V2 as follows (see Section 3.3):
K z' K i
_ (h+
= € , zel.
V=25 00 () = > )
With V) solution of Problem (3.5) for ¢ (y) = (am, — af)(w(()s) (y) + wgl)(y) + w:go) (y)) -

n = (am — ay)(w, (s )( ) + w(l)( ) + wéo) (y)) and v® solution of Problem (3.10) for ¢ (x) =

(1) (2) (3)
—aQ‘w(‘a) — ‘11‘98‘(2‘9) — a‘l’ |(30) we deduce the fourth-order residual:

k(@) = B (@) — (@) - VI(D) ke {fim).
The update of the difference allows us to obtain the fourth-order approximation:
Ei(az) u(z) + 5Vk(0)(§) + 82Vk(1)(§) + e (z) + 83V(2)( )+ 300) ()
+eto® () + 1V >(;), ke {f,m}.

Then, for k € {f,m}, di,k solves the following problem:

arAdy () =0 in QF,
amAdy () =0 in Q ,
di (@) = di(x)  onl¥,
afandif( x) = am(‘)ndzl,m(w)
+am — ap)(0pu® (ey) — Wi (y) — cwM (y) — 2w — 2P (y))
+e2(am — ap) (0P (ey) — Wi (y) — ew (y))
+&3 (g — ap) (Onv® (ey) — w0 (9) + e (am — ap) (@ P(ey))  onT%
(3) (2) (1)
e _ 3 Qg () 2 Qg (0) a (0) 0%
4,m($) _8(5 ‘33|3 +e |$’2 te |£D| Vm (6))
(2 (1)
2, 2@ (‘9) (9) e
+e (E |m’2 |113‘ vm (E))
b0 e @y @)y o
| m 2 € - on l.

(3.20)

(3.21)

(3.22a)
(3.22b)
(3.22¢)

(3.22d)

(3.22¢)



3.1.5 The K-th order approximation

From the previous section we are able to deduce the general forms of (™ and (™ so we can
update our residual to the order n > 2 as follows:

(@) = d @) = @) - TV(D) ke (fm), (3.23)

where V(=1 solves Problem (3.5) for "V (y) = (am — af) Y pre= nl w(p)( )-m and v(™
p>0,9#1

(P)( )

I

solves Problem (3.10) for ) () = — 3 pyg=n—1

p>1,q>0

We are now able to build an approximation u[[.;K]( ) to the order K > 2:

K
ulfl(2) = —i—Zz—:’v() )+Zsiv,§"‘”(§), ke {f,m). (3.24)

Remark 3.2. According to the power of € this is not the expansion to the order K in the true
sense. Indeed, it is the expansion to the order K + 1 truncated of a term. To clearly see this, let
(1]

us take the example where K is equal to 1. By analyzing the expression of us ' (x), we notice that
initially the expansion has a term in & (EV(O)(%)). However, an &2 order term will appear at the

second order (521)(2)). So, in order to obtain all the terms in €, we have to push the expansion
at the order K and truncate the term eXVEK.
Now, replacing ULK](m) in Problem (2.1) we obtain the following problem:
arAulfl(z) =0 in QF, (3.25a)
apAufl(z) =0  in Q5 (3.25b)
[ulfl(z)]=0  onI¥®, (3.25¢)
[adnul™(@)] = g-(y)  onT*, (3.25d)
ufl(x) = h(x)+F  onT, (3.25¢)
where
9:(y) = (am — af)anu(o) (ey)+ Z e'(am — O‘f)anv(l) (ey)+ Z et [[aanv(kl) (y)]r,. (3.26)
=2 =1

Using the expressions of ¢(~1)(y) we obtain the expression of the jump [ad, VD (y)]r, =
(af — am) Zp+q i1 w(p)(y) ‘M

0,q#1
K . .
9= (y) = (am — ap)0pu@(ey) + > (am — ap)0pv? (cy)
=2
K
+3 e (o —am) Y wP(y) - n]+OEET) =K f(y). (3.27)
=1 pt+q=i—1

p>0,q#1

The last step is to evaluate the Hfé(Fs)—norm of eX f(y) on I'®:
x
I Ny oy = [ [ U —pE2arsars = [ [ | )— )| arar = o2,

10



(3.28)

Finally, we obtain:
x
19:0) -3 ey = DX SN gy = OEEH) (3.29)
By applying exactly the same approach we get:
1he (@) || s (ry = O™ ). (3.30)

Consequently, df; , = uj — ugj (x), k € {f,m} satisfy:

arAdy ¢(x) =0 in QF, (3.31a)

amAdy () =0 in 7, (3.31b)

K. f(x) = di () on I'%, (3.31c)

A pOndic f(@) = QmOndic,n(®) + 0y -y (e By onTE, (3.31d)
m(@) =0y 1 (€ £y on T (3.31e)

3.2 Existence and uniqueness in unbounded domains for the Poisson problem

A weak formulation of Problem (3.5) writes:

o VVf(p) -Vwdez + ap, VvV . Vuwdr = / pwdo, Yw eV, (3.32)
Q} Qoo rt
where V = {v € Wé’g; fFR v = 0} with 0 < Ry < R an arbitrary real number and Wé’g is
I 0 b
introduced in the appendix. In fact, the space W&y’g contains constant functions and the Poincaré-

type inequality is established on W&’g /P°, the quotient space of the adequate weighted Sobolev
space with constant functions. We can see that the bilinear form a(z, w) = ay fQ} Vz-Vwdz+

m [ Vz - Vwda is coercive on V. In addition, the bilinear form a(-,-) and the linear one
l(w) = [r1 ¢w do are continuous on V. Then, the existence and uniqueness of the functions V@)
in V are guaranteed by the Lax-Milgram theorem.

3.3 Expansion of the functions VP at infinity

Recall that the functions V;) solve Problem (3.5). Let B(O,R) be the ball of center O and

radius R > 0 such that Q} C B(O, R). Then, the trace of V") on the curve 0B(0O,R) N Q™ is
smooth and can be written as the sum of its Fourier series:

VP)(R,0) = oz(()p) + Z oP) cos(nb) + BP) sin(nb). (3.33)

n>1
Using Poisson’s Kernel, we then get that:
VP (r,0) = ozo ) 4 Z ( cos(nd) + B Sln(n9)> (3.34)
n>1

The behavior of the function Vn(f ) at infinity prescribes a(()p ) —0.
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3.4 Error estimate for the antiplane problem

In this section we establish an error estimate for the studied problem by increasing the H!-
norm by powers of € (characteristic length of the inclusion). First, we begin by considering the

following problem for a given g € Hf%(lﬂe) and h € H%(F):

arAgzp(x) =0 in Q%, (3.35a)

amAgzm(x) =0 in Q. (3.35b)

zp(x) = 2m(x) on I'®, (3.35¢)

afOn2f(T) = mOnzm(x) + g(x) on I'®, (3.35d)
zm(x) = h(x) on I (3.35€)

By passing to a weak form we obtain the following equivalent problem: Find z € H'(Q) with
z = h on I' such that

/ Vz-dew—i—/ Vz'dea:—i-/ gwdo =0, Vw € H(Q). (3.36)

Lemma 3.3. There ezists a unique solution z of the weak form (3.36) of Problem (3.35) satisfying

el < € (I3 0+ 903 )

where C' > 0 is a constant independent of e.

Proof. The surjectivity of the tliace operator guarantees the existence of a continuous lifting
operator H € HY(Q) of h € H2(T') (see e.g. [28,29]): Then z = 2 — H € H}(2) solves the

following variational equation:

1

Vz-Vwdx+ Vz-deac—i—/ gwda—i—/VH-dex:O, Yw € H(Q). (3.37)
s Qs Q
The bilinear form associated to this weak formulation a(u,v) an Vu-Vode + er Vu-Vudx

is coercive, i.e. aHU||H1(Q) < a(v,v), see [28,29]|. Then, from the Lax Milgram theorem we deduce

the existence and uniqueness of Z solution of (3.37). The coercivity of this bilinear form yields:

a||§|]§{1(9) < —/FE gzdo — /QVH -Vzde, (3.38)
and hence
a2y < 190 oy 1203 ey + IV H 2y |92 2200 (3.39)

< Cllzllav): IVZI2@) < Clzllai) and [VH| 2 <

Using the facts that ||§HH%(FS) < =

C||H|| () we obtain:

o7y < € (91,3 o) + 1H @) 12010 (3.40)
The continuity of the lifting operator gives us that ||H||g1(q) < C’HhH , SO we can write:
2l < € (ol g gy + Wl )- (3.4

O
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We are now ready to state the following result:

Theorem 3.4. There exists a constant C > 0 independent of € such that:
5|l 1oy < CeRHE, for all K € N,

where dy- is the residual introduced in Section 3.

Proof. With z = dj we have g € O (K and h € OH1

K+1 3
b (e (see Section 3.1.5). O

H™ % (T%)

3.5 Solution for a circular inclusion using the separation of variable method

In this section, we solve Problem (2.1) by the separation of variable method then we solve Problem
(3.5) by the same method and compare the two results for the first-order of the asymptotic
expansion. We will use the same geometrical configuration but with a circular shape for the
interface I'* and the boundary I'! (see Fig. 3).

Figure 3: Circular inclusion and domain.

3.5.1 Antiplane problem solve using the separation of variable method

Considering the polar coordinates (r, ) and the following particular form for the uj, k € {f, m}:

ug,(r,0) = fi(r)gx(0), (3.42)

we obtain from equations (2.1a) and (2.1b) the following equations:

2fx(r) () g,(0)
T +7r = - ) ke{f,m}. 3.43
£ TR T 0l0) tmt (3:49)
The left hand sides of these equations are independent of # and the right ones are independent
of r. Then they are both equal to the same constant, called separation constant, that can be

proven to be equal to ni with n; € N. This leads to the system of two decoupled equations:

P fi(r) +rfo(r) = nifu(r) = 0, (3.44a)
gv () + nigr(6) = 0. (3.44D)
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Using the equation (2.1c) we can see that g1(0) = g2(0) and then ny = n. We observe now that
we can search solutions of the forms of r* and thus we obtain:
) = Gt o, (3.450)
fm(r) = Cor™ +Csr™". (3.45b)
The solution must be bounded at the origin, hence ¢ = 0. The next step is to use the continuity

of the fields and their normal derivatives throughout the interface I'* to determine the constants
Cy, Cy and C3. In fact, from equations (2.1c) and (2.1d) we obtain with § = === a; and h = &

am—+
the following expressions:

R™™(1+5)

Cl(”) 1 +Bh2n ’ (346&)
R
R™ h2n
C3(n) = 14_%}12” (3.46¢)

By expanding C, Cy and C5 with respect to the small parameter h and taking n = 1 we can
bring up the first contribution of the inclusion in the expression of matrix field:

us, = ul® + huld) + h2u?), (3.47)
(1) ©0) (2

Since uyy,’ is zero and uyy,’, uy,’ are independent of £ so we can conclude that the first contribution
of the inclusion is of order 2.
3.5.2 Solving V() by the separation of variable method

Thanks to the separation of variable method and using polar coordinates (rs,6) (rs = Z) we

decompose the functions Vk(o) as follows:

rs, Z f (rs) cos(nf) + 97(1 )(7"5) sin(nf), ke{f,m}. (3.48)

n>1
Injecting (3.48) in (3.5a) and (3.5b) and solving the differential equations we obtain:

o= Al 4 apr]”, (3.49a)
gt = B b (3.49Db)

Using the interface conditions prescribed by (3.5¢) and (3.5d) we obtain:

VO (r,,0) = Qm — Of < i cos f) +
af «

Ts

sin 9> . (3.50)

af +«

with Vu(®(0) = (a b)’. Thus, Solving directly Problem (2.1) by the separation of variable
method we obtain that the first contribution of the inclusion is in 2. Now injecting (3.50) in
(3.8) we obtain:

2 _ —ar)b

T af+ am af+ am

The first contribution is indeed in €? which is in accordance with the result presented in Sec-
tion 3.5.1.
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4 Asymptotic expansion for the plane strain linear elasticity prob-
lem

We now propose an adaptation of the construction of the asymptotic expansion to the vector
valued case of the plain strain elasticity problem (2.2). One of the main differences will be the
appearance of an additional term in the expansion related to the difference of the constitutive
laws in the inclusion and in the matrix. The form of expansion is as follows:

K
[K] 0 iy i—1) i+1 i—1)
ul) (x) = u()(m)+Z;5 +Z€Vk +Z Z 6). (4.1)

where u(®) denotes the solution to Problem (2.2) still for £ = 0, the functions v(?) are defined

on {2 and the V;C(Z) and Z ,(:) functions on the whole R2.

The structure of this section globally follows the one for the Poisson problem in Section 3 apart
from the fact that we do not propose a resolution by separation of variables, mainly because it
gives no easily exploitable result in that case. Of course, an approximation by boundary elements
or a Galerkin method can still be considered. The result on the behavior at infinity of functions
V@ and Z@ is given in section 4.3 but only in the isotropic case. This also limits to the isotropic
case the error estimate given in Section 4.4.

4.1 Building the asymptotic expansion

The difference df ;, = uj, — u(® (k € {f,m}) is now solution to:

div o (df ;) (x) = —dive(Ey : e(u®))(x)  in Q3 (4.2a)

div zopn (df,,(2)) =0 in Q5,, (4.2b)

dy ¢(x) = dj ,, () onI'*, (4.2¢)

op(dy s (@) mj = =0 (dj (@) 1 + (B — Ey) : e(w®(2))] - mp onT%, (4.2d)
om(T) = onI'. (4.2¢)

This time, we note the emergence of two terms [(Ey, — Ef) : €(u®)(z)]-ny on I'?, which is similar
to the term (ayy, — af)9pu(® () of the antiplane problem, and a new term —div (E; : e(u(?))(z)
in Q5.

Still using the scaling y = £ and denoting Q" =
solution to the following scaled problem:

o Doily) = dogl(e) (k € {f.m}) is

divyo s (D§ ;) (y) = —e*divo(Ey : e(u))(ey))  in QF, (4.3a)
divyon(D§ ) (y) =0 in Q™ (4.3b)
D ;(y) = D§,(y)  onT, (4.3¢)

o (Do) (y) - np = —0m(Dg,,)(Y) -
+e[(BEm — Ef) : €x(u(ey))]-np  on T, (4.3d)
Dg,,(y) =0 on g (4.3e)
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Now, as ¢ is considered to be small compared to the size of the domain, we approximate Problem
(4.3) by the following problem defined on the dilated domain Q*° = lim._,o Q™*:

divyo1(D§ ;) (y) = —*divo(E; : e(u®))(ey))  in QF, (4.4a)
div yom (DG ,,)(y) =0 in Q°°, (4.4b)
D ;(y) = D§,(y)  onT! (4.4c)

o7 (Dgp)(Y) g = —om(DG)(Y) - nm
+e[(Ep — Ey) : €(uP(ey))] - ny  on T (4.4d)
Dg,.(y) =0 when |y| — oo. (4.4e)

Let us then introduce two problems which will allow us to construct the different orders of the
asymptotic expansion for the contribution of the inclusion. Both of these problems are defined
on the dilated domain Q. For each order p, we consider the functions V® and Z®) solutions
to:

divyo; (V7)) =0  inQ}, (4.52)
divyon,(VP)(y) =0  in Q% (4.5b)
VP2%y)=VP(y)  onT!, (4.5¢)
o1 (VYY) -ns = —om(VO)Y) nm+eP(y)  on T, (4.5d)
VP (y) =0 when |y| — oo, (4.5e)

and
divyos(Z2P)(y) = kP (y) i Q}, (4.62)
div 4o (ZP)(y) =0 in O™, (4.6b)
ZP(y)=2P(y)  onT, (4.6¢)
o (ZP)y) np = —0m(ZP)(y) - nm  onTY (4.6d)
ZP)(y) =0 when |y| — oo. (4.6¢)

The functions V) and Z®) are introduced to offset terms appearing on the boundary I'® and
in the domain Q% where the data ©?)(y) and kP (y) will be adapted to each order p. The
existence and uniqueness of the functions V® and Z®) are established later in Section 4.2.

From the regularity assumptions on the domain we can write Taylor expansions of €(u(?))(ey)
for y € T! and —div (E; : €(u(®))(ey) for y € Q}:

K
ex(u®(ey)) = 3wl (y) + O+, (4.7)
1=0
and
K .
—div o (Ey : e(u®))(ey) = 3 v @(y) + O (4.8)
1=0
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4.1.1 First-order approximation

The first-order approximation is constructed by compensating the first term in the expansion of
(En — Ef) : €(u)(cy)] - ny and the first one in the expansion of —div 4(E; : €(u®)))(cy).
With V() solving Problem (4.5) for ¢ (y) = [(E,, — E}) : w(()o)(y)] -n; and Z(© solving
Problem (4.6) for k(9 (y) = 49 (y) we update the residual:

k(@) = ui@) —uO(@) -V (5) - 2Z0(5),  ke{fim} (4.9)
The update of the difference allows us to obtain the first-order approximation:
ull@) =@ +eV (5 +220 (%), ke{fim} (4.10)

Then, for k € {f,m}, di ; is solution to:

div o (d5 ;) (@) = —dive(Ey : e @) (ey) — v (y)  in Q5 (4.11a)
div o (d ) (z) =0 in QF , (4.11b)
1r(@) =di () on I'®, (4.11c)
(dif)(®) -y = —on(di,,) (@) nny
+(Bn — Ey) : lea(u®(ey)) —wi (y)] -y onT?, (4.11d)
< (@) = —gvngO)(g) - 52259(%) on . (4.11e)

4.1.2 Second-order approximation

We have built a first-order approximation of the solution with ©(®, V(@ and Z©) independent
of €. The next step is to build the second-order approximation by compensating (E,, — Ey¢) :

[e(u®(ey)) — wi” ()] - g on T%, —div (B« e(u®))(zy) — 7 (y) in Q5 and -V, (2) on
I'. For that we introduce equivalent functions that play the same role as those introduced before
but this time on I':

div o, (v (q>)( ):0 in Q, (4.12a)
v (x) = @ (x) onT. (4.12Db)

We need to expand Vn(f’) at infinity:

K (i) K ()
0 ay(0) 1 iaqy (0) K+1
ViDiy) =) Tyli JFO(‘y‘K+1 =3¢ ?wli +O(ERY,  mel. (4.13)
i=1 =1

The previous expansion is proven in Section 4.3 in the isotropic case.
So, with V(1) solution of Problem (4.5) for ¢ (y) = [(E,, — Ey) : wél)(y)] -ny, ZW solution

(1)
Problem (4.6) for k(1) (y) = v (y) and v solution of Problem (4.12) for ) (x) = —%TV)
we update our residual as follows:

- & xr Zr
Su(@) = di (@) — V() - o (@) -2 (D). (4.14)
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The update of the difference allows us to obtain the second-order approximation:

x
uli(@) = (@) +V " (D)+220 0)+2V I O+ @) +02) (D), ke {fim}.
(4.15)
Then, for k € {f,m}, d; , solves the following problem:
divpos(d5 ) (x) = ~dive(Ey : e(u®)(ey) 4" () —ens’(y) Q5  (4.16a)
div gom(d;,,)(x) =0 in Q. (4.16b)
5.f(@) =d5 () on I'®, (4.16¢)
of(dyf)(@) -nf=—om(dy,,) (@) nm
(B — Ey) : [e(u® (ey))) — i (y) — e ()] - s
+e*(Ey, — Ey) : [e(v® (ey))] ‘my on I'®, (4.16d)
(1)
c a, (¢ (0)(2))
() =227 Vi
—62(2793)(?) + ngﬂ(f)) — a3z,gp(§) onT. (4.16¢)
4.1.3 Third-order approximation
Following the same approach, we expand as done before €(v(?))(ey) as follows:
e(v?)(ey) Ze( O(ef+h. (4.17)

Now, we need to expand Vn(ll) + Zﬁg) at infinity since both functions have a factor of £2:

K (i)
a;’ (0
v+ 2000 =32 4o () - Z

=1

K+1)

., xel. (418)

The previous expansion is proven in Section 4.3 in the isotropic case.

With V2 solution of Problem (4.5) for o) (y) = (E,, — Ey) : (w(()Q) (y) + wéo) (y) -nys, Z?
solving Problem (4.6) for k®(y) = v (y) and v® solution of Problem (4.12) for 4®) =
(1) (2)
o () ay’(9)

|z | [

we write the third-order update:

k(@) = dip(@) — V(@) - VP (D) =20 (3), ke {fm). (4.19)

The update of the difference allows us to obtain the third-order approximation:

uli@) = @) + V" () +220(2) + 2V () + 2o a)

X
+€3Z(1)(€)+53v(3)( )+€3V}€(2)(g) £4Z,£2)(;), ke {fm}. (4.20)
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Then, for k € {f,m}, d3 , solves the following problem:

—en(y) = () i 05, (4.21a)
div go2(d5,,)(x) =0  inQF,,  (4.21b)
d5 (@) =d5,,(x) onT%, (42l

op(d5 p)(@) - np =~ (d5 ) (@) My
HEm — Ey) : [e(u®)(ey) — o () — ew (y) - 2wy (y)] - ny
+eX(En — Ey) : [e(0? (ey)) — 0 (y)] - ny

)] -ny on I'? (4.21d)

a(l)(G) x x
s V) - Z0(2)
—53(v,52>(§)+z;}>(§))_542,5?(%) onT. (4.21¢)

4.1.4 Fourth-order approximation

As done for the Poisson problem, we go there to the fourth-order to deduce the general form of
the function 1. Now we expand €(v®))(ey):

e(v®)(ey) Z e’ w3 O(efK+1), (4.22)

We need to expand too Vn(f) + Z7(nl) at infinity since both functions have a factor of ¢3:

K 7 K i

(2) (1)) = 5 95 (0) oL \_ ;a5 (0) O(K+1 r

VIR + 20w =3 S+ 0 (e ) = 2o S O, @ el (423)
i=1 i=1

The previous expansion is proven in Section 4.3 in the isotropic case.

Finally, with V) solution of Problem (4.5) for ¢©®)(y) = (E,, — Ey) : (w(()3) (y) + wél)(y) +

wéo) (y)) - ny, Z© solving Problem (4.6) for k®)(y) = 'y(g?’) (y) and v solution of Problem
(1 (2) (3)

(4.12) for ) = —%2 @) _ar ) _ 2 ) we write the fourth-order update:

|| EE |z[®

(@) = d5 (@) — oW (@) — VI (D) 220 (D). ke (fm). (1.24)
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We obtain the following equations for dj ; (z), k € {f, m}:

divop(ds ;)(x) = —div o (Ey : e(u®))(ey) — 1" () — v ()
—52782)(1;) — 53763)(34) in Q%, (4.25a)
div ey, (dj,,)(x) =0 in QF,,(4.25b)
i’f(x) = Zm(x) on I'*) (4.25¢)
op(dif)(@) s = —opm(d5,) (@) P
H(Em — Ep):[(e(u®(ey)) — 0 (y) — ew () — 2§ () — S0 ()]
+eX(Em — Ep) : [(e(v? (ey)) — 0 (y)) — el ()]
+&3(Em — Ey) : [e(v® (ey) — 0l (y)] - ny
+eX (B, — Ey) : [e(wP(ey))] -ny  on T°, (4.25d)
1

(3) (2) (1)
c zagy (0) say (0) a; (0) _ys0 T
1m(T) ( ‘m|3 te ,a,|2 +e || Vin (5))

—SVOE) 120 E)) —5z0E)  onT. (4.25e)
13 13 13

4.1.5 The K-th order approximation

We can update our residual at the order n > 3 as follows:

n n n n— €T n n— £
k@) = di (@) — V(@) e VTV~ 2T (D), ke {fim). (426)

. (n) (n) _ _ aP O (-1 .
With v'™ solves Problem (4.12) for ") = — > pig=n—1 a0 V the solution of Problem

p>1,4>0 |

(4.5) with " V(y) = (E,, — Ef) : Zpgq:nfl wép)(y) -ms, and Z™1) solving Problem (4.6)
p=1,420

for K™~V (y) = vV (y). We are now able to build an approximation uE:K}(az) to the order
K>3 (ke {f,m}):

K
ull(@) = uO (@) + Y el +Z Vi +Z gtz (4.27)
=2

We obtain the following equations for d. , (k € {f,m}):

divos(dy ;) (@) = Og-1qr) (™t in QF, (4.28a)

div o, (di ) () = 0 in Q (4.28Db)

f}(f(w) = di () on I'®, (4.28¢)

o i(’f)(ag) ny = —am(d%’m)(:c) Ny + OH %(F R2)(5K+1)7 (4.28d)
Tm(®) =0 %(F,R%(EKH) on T (4.28e)
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4.2 Existence and uniqueness in unbounded domains for the linear elasticity
problem

A weak formulation of Problem (4.5) writes:

/ e(Vf(p)) cEy: e(w)dm+/ eV E, : e(w)de = / p-wdo, for all w € V.
0L s} Tt
(4.29)

Introducing the space V = {'v € (W&’S)Q;fFR vdo = 0} we can see that the bilinear form
fQ} e(Vf(p)) : By : e(w)dx 4 [0 € (V") © By, ¢ €(w)dz is coercive on V. In addition, this
bilinear form and the linear form fFl ¢ - wdo are continuous on V. Then, the existence and

uniqueness of the function V®) in V solution to (4.29) follow from the Lax-Milgram theorem.
The existence and uniqueness of Z®) are proven in the same way.

4.3 Expansion of the functions V. and Z%) at infinity

We restrict here to the isotropic case where E,, : € = X trace(€)I + 2ue, for A, u the Lamé
coefficients. In that case, according to [30] the functions

= (1) =
0= (S3). a2
o= (), =
svo=( i), &

whith p = (/\_ﬁj, generate the expansion at infinity of the functions Vn(lp ) and Z,(ff) which takes
the following form:

Vi =20 = 3 (a4 bl el + da(7Y).

seN*

4.4 Error estimate for the linear elasticity problem

In this section we establish an error estimate for the studied problem by increasing the H!(Q;R?)
norm by powers of ¢ (characteristic length of the inclusion). First, we begin by considering the
following problem for a given g € H_%(TE;]RQ), h € H%(F;]RQ) and f € H_l(ch;RQ):

dives(zs)(z) = —f(x) in %, (4.34a)

divon,(zm)(x) =0 in O, (4.34b)

zf(x) = zm(x) on I'®, (4.34c)

or(zp)(x) ny=—0m(zm)(T) -y + g(a:) on I'*, (4.34d)
zm(x) = h(x) onI. (4.34¢)
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Its weak form can be written as: Find z € H'(Q; R?) with z = h on I such that:
/ €(z): Ef:e(w)de +/ €(z): By, : €(w)dx +/ g -wdo = / frwdxe, (4.35)
; 2 : ;

for all w € H'(Q;R?) such that w =0 on I.

Lemma 4.1. There exists a unique solution z to the weak form (4.35) of Problem (4.34) satis-
fying
12l < € (11,3 pmey + 1913 ey + 1100558 )

where C' > 0 s a constant independent of €.

Proof. The surjectivity of the trace operator guarantees the existence of a continuous lifting
operator H € H'(Q;R?) of h (see [29]). Then, z = z — H solves the following equation for all
w € H'(2;R?) such that w = 0 on I':

/Ee(z):Ef:e(w)dac—l—/E e(z):Em:e(w)dac—i—/ €Z): B : e(w)da
f m

5

—1—/%6(2):Em:e(w)dw—i—/sg-wda— Q;:cf-wdac. (4.36)

The bilinear form a(u,v) ng € ce(w)de + [. €(u) : By, : €(v)da associated to

the weak formulation (4.36) is coercive, i.e. a|]v||%{1(Q;R2) < a(v,v), see e.g. [28,29]. Then, the
Lax-Milgram theorem guarantees the existence and uniqueness of Z solution of (4.36) and hence
existence and uniqueness of solution to (4.36) follow. Using the coercivity of the bilinear form
we obtain:

a||E||12L11(Q;R2) < —/FE g.zdo — /QO'(H) c€(Z)dx + . fzde, (4.37)
f

hence,
QHE”?{l(Q;Rz) < HQHH%(FE;RQ)HEHH%(FE;RQ) + 1 f -1 or2) 121 51 (0sR2) (4.38)

and therefore,

O‘HE”%{l(Q;H@) <C (”!JHMj PeR2) + [ H || g1 (o2 + H.ﬂ|H*1(Q;R2)> 121 1 (;m2) - (4.39)

The continuity of the lifting operator gives us that ||H| g1 (qre) < C’||h,||H§ ey SO We can
write:

olZl @) < € (191,14 ooy + 103 oy + 1 D203 ) - (4.40)

Ul

We can now state the following result:

Theorem 4.2. In the isotropic case E,, : € = X trace(e€)l + 2ue, there exists a constant C' > 0
independent of € such that:

|5 | ey < CeXT, for all K € N
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Proof. With z = d§ we have f € Op-1(qp2)(e5¥ 1), g € OH‘%(FE,W)(EKH) and h € OH%(F,RQ)

using Lemma 4.1 we obtain the announced error estimate. O

(€K+1)

Remark 4.3. The limitation of the error estimate to the isotropic case is only due to the lim-
itation to this case of the expansion at infinity given in Section 4.3. An extension to some
non-isotropic cases may require an adapted result of expansion at infinity of functions VTSZ" ) and
zV,

5 Conclusion and perspectives

The purpose of this work was to study the interaction between an inclusion of a small size com-
pared to the size of the elastic body in which it operates. We were able to build an asymptotic
expansion starting from the field without inclusion and correcting by additional functions that
model the presence of the inclusion and its influence on the mechanical fields (asymptotic ex-

pansion at an arbitrary order K given by u[gK](:c) in (3.24) for the Poisson problem and by the

displacement ull ]( ) in (4.27) for linear elasticity). The model had been validated by compar-
ing the obtained result given by (3.51) with the one obtained by solving the problem using a
separation of variable method (3.47) (for the Poisson problem and with a circular shape of the
inclusion). Error estimates had been established in Sections 3.4 and 4.4. The main result for the
applications is that the functions v(¥ and V| solutions to some problems do not depend on &
and depend linearly on u(9) only by the expansion of its gradient at 2 = 0. For a given shape of
the inclusion, this make it possible to pre-compute once for all a basis for each v(¥ and V.
Natural perspectives of this work is the design of a numerical strategy first to compute a few
terms of the expansion obtained and then to compute the influence of an inclusion in an arbitrary
shaped body and the influence of several inclusions. Extension to large strain elasticity and to
three-dimensional problems are also of great interest. Finally, the extension to inhomogeneous
and anisotropic cases should be done without major difficulties.
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Appendix
A Poincaré-type inequality

We establish the existence and uniqueness of the profile functions V*) introduced previously
in the asymptotic expansion at order K given by (3.24). The functions V#) are defined on R?
(two-dimensional geometry) and are solutions to the family of Problems (3.5). For that, we will
introduce weighted Sobolev spaces W, (WO o in our case) similar to classical ones W™P (H!
in our case) but with weights that descrlbe the growth or the decay of functions at infinity.
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The idea of using weighted spaces arises naturally from Hardy’s inequalities and will allow us to
establish a Poincaré inequality relating to norms of functions and to that of their derivatives.

The use of these weights is necessary to obtain a Poincaré-type inequality and eliminates the
drawbacks of spaces defined by the closure of D(R?) for the Dirichlet norm and which are not
always spaces of distributions. The used weights arises naturally from Hardy’s inequality or from
a generalized Hardy’s inequality (see [31]) and the classical ones are of the form p = (1 + \x|2)%
but there is appearance of a logarithmic factor in our case.

A.1 Notations and functional setting

All functions and distributions here are defined on the two-dimensional real Euclidean space R2.

Let r = |z| = (22 + x%)% be the distance of a point x = (x1,x2) to the origin. Recall
that D(R?) denotes the space of infinitely differentiable functions with compact support and
D'(R?) its dual space called space of distributions. With A = (A1,...,\,) € N® a multi-index
D* = Di\l -+~ D)}n is the differential operator of order [A| = A; + -+ -+ \,. L?(R?) is the classical
space of measurable functions for which ([go |u|>dz) < oo. It is a Banach space for the norm
Jull = (Jpe [uf? dz).

With p = (1 + 7“2)% we introduce the weighted Sobolev space, which is appropriate to our
case, by:

Wos (R?) = {u € D'(R?), p~}(Igp) 'u € L*(R?), Vu € (L*(R?))?},

which is a reflexive Banach space equipped with its natural norm:
_ 1 12 2 L
el gy = (o™ Qg p) " ullzae) + [IVullzge)?-

We also define the semi-norm:
‘U|W&,§(R2) = HVUHL2(R2)-

With r= |z| we set 1g(r) = In(2 + 72), Bg = B(0, R) the open ball with center 0 and radius R
and B, R= = (BR)¢ the exterior of Bg. Finally, we define Py as the space of constant functions.
A.2 An intermediate result

The following result is an intermediate result to prove the equivalence of the norm and the
semi-norm.

Lemma A.1. For any large enough real number R, there exists a constant C'r such that:
Vo DB, elhweea, < Crlehyacs)

Proof. Let ¢ belongs to D}%. First, observe that, owing to the support of ¢, all integrals in the
norm and semi-norm are taken on B}% instead of R?. Hence, since the origin is in the interior of
Bpr, we can use r and Inr instead of p(r) and lg(r) in the expression of the norm and seminorm.
Then using g—f =Vop- % we can write:

2
=1
Let 6 be the angular variable, then we have:

o(r,0) = /T o(t,0) dt.

R

(A1)

(9131
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Now, assuming that R is large enough, we apply the generalized Hardy’s inequality (see [31])
(with v = —2) to the function r — ¢(r, ). Integrating with respect to 6 and applying (A.1) we
obtain:

-1 —1
||Ir—" Inr SDHLQ(B;%)SCHDSDHLQ(B;%)'

The needed result can now be proven.

A.3 A Poincaré-type inequality

Theorem A.2. The semi-norm |- |1 (R2) defines on W&’S(R2)/Po a norm which is equivalent
0 )

2
0
to the quotient norm.

Proof. 1t is clear that | - ) 1s @ norm on W&’Oz (R?)/Py, and that:

by 2 e
1,2 (2 2 2
Vu e WS R, fulyya(B) < flull iz (R2) (A2)
Thus, we only have to prove that there exits ¢ > 0 such that:

Vi € Wog(R:)/ P, llilyypagey m, < clubyya (B?). (A.3)

The proof proceeds in two steps. The first step consists in eliminating the quotient norm by
choosing an adequate representative of the class of 4. To this end, we fix a bounded open domain
of R?, with positive measure, say O, and we choose the representative U of 1 in W&’g (R2) that
satisfies the system of equations:

Vi e Po,/ Updx = 0. (A.4)
O

It is easy to see that (A.4) determines U uniquely and that:
||aHWé:02(]R2)/PO < ||UHW3:02(R2)- (A.5)

Therefore, the second step consists in proving that there exists a constant C' such that the
following bound holds for all U in W&’g (R?) satisfying (A.4):

”UHW(%:g([[@) < C’U|W&’g([{£2)' (A'6)

We shall prove it by contradiction. If (A.6) is not true, there exists a sequence (U, ) of elements
of Wé”g (R?) satisfying (A.5) and such that:

||UV||W3:O2(R2) =1and |UI/‘W&*§(R2) — 0. (A7)

Hence the sequence (U,) is bounded in Wé ’g (R?) and since this is a reflexive Banach space, we
can extract a subsequence, still denoted b’y (U,), that converges weakly to an element U, of
Wé’g(RQ) and it is easy to check from this weak convergence that U, also satisfies (A.5). But
since |U|W(};§(R2) tends to 0, the lower semi-continuity of the norm implies that |u|W&§ ®2) = 0-
Thus, U, is a constant (polynomial of Py) and the fact that U, satisfies (A.5) implies that U, = 0.

Now, we need a strong convergence to conclude by contradiction, but we cannot use a standard
compactness argument on an unbounded domain. Instead, we shall derive a strong convergence
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via an adequate partition of unity that will enable us to consider separately a bounded domain
where the topologies of W&’é and H' coincide and the exterior of a ball, where Lemma A.1 can
be applied.

Let R denote a real number, large enough to apply the generalized Hardy’s inequality. Let
¢ and 9 be two functions of C*°(R?) such that:

Va € R?, (p + 1) () = 1,0 < p(x) < 1,supp(¢) C Bry1,supp(y) C By. (A.8)

Since for fixed R, W&’g (Bpr+1) is isomorphic to R, H'(Bg41), we have that U,, converges weakly
to 0 in H'(Bgy1). Since H'(Bgy1) is compactly embedded into L?(Bgr.1), it follows that

U, — 0 strongly in L*(Bgy1), (A.9)

In addition, as ‘UV|W1’2(R2) tends to 0, it follows that
0,0

U, — 0 strongly in WY?(Bg, 1), (A.10)
so that
oU, — 0 strongly in W&’g(BRH). (A.11)

Now, let us examine the behavior of ¢U,. For fixed v, let (6;) be a sequence of functions of D(R?)
that tends to U, in Wol,’g (R?). Then, 90; belongs to D(B}) and we can apply to it Lemma (A.1)

1905llyp2 ey < CrIVO; iz sy (A.12)

Then, letting j tend to infinity and using the fact that ¢ is identically one outside Br41, we
obtain:

A /))”.(A.13)

1,2
Wo,o(BR+1

||¢UVHW172 R2 < CR|7:Z)UV|W172 B <Cr |7/}UV|p 1,2
0.0 (R?) 0.0(BR) W,

!
0.0 (BrNBR+1

Next, let v tend to infinity and observe that U, tends to zero strongly in W&’OQ (B;% N Bry1)

because B;% N Br+1 is bounded and Wéy’g(B;% N Br+1) is isomorphic to 1/\)1’2(le2 N Br+1); we
derive that:

YU, — 0 strongly in W&’S(B;%). (A.14)
Since U, = ¢U,, + U, we obtain:

U, — 0 strongly in W&’S(RZ), (A.15)
which contradicts the assumption (A.7) that:

HUMHW&g(Rz) = 1.
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