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Preamble

Let us start with a few key facts. This HDR corresponds to 6 years of research (2005–2011),
to stays in 3 countries (France, United Kingdom, Japan), to 24 articles (24 + 4− 3− 1, see
the publication list), to a huge number of applications for funds or positions, and to more
than twice this number of reference letters ! On the other hand, during that period I deeply
benefit from 1 very special collaborator and friend (Rafael), from 3 mentors (Werner, Marius,
Johannes), from 5 additional co-authors (Radu, Max, Konstantin, Hiroshi, Tomio), but even
more importantly from Claudine and Thomas. Obviously, all this was possible thanks to the
generosity of 3 research institutions (CNRS, FNS, JSPS) and thanks to the hospitality of the
mathematics departments of the Universities of Lyon, of Cambridge and of Tsukuba. Now,
this HDR was completed and submitted while Japan was facing the fear and the unknown
consequences of a tragical nuclear accident. So this work is dedicated to the inhabitants of
this country.

When I started thinking about this HDR and its content, a natural question occurred
to me: how would it be possible to condense 6 years of research in a single document ?
How could I link magnetic pseudodifferential calculus and the corresponding twisted crossed
product algebras to a topological approach of Levinson’s theorem, and add on the top of this
applications of Mourre theory and the abstract notion of time delay ? Obviously, this is
impossible. I could not find a way of giving an intelligent account on each of these subjects,
and I finally gave up with this project. More precisely, I decided to change my point of view,
perform a drastic choice between these subjects and present only a few works in their entirety.
So, among the publication list presented subsequently I have chosen 5 works, namely the
papers [17,19,20,23,24]. Clearly, they do not represent all subjects studied during these 6
years and give only a partial view of my interests. On the the hand, I have chosen them
because these works are self-content and rather complete (at least four of them). Chapter 3,
which is certainly not complete, stands for the cherry on the cake, or for the opening towards
the future.

Let us be more precise. Chapters 1 and 2 correspond to publications [17] and [20]. The
first one introduce the notion of time operator and the second one deals with the concept
of time delay. Both subjects are treated in a completely abstract framework. Chapter 1 is
self-consistency while Chapter 2 is based on the results obtained in Chapter 1. Note that the
final result is then complete in the sense that it provides a rather exhaustive relation between
2 notions of time delay, both developed without reference to a special model or setting.

Chapters 4 and 5, which correspond to publications [19] and [23], have the same structure
in pair: The first one presents the Aharonov-Bohm model almost from scratch while the

v



vi PREAMBLE

second one provides a thorough analysis of Levinson’s type theorems for this model based
on the result obtained in the previous chapter. Note that a completely new relation between
spectral and scattering theory is proposed in this chapter. Namely, the Chern number of a
bundle defined by a family of projections on bound states is related to a 3-trace applied on
the scattering part of the model.

Let us mention that Chapter 5 is also a good illustration of what we have in mind for a
topological approach of Levinson’s theorem. Indeed, part of last few years have been de-
voted to the development of a new approach of Levinson’s theorem, based on a construction
involving a C∗-algebraic framework. Then, Levinson’s theorem can be read as an index the-
orem, leading to new explanations for the corrections at thresholds. This research also led to
new expressions for the wave operators, the key elements in our approach. Obviously, this
HDR could have been centered on this project. However, my feeling is that this research is
still at a preliminary stage and I am looking for a more general and suitable framework. By
mainly concentrating on this subject, the above mentioned criterion of completeness would
certainly not be met and too much time would have been devoted to an unfinished work. A
more general document on our findings on the topological approach of Levinson’s theorem
will certainly appear once in the future, but for the time being Chapter 5 is a good illustration
on a concrete example.

Finally, Chapter 3 corresponds to a very recent work on the concept of a Mourre estimate
in a two-Hilbert spaces setting. Clearly, this work is only a first step in a direction of research
which could certainly be developed and lead to further new results. In fact, I enjoyed a lot
when working on this short contribution and I wanted to add it to this HDR as an opening to
the future. In particular, this initial work could lead to some new insights for the scattering
theory of highly anisotropic situations.

As already mentioned, these five chapters, which can be read independently, correspond
only to part of my interests and results. For completeness, a short description of my past
and current research is presented at the end of this preliminary part (the different works have
been divided into 3 main subjects which are very briefly introduced). However, despite this
partial picture and the absence of various fields of research, I hope that this document can
fully and truly present one thing: my passion for research and for the spread of knowledge.

Tsukuba, July 2011.
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8) M. Măntoiu, R. Purice, S. Richard, Spectral and propagation results for magnetic Schrödinger
operators; a C∗-algebraic framework, J. Funct. Ana. 250, 42–67, 2007.
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Past and current research

My past and current research can be divided into 3 main subjects. The numbers [·] correspond
to the ones in the publication list (articles can be downloaded from my homepage).

1) Levinson’s theorem and wave operators [6,11,12,13,15,19,22,23,b2,b3].
Levinson’s theorem is a relation between the number of bound states of a quantum me-

chanical system and an expression related to the scattering part of that system. The latter can
be written either in terms of an integral over the time delay, or as an evaluation of the spec-
tral shift function. In the simplest situations, the relation is an equality, but that is not always
the case. Depending on the space dimension and the existence of resonances at thresholds,
also called half-bound states, corrections to the former equality have to be taken into account.
Different explanations for these corrections can be found in the literature, but they often have
the flavor of a case-by-case study.

One of my main achievements was to show that Levinson’s theorem is a topological
theorem, and this includes the corrections. In our approach, we propose a topological expla-
nation by interpreting it as an index theorem. This does not only shed new light on it, but also
provides a more coherent and natural way to take the corrections and some regularizations
into account. The proof relies on evaluating the index of the wave operator by the winding
number of an expression involving not only the scattering operator, but also new operators
that describe the system at zero energy and large energy.

The papers [11,b2] give a good account of what we have in mind for the topological
Levinson’s theorem. Paper [12] contains precise statements and proofs for the example
of potential scattering in 1D. Papers [6,15,19,22] and [b3] contain other examples, namely
Schrödinger operators with point interaction, the rank one interaction, 3D potential scatter-
ing and Schrödinger operators with singular magnetic fields (also called Aharonov-Bohm
model). Publication [23] exhibits a generalization of Levinson’s theorem involving higher
degree traces, and publication [13] contains integrals of Weber-Schaftheitlin type, which are
necessary for the calculation of explicit formulae in [b3].

2) Magnetic systems and pseudodifferential calculus [1,3,7,8,10,16,18,21,b1].
In our research, we have investigated various models involving magnetic fields. Papers

[3] and [10] are concerned with the spectral analysis of magnetic Dirac operators. In the lat-
ter, perturbations of Coulomb-type with the optimal coupling constant are considered. Paper
[1] contains the spectral analysis of Schrödinger operators with a rather general magnetic
field.
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x PAST AND CURRENT RESEARCH

In papers [7,8,16,18,21,b1], we introduce and develop an approach for the magnetic
pseudodifferential calculus which depends only on the magnetic field and which does not
require the choice of any vector potential. Paper [b1] contains the presentation of the frame-
work which involves twisted crossed product C∗-algebras. In [7] and [8] we show the
relevance of this framework for the study of the spectral theory of generalized magnetic
Schrödinger operators with highly anisotropic magnetic fields and potentials. In [15] this
algebraic framework is extended to incorporate an anisotropic version of the usual Hörman-
der classes of symbols. These works contain applications to the spectral analysis of general
elliptic magnetic pseudodifferential operators. In publications [18,21], we extend the usual
notion of coherent states and states quantization in the presence of a magnetic field.

3) Mourre theory and applications [1,2,3,4,5,9,10,14,17,20,24,b4].
Papers [2,3,4,10] contain applications of the usual commutator theory of Mourre, which

is one of the most powerful tool in spectral and scattering theory. Limiting absorption prin-
ciples, refined spectral properties, propagation estimates and minimal escape velocity are
some of the outputs obtained. Paper [1] contains an application of a method of the weakly
conjugate operator (MWCO) in its original form, and in reference [5] we provide the first
attempt to extend the MWCO to operators with additional point spectrum. Papers [9] and
[14] are applications of another extension of the MWCO to operators acting on groups and
graphs. In references [17,20,b4] we provide an abstract framework for the concept of time
delay, a concept very close to experiments, and in [24] we develop few new results in relation
with Mourre theory in a very general setting.



Chapter 1

A new formula relating localisation
operators to time operators

1.1 Introduction and main results

Let H be a self-adjoint operator in a Hilbert space H and let T be a linear operator in H.
Generally speaking, the operator T is called a time operator for H if it satisfies the canonical
commutation relation

[T, H] = i, (1.1)

or, alternatively, the relation
T e−itH = e−itH(T + t). (1.2)

Obviously, these two equations are very formal and not equivalent. So many authors have
proposed various sets of conditions in order to give a precise meaning to them. For instance,
one has introduced the concept of infinitesimal Weyl relation in the weak or in the strong
sense [56], the T -weak Weyl relation [73] or various generalised versions of the Weyl relation
(see e.g. [14, 53]). However, in most of these publications the pair {H,T} is a priori given
and the authors are mainly interested in the properties of H and T that can be deduced from a
relation like (1.2). In particular, the self-adjointness of T , the spectral nature of H and T , the
connection with the survival probability, the form of T in the spectral representation of H ,
the relation with the theory of irreversibility and many other properties have been extensively
discussed in the literature (see [77, Sec. 8], [78, Sec. 3], [13, 42, 49, 50, 113] and references
therein).

Our approach is radically different. Starting from a self-adjoint operator H , one wonders
if there exists a linear operator T such that (1.1) holds in a suitable sense. And can we find
a universal procedure to construct such an operator ? This work is a first attempt to answer
these questions.

Our interest in these questions has been recently aroused by a formula put into evidence
in [111]. Along the proof of the existence of time delay for hypoelliptic pseudodifferential
operators H := h(P ) in L2(Rd), the author derives an integral formula linking the time
evolution of localisation operators to the derivative with respect to the spectral parameter of
H . The formula reads as follows: if Q stands for the family of position operators in L2(Rd)

1



2 CHAPTER 1. TIME OPERATOR

and f : Rd → C is some appropriate function with f = 1 in a neighbourhood of 0, then one
has on suitable elements ϕ ∈ L2(Rd)

lim
r→∞

1
2

∫ ∞

0
dt

〈
ϕ,

[
e−itH f(Q/r) eitH − eitH f(Q/r) e−itH

]
ϕ
〉

=
〈
ϕ, i d

dH ϕ
〉
, (1.3)

where d
dH stands for the operator acting as d

dλ in the spectral representation of H . So, this
formula furnishes a standardized procedure to obtain a time operator T only constructed in
terms of H , the position operators Q and the function f .

A review of the methods used in [111] suggested to us that Equation (1.3) could be
extended to the case of an abstract pair of operator H and position operators Φ acting in a
Hilbert spaceH, as soon as H and Φ satisfy two appropriate commutation relations. Namely,
suppose that you are given a self-adjoint operator H and a family Φ ≡ (Φ1, . . . , Φd) of
mutually commuting self-adjoint operators inH. Then, roughly speaking, the first condition
requires that for some ω ∈ C \ R the map

Rd 3 x 7→ e−ix·Φ(H − ω)−1 eix·Φ ∈ B(H)

is 3-times strongly differentiable (see Assumption 1.2.2 for a precise statement). The second
condition, Assumption 1.2.3, requires that for each x ∈ Rd, the operators e−ix·Φ H eix·Φ

mutually commute. Given this, our main result reads as follows (see Theorem 1.5.5 for a
precise statement):

Theorem 1.1.1. Let H and Φ be as above. Let f be a Schwartz function on Rd such that
f = 1 on a neighbourhood of 0 and f(x) = f(−x) for each x ∈ Rd. Then, for each ϕ in
some suitable subset of H one has

lim
r→∞

1
2

∫ ∞

0
dt

〈
ϕ,

[
e−itH f(Φ/r) eitH − eitH f(Φ/r) e−itH

]
ϕ
〉

= 〈ϕ, Tfϕ〉, (1.4)

where the operator Tf acts, in an appropriate sense, as i d
dλ in the spectral representation of

H .

One infers from this result that the operator Tf is a time operator. Furthermore, an
explicit description of Tf is also available: if H ′

j denotes the self-adjoint operator associated
with the commutator i[H, Φj ] and H ′ := (H ′

1, . . . , H
′
d), then Tf is formally given by

Tf = −1
2

(
Φ ·R′

f (H ′) + R′
f (H ′) · Φ)

, (1.5)

where R′
f : Rd → Cd is some explicit function (see Section 1.4 and Proposition 1.5.2).

In summary, once a family (Φ1, . . . , Φd) of mutually commuting self-adjoint operators
satisfying Assumptions 1.2.2 and 1.2.3 has been given, then a time operator can be defined
either in terms of the l.h.s. of (1.4) or in terms of (1.5). When suitably defined, both expres-
sions lead to the same operator. We also mention that the equality (1.4), with r.h.s. defined
by (1.5), provides a crucial preliminary step for the proof of the existence of quantum time
delay and Eisenbud-Wigner Formula for abstract scattering pairs {H, H + V }. In addition,
Theorem 1.1.1 establishes a new relation between time dependent scattering theory (l.h.s.)
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and stationary scattering theory (r.h.s.) for a general class of operators. We refer to the
discussion in Section 1.6 for more information on these issues.

Let us now describe more precisely the content of this work. In Section 1.2 we recall the
necessary definitions from the theory of the conjugate operator and define a critical set κ(H)
for the operator H . In the more usual setup where H = h(P ) is a function of the momentum
vector operator P and Φ is the position vector operator Q in L2(Rd), it is known that the
critical values of h

κh :=
{
λ ∈ R | ∃x ∈ Rd such that h(x) = λ and h′(x) = 0

}

plays an important role (see e.g. [7, Sec. 7]). Typically, the operator h(P ) has bad spectral
properties and bad propagation properties on κh. For instance, one cannot obtain a simple
Mourre estimate at these values. Such phenomena also occur in the abstract setup. Since the
operator H is a priori not a function of an auxiliary operator as h(P ), the derivative appearing
in the definition of κh does not have a direct counterpart. However, the identities (∂jh)(P ) =
i[h(P ), Qj ] suggest to define the set of critical values κ(H) in terms of the vector operator
H ′ :=

(
i[H, Φ1], . . . , i[H, Φd]

)
. This is the content of Definition 1.2.5. In Lemma 1.2.6

and Theorem 1.3.6, we show that κ(H) is closed, contains the set of eigenvalues of H , and
that the spectrum of H in σ(H) \ κ(H) is purely absolutely continuous. The proof of the
latter result relies on the construction, described in Section 1.3, of an appropriate conjugate
operator for H .

In Section 1.4, we recall some definitions in relation with the function f that appear
in Theorem 1.1.1. The function Rf is introduced and some of its properties are presented.
Section 1.5 is the core of the work and its most technical part. It contains the definition of
Tf and the proof of the precise version of Theorem 1.1.1. Suitable subspaces ofH on which
the operators are well-defined and on which the equalities hold are introduced.

An interpretation of our results is proposed in Section 1.6. The relation with the theory
of time operators is explained, and various cases are presented. The importance of Theorem
1.5.5 for the proof of the existence of the quantum time delay and Eisenbud-Wigner Formula
is also sketched.

In Section 1.7, we show that our results apply to many operators H appearing in physics
and mathematics literature. Among other examples, we treat Friedrichs Hamiltonians, Stark
Hamiltonians, some Jacobi operators, the Dirac operator, convolution operators on locally
compact groups, pseudodifferential operators, adjacency operators on graphs and direct in-
tegral operators. In each case, we are able to exhibit a natural family of position operators
Φ satisfying our assumptions. The diversity of the examples covered by our theory make us
strongly believe that Formula (1.4) is of natural character. Moreover it also suggests that the
existence of time delay is a very common feature of quantum scattering theory. We also point
out that one by-product of our study is an efficient algorithm for the choice of a conjugate
operator for a given self-adjoint operator H (see Section 1.3). This allows us to obtain (or
reobtain) non trivial spectral results for various important classes of self-adjoint operators
H .

As a final comment, we would like to emphasize that one of the main interest of our
study comes from the fact that we do not restrict ourselves to the standard position operators
Q and to operators H which are functions of P . Due to this generality, we cannot rely on
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the usual canonical commutation relation of Q and P and on the subjacent Fourier analysis.
This explains the constant use of abstract commutators methods throughout the work.

1.2 Critical values

In this section, we recall some standard notions on the conjugate operator theory and intro-
duce our general framework. The set of critical values is defined and some of its properties
are outlined. This subset of the spectrum of the operator under investigation plays an essen-
tial role in the sequel.

We first recall some facts principally borrowed from [7]. Let H and A be two self-adjoint
operators in a Hilbert space H. Their respective domain are denoted by D(H) and D(A),
and for suitable ω ∈ C we write Rω for (H − ω)−1. The operator H is of class C1(A) if
there exists ω ∈ C \ σ(H) such that the map

R 3 t 7→ e−itA Rω eitA ∈ B(H) (1.6)

is strongly differentiable. In that case, the quadratic form

D(A) 3 ϕ 7→ 〈Aϕ,Rωϕ〉 − 〈R∗
ωϕ,Aϕ〉 ∈ C

extends continuously to a bounded operator denoted by [A,Rω] ∈ B(H). It also follows
from the C1(A)-condition that D(H) ∩ D(A) is a core for H and that the quadratic form
D(H)∩D(A) 3 ϕ 7→ 〈Hϕ, Aϕ〉 − 〈Aϕ,Hϕ〉 is continuous in the topology of D(H). This
form extends then uniquely to a continuous quadratic form [H, A] on D(H), which can be
identified with a continuous operator from D(H) to D(H)∗. Finally, the following equality
holds:

[A,Rω] = Rω[H, A]Rω. (1.7)

It is also proved in [44, Lemma 2] that if [H, A]D(H) ⊂ H, then the unitary group {eitA}t∈R
preserves the domain of H , i.e. eitAD(H) ⊂ D(H) for all t ∈ R. In the sequel, we shall
say that i[H, A] is essentially self-adjoint on D(H) if [H, A]D(H) ⊂ H and if i[H, A] is
essentially self-adjoint on D(H) in the usual sense.

We now extend this framework in two directions: in the number of conjugate operators
and in the degree of regularity with respect to these operators. So, let us consider a family
Φ ≡ (Φ1, . . . , Φd) of mutually commuting self-adjoint operators inH (throughout the work,
we use the term “commute” for operators commuting in the sense of [86, Sec. VIII.5]). Then
we know from [19, Sec. 6.5] that any measurable function f ∈ L∞(Rd) defines a bounded
operator f(Φ) inH. In particular, the operator eix·Φ, with x ·Φ ≡ ∑d

j=1 xjΦj , is unitary for
each x ∈ Rd. Note also that the conjugation

Cx : B(H) → B(H), B 7→ e−ix·Φ B eix·Φ

defines an automorphism of B(H).

Within this framework, the operator H is said to be of class Cm(Φ) for m = 1, 2, . . . if
there exists ω ∈ C \ σ(H) such that the map

Rd 3 x 7→ e−ix·Φ Rω eix·Φ ∈ B(H) (1.8)
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is strongly of class Cm in H. One easily observes that if H is of class Cm(Φ), then the
operator H is of class Cm(Φj) for each j (the class Cm(Φj) being defined similarly).

Remark 1.2.1. A bounded operator S ∈ B(H) belongs to C1(A) if the map (1.6), with Rω

replaced by S, is strongly differentiable. Similarly, S ∈ B(H) belongs to Cm(Φ) if the map
(1.8), with Rω replaced by S, is strongly Cm.

In the sequel, we assume that H is regular with respect to the group {eix·Φ}x∈Rd in the
following sense.

Assumption 1.2.2. The operator H is of class C1(Φ), and for each j ∈ {1, . . . , d}, i[H, Φj ]
is essentially self-adjoint on D(H), with its self-adjoint extension denoted by H ′

j . The oper-
ator H ′

j is of class C1(Φ), and for each k ∈ {1, . . . , d}, i[H ′
j , Φk] is essentially self-adjoint

on D(H ′
j), with its self-adjoint extension denoted by H ′′

jk. The operator H ′′
jk is of class

C1(Φ), and for each ` ∈ {1, . . . , d}, i[H ′′
jk, Φ`] is essentially self-adjoint on D(H ′′

jk), with
its self-adjoint extension denoted by H ′′′

jk`.

This assumption implies the invariance of D(H) under the action of the unitary group
{eix·Φ}x∈Rd . Indeed, this follows from the condition [H,Φj ]D(H) ⊂ H and from [44,
Lemma 2] that eitΦj D(H) ⊂ D(H) for all t ∈ R. In fact, one obtains that eitΦj D(H) =
D(H), and since this property holds for each j one also has eix·ΦD(H) = D(H) for all
x ∈ Rd. As a consequence, we obtain in particular that each self-adjoint operator

H(x) := e−ix·Φ H eix·Φ (1.9)

(with H(0) = H) has domain D[H(x)] = D(H).

Similarly, the domains D(H ′
j) and D(H ′′

jk) are left invariant by the action of the uni-
tary group {eix·Φ}x∈Rd , and the operators H ′

j(x) := e−ix·Φ H ′
j eix·Φ and also the operators

H ′′
jk(x) := e−ix·Φ H ′′

jk eix·Φ are self-adjoint with domains D(H ′
j) and D(H ′′

jk) respectively.

Our second main assumption concerns the family of operators H(x).

Assumption 1.2.3. The operators {H(x)}x∈Rd mutually commute.

Using the fact that the map Rd 3 x 7→ Cx ∈ Aut[B(H)] is a group morphism, one
easily shows that Assumption 1.2.3 is equivalent the commutativity of each H(x) with H .
Furthermore, Assumptions 1.2.2 and 1.2.3 imply additional commutation relations:

Lemma 1.2.4. The operators H(x), H ′
j(y), H ′′

k`(z) mutually commute for each j, k, ` ∈
{1, . . . , d} and each x, y, z ∈ Rd.

Proof. Let ω ∈ C \R, x, y, z ∈ Rd, j, k, `, m ∈ {1, . . . , d}, and set R(x) := [H(x)−ω]−1,
R′

j(x) := [H ′
j(x) − ω]−1 and R′′

jk(x) := [H ′′
jk(x) − ω]−1. By assumption, one has the

equality
R(x) R(εej)−R(0)

ε = R(εej)−R(0)
ε R(x)

for each ε ∈ R\{0}. By taking the strong limit as ε → 0, and by using (1.7) and Assumption
1.2.3, one obtains

R(0)
[
R(x)H ′

j −H ′
jR(x)

]
R(0) = 0.
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Since the resolvent R(0) on the left is injective, this implies that R(x)H ′
j − H ′

jR(x) = 0
on D(H). Furthermore, since D(H) is a core for H ′

j the last equality can be extended to
D(H ′

j). So, one gets

R′
j(0)R(x) = R′

j(0)R(x)
(
H ′

j − ω
)
R′

j(0) = R(x)R′
j(0).

One infers from this that H(x) and H ′
j(y) commute by using the morphism property of the

map Rd 3 x 7→ Cx ∈ Aut[B(H)].

A similar argument leads to the commutativity of the operators H ′
j(x) and H ′

k(y) by

considering the operators R′
j(x)R(εek)−R(0)

ε and R(εek)−R(0)
ε R′

j(x). The commutativity of

H(x) and H ′′
jk(z) is obtained by considering the operators R(x)

R′j(εek)−R′j(0)

ε together with
R′j(εek)−R′j(0)

ε R(x), and the commutativity of H ′
j(y) and H ′′

k`(z) by considering the operators

R′
j(y)R′k(εe`)−R′k(0)

ε and R′k(εe`)−R′k(0)
ε R′

j(y). Finally, the commutation between H ′′
jk(x) and

H ′′
`m(y) is obtained by considering R′′

jk(x)R′`(εem)−R′`(0)
ε and R′`(εem)−R′`(0)

ε R′′
jk(x). Details

are left to the reader.

For simplicity, we write H ′ for the vector operator (H ′
1, . . . , H

′
d), and define for each

measurable function f : Rd → C the operator f(H ′) by using the d-variables functional
calculus. The symbol EH( ·) denotes the spectral measure of H .

Definition 1.2.5. A number λ ∈ R is called a regular value of H if there exists δ > 0 such
that

lim
ε↘0

∥∥[
(H ′)2 + ε

]−1
EH

(
(λ− δ, λ + δ)

)∥∥ < ∞. (1.10)

A number λ ∈ R that is not a regular value of H is called a critical value of H . We denote
by κ(H) the set of critical values of H .

From now on, we shall use the shorter notation EH(λ; δ) for EH
(
(λ− δ, λ + δ)

)
. In the

next lemma we put into evidence some useful properties of the set κ(H).

Lemma 1.2.6. Let Assumptions 1.2.2 and 1.2.3 be verified. Then the set κ(H) possesses the
following properties:

(a) κ(H) is closed.

(b) κ(H) contains the set of eigenvalues of H .

(c) The limit limε↘0

∥∥[
(H ′)2+ε

]−1
EH(J)

∥∥ is finite for each compact set J ⊂ R\κ(H).

(d) For each compact set J ⊂ R \ κ(H), there exists a compact set U ⊂ (0,∞) such that
EH(J) = E|H′|(U)EH(J).

Proof. (a) Let λ0 be a regular value for H , i.e. there exists δ0 > 0 such that (1.10) holds with
δ replaced by δ0. Let λ ∈ (λ0 − δ0, λ0 + δ0) and let δ > 0 such that

(λ− δ, λ + δ) ⊂ (λ0 − δ0, λ0 + δ0).
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Then, since EH(λ; δ) = EH(λ0; δ0)EH(λ; δ), one has

lim
ε↘0

∥∥[
(H ′)2 + ε

]−1
EH(λ; δ)

∥∥ ≤ lim
ε↘0

∥∥[
(H ′)2 + ε

]−1
EH(λ0; δ0)

∥∥ < ∞.

But this means exactly that λ is a regular value for any λ ∈ (λ0 − δ0, λ0 + δ0). So the set of
regular values is open, and κ(H) is closed.

(b) Let λ ∈ R be an eigenvalue of H , and let ϕλ be an associated eigenvector with
norm one. Since H is of class C1(Φj) for each j, we know from the Virial theorem [7,
Prop. 7.2.10] that EH({λ})H ′

jE
H({λ}) = 0 for each j. This, together with Lemma 1.2.4,

implies that
EH({λ})[(H ′)2 + ε

]−1
EH({λ}) = ε−1EH({λ})

for each ε > 0. In particular, we obtain for each δ > 0 the equalities

[
(H ′)2 + ε

]−1
EH(λ; δ)ϕλ = EH({λ})[(H ′)2 + ε

]−1
EH({λ})ϕλ = ε−1ϕλ,

and

lim
ε↘0

∥∥[
(H ′)2 + ε

]−1
EH(λ; δ)

∥∥ ≥ lim
ε↘0

∥∥[
(H ′)2 + ε

]−1
EH(λ; δ)ϕλ

∥∥ = lim
ε↘0

ε−1‖ϕλ‖ = ∞.

Since δ has been chosen arbitrarily, this implies that λ is not a regular value of H .

(c) This follows easily by using a compacity argument.

(d) Let us concentrate first on the lower bound of U . Clearly, if |H ′| is strictly positive,
then U can be chosen in (0,∞) and thus is bounded from below by a strictly positive number.
So assume now that |H ′| is not strictly positive, that is 0 ∈ σ(|H ′|). By absurd, suppose
that U is not bounded from below by a strictly positive number, i.e. there does not exist
a > 0 such that U ⊂ (a,∞). Then for n = 1, 2, . . . , there exists ψn ∈ H such that
E|H′|([0, 1/n)

)
EH(J)ψn 6= 0, and the vectors

ϕn :=
E|H′|([0, 1/n)

)
EH(J)ψn

‖E|H′|([0, 1/n)
)
EH(J)ψn‖

satisfy ‖ϕn‖ = 1, and EH(J)ϕn = E|H′|([0, 1/n)
)
ϕn = ϕn. It follows by point (c) that

Const. ≥ lim
ε↘0

∥∥[
(H ′)2 + ε

]−1
EH(J)

∥∥ ≥ lim
ε↘0

∥∥[
(H ′)2 + ε

]−1
EH(J)ϕn

∥∥

= lim
ε↘0

∥∥[
(H ′)2 + ε

]−1
E|H′|([0, 1/n)

)
ϕn

∥∥

≥ lim
ε↘0

(
n−2 + ε

)−1‖ϕn‖

= n2,

which leads to a contradiction when n →∞.

Let us now concentrate on the upper bound of U . Clearly, if |H ′| is a bounded operator,
one can choose a bounded subset U of R and thus U is upper bounded. So assume now
that |H ′| is not a bounded operator. By absurd, suppose that U is not bounded from above,
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i.e. there does not exist b < ∞ such that U ⊂ (0, b). Then for n = 1, 2, . . . , there exists
ψn ∈ H such that E|H′|([n,∞)

)
EH(J)ψn 6= 0, and the vectors

ϕn :=
E|H′|([n,∞)

)
EH(J)ψn

‖E|H′|([n,∞)
)
EH(J)ψn‖

satisfy ‖ϕn‖ = 1, and EH(J)ϕn = E|H′|([n,∞)
)
ϕn = ϕn. It follows by Assumption 1.2.2

and Lemma 1.2.4 that |H ′|EH(J) is a bounded operator, and

Const. ≥ ∥∥|H ′|EH(J)
∥∥ ≥ ∥∥|H ′|EH(J)ϕn

∥∥ =
∥∥|H ′|E|H′|([n,∞)

)
ϕn

∥∥ ≥ n‖ϕn‖

which leads to a contradiction when n →∞.

1.3 Locally smooth operators and absolute continuity

In this section we exhibit a large class of locally H-smooth operators. We also show that the
operator H is purely absolutely continuous in σ(H) \ κ(H). These results are obtained by
using commutators methods as presented in [7].

In order to motivate our choice of conjugate operator for H , we present first a formal
calculation. Let Aη be given by

Aη := 1
2

{
η(H)H ′ · Φ + Φ ·H ′η(H)

}
,

where η is some real function with a sufficiently rapid decrease to 0 at infinity. Then Aη

satisfies with H the commutation relation

i[H, Aη] = i
2

∑d
j=1

{
η(H)H ′

j [H, Φj ] + [H, Φj ]H ′
jη(H)

}
= (H ′)2η(H),

which provides (in a sense to be specified) a Mourre estimate. So, in the sequel, one only
has to justify these formal manipulations and to determinate an appropriate function η.

First of all, one observes that for each j ∈ {1, . . . , d} and each ω ∈ C \ σ(H) the
operator H ′

jRω ≡ H ′
j(H − ω)−1 is a bounded operator. Indeed, one has (H − ω)−1H =

D(H) ⊂ D(H ′
j) by Assumption 1.2.2. In the following lemmas, Assumptions 1.2.2 and

1.2.3 are tacitly assumed, and we set 〈x〉 := (1 + x2)1/2 for any x ∈ Rn.

Lemma 1.3.1. (a) For j, k ∈ {1, . . . , d} and each γ, ω ∈ C\σ(H), the bounded operator
RγH ′

jRω belongs to C1(Φk).

(b) For j, k ∈ {1, . . . , d} the bounded self-adjoint operator 〈H〉−2H ′
j〈H〉−2 belongs to

C1(Φk).

(c) For j, k, ` ∈ {1, . . . , d}, the bounded self-adjoint operator i
[〈H〉−2H ′

j〈H〉−2, Φk

]

belongs to C1(Φ`).

(d) The operator H is of class C3(Φ).
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Proof. (a) Due to Assumption 1.2.2 one has for each ϕ ∈ D(Φk)
〈
Φkϕ,RγH ′

jRωϕ
〉− 〈

Rω̄H ′
jRγ̄ϕ, Φkϕ

〉

=
〈
Φkϕ,RγH ′

jRωϕ
〉− 〈

ΦkRγ̄ϕ,H ′
jRωϕ

〉
+

〈
ΦkRγ̄ϕ,H ′

jRωϕ
〉− 〈

Rω̄H ′
jRγ̄ϕ,Φkϕ

〉

=
〈
[Rγ̄ , Φk]ϕ,H ′

jRωϕ
〉

+
〈
ΦkRγ̄ϕ,H ′

jRωϕ
〉− 〈

H ′
jRγ̄ϕ,ΦkRωϕ

〉

+
〈
H ′

jRγ̄ϕ,ΦkRωϕ
〉− 〈

Rω̄H ′
jRγ̄ϕ,Φkϕ

〉

=
〈
[Rγ̄ , Φk]ϕ,H ′

jRωϕ
〉

+
〈
[H ′

j , Φk]Rγ̄ϕ, Rωϕ
〉

+
〈
H ′

jRγ̄ϕ, [Φk, Rω]ϕ
〉
.

This implies that there exists C < ∞ such that
∣∣〈Φkϕ,RγH ′

jRωϕ
〉− 〈

Rω̄H ′
jRγ̄ϕ, Φkϕ

〉∣∣ ≤ C‖ϕ‖2.

for each ϕ ∈ D(Φk), and thus the statement follows from [7, Lem. 6.2.9].

(b) Since 〈H〉−2 = R−iRi, the operator 〈H〉−2H ′
j〈H〉−2 is clearly bounded and self-

adjoint. Furthermore, by observing that

〈H〉−2H ′
j〈H〉−2 = Ri

(
R−iH

′
jRi

)
R−i

one concludes from (a) that 〈H〉−2H ′
j〈H〉−2 is the product of three operators belonging to

C1(Φk), and thus belongs to C1(Φk) due to [7, Prop. 5.1.5].

(c) Taking Lemma 1.2.4 into account, one gets

i
[〈H〉−2H ′

j〈H〉−2,Φk

]
= −2(RiH

′
kRi)(R−iH

′
jR−i)(Ri + R−i) + 〈H〉−2H ′′

jk〈H〉−2.

The first term is a product of operators which belong to C1(Φ`), and thus it belongs to
C1(Φ`). For the second term, a calculation similar to the one presented in (a) using Assump-
tion 1.2.2 shows that this term also belongs to C1(Φ`), and so the claim is proved.

(d) In this part of the proof, we freely use the notations of [7] for some regularity classes
with respect to the group generated by Φ`. Let us set G := D(H), and consider z ∈ C\σ(H)
and j, k, ` ∈ {1, . . . , d}. We know from the proof of (a) that the equality

i
[
i[Rz,Φj ], Φk

]
= −i[Rz, Φk]H ′

jRz −RzH
′′
jkRz −H ′

jRzi[Rz,Φk] (1.11)

holds on H. We also know from Assumption 1.2.2 and [7, Lemma 5.1.2.(b)] that Rz ∈
C1(Φ`;H,G), that H ′

j belongs to C1(Φ`;G,H) and that H ′′
jk belongs to C1(Φ`;G,H). So,

each term of the r.h.s. of (1.11) belongs to C1(Φ`), due to [7, Lemma 5.1.5]. This implies
that i

[
i[Rz,Φj ], Φk

] ∈ C1(Φ`), which proves the claim.

We can now give a precise definition of the conjugate operator A we will use, and prove
its self-adjointness. For that purpose, we consider the family

Πj := 〈H〉−2 H ′
j 〈H〉−2 , j = 1, . . . , d,

of mutually commuting bounded self-adjoint operators, and write Π := (Π1, . . . , Πd) for the
associated vector operator. Due to Lemma 1.3.1.(b), each operator Πj belongs to C1(Φj).
Therefore the operator

A := 1
2

(
Π · Φ + Φ ·Π)

is well-defined and symmetric on
⋂d

j=1D(Φj). For the next lemma, we note that this set
contains the domain D(Φ2) of Φ2.
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Lemma 1.3.2. The operator A is essentially self-adjoint on D(Φ2).

Proof. We use the criterion of essential self-adjointness [87, Thm. X.37].

Given a > 1, we define the self-adjoint operator N := Φ2 + Π2 + a with domain
D(N) ≡ D(Φ2) and observe that in the form sense on D(N) one has

N2 = Φ4 + Π4 + a2 + 2aΦ2 + 2aΠ2 + Φ2Π2 + Π2Φ2

= Φ4 + Π4 + a2 + 2aΦ2 + 2aΠ2 +
∑

j,k

{
ΦjΠ2

kΦj + ΠkΦ2
jΠk

}
+ R

with R :=
∑

j,k

{
Πk[Πk,Φj ]Φj+Φj [Φj , Πk]Πk+[Πk, Φj ]2

}
. Now, the following inequality

holds ∑

j,k

{
Πk[Πk, Φj ]Φj + Φj [Φj , Πk]Πk

} ≥ −dΦ2 −
∑

j,k

(
Πk[Πk, Φj ]

)2
.

Thus there exists c > 0 such that R ≥ −dΦ2 − c. Altogether, we have shown that in the
form sense on D(N)

N2 ≥ Φ4 + Π4 + (a2 − c) + (2a− d)Φ2 + 2aΠ2 +
∑

j,k

{
ΦjΠ2

kΦj + ΠkΦ2
jΠk

}
,

where the r.h.s. is a sum of positive terms for a large enough. In particular, one has for
ϕ ∈ D(N)

‖Nϕ‖2 ≥ ∥∥ΠjΦjϕ
∥∥2 +

∥∥ΦjΠjϕ
∥∥2

,

which implies that

‖Aϕ‖ ≤ 1
2

∑

j

{∥∥ΠjΦjϕ
∥∥ +

∥∥ΦjΠjϕ
∥∥} ≤ d‖Nϕ‖.

It remains to estimate the commutator [A,N ]. In the form sense on D(N), one has

2[A,N ] =
∑

j,k

{
[Πj , Φk]ΦjΦk + Φk[Πj ,Φk]Φj + Φj [Πj , Φk]Φk + ΦjΦk[Πj , Φk]

+ Πj [Φj ,Πk]Πk + ΠjΠk[Φj , Πk] + [Φj , Πk]ΠjΠk + Πk[Φj , Πk]Πj

}
.

The last four terms are bounded. For the other terms, Lemma 1.3.1.(c), together with the
bound

|〈Φjϕ,BΦkϕ〉| ≤ ‖B‖ 〈ϕ,Φ2ϕ〉 ≤ ‖B‖ 〈ϕ, Nϕ〉, ϕ ∈ D(N), B ∈ B(H),

leads to the desired estimate, i.e. 〈ϕ, [A, N ]ϕ〉 ≤ Const.〈ϕ, Nϕ〉.

Lemma 1.3.3. The operator H is of class C2(A) and the sesquilinear form i[H, A] onD(H)
extends to the bounded positive operator 〈H〉−2(H ′)2〈H〉−2.
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Proof. One has for each ϕ ∈ D(Φ2) and each ω ∈ C \ σ(H)

2
{〈

Rω̄ϕ, Aϕ
〉− 〈

Aϕ,Rωϕ
〉}

=
∑

j

{〈
Rω̄ϕ,

(
ΠjΦj + ΦjΠj

)
ϕ
〉− 〈(

ΠjΦj + ΦjΠj

)
ϕ, Rωϕ

〉}

=
∑

j

{〈
Πjϕ, [Rω, Φj ] ϕ

〉
+

〈
[Φj , Rω̄] ϕ,Πjϕ

〉}
. (1.12)

Since all operators in the last equality are bounded and since D(Φ2) is a core for A, this
implies that H is of class C1(A) [7, Lem. 6.2.9].

Now observe that the following equalities hold on H
i[Rω, A] = i

2

∑
j

{
Πj [Rω, Φj ] + [Rω,Φj ]Πj

}
= −Rω 〈H〉−2 (H ′)2 〈H〉−2 Rω.

Therefore the sesquilinear form i[H, A] on D(H) extends to the bounded positive operator
〈H〉−2 (H ′)2 〈H〉−2. Finally, the operator i[Rω, A] can be written as a product of factors in
C1(Φ`) for each `, namely

i[Rω, A] = −∑
j Rω

(
R−iH

′
jRi

)(
R−iH

′
jRi

)
Rω.

So i[Rω, A] also belongs to C1(Φ`) for each `, and thus a calculation similar to the one of
(1.12) shows that i[Rω, A] belongs to C1(A). This implies that H is of class C2(A).

Definition 1.3.4. A number λ ∈ R is called a A-regular value of H if there exist numbers
a, δ > 0 such that (H ′)2EH(λ; δ) ≥ aEH(λ; δ). The complement of this set inR is denoted
by κA(H).

The set of A-regular values corresponds to the Mourre set with respect to A. Indeed, if
λ is a A-regular value, then (H ′)2EH(λ; δ) ≥ aEH(λ; δ) for some a, δ > 0 and

EH(λ; δ)i[H, A]EH(λ; δ) = EH(λ; δ) 〈H〉−2 (H ′)2 〈H〉−2 EH(λ; δ) ≥ a′EH(λ; δ),

where a′ := a · infµ∈(λ−δ,λ+δ)〈µ〉−4. In the framework of Mourre theory, this means that the
operator A is strictly conjugate to H at the point λ [7, Sec. 7.2.2].

Lemma 1.3.5. The sets κ(H) and κA(H) are equal.

Proof. Let λ be a A-regular value of H . Then there exist a, δ > 0 such that

EH(λ; δ) ≤ a−1(H ′)2EH(λ; δ),

and we obtain for ε > 0:
∥∥[

(H ′)2 + ε
]−1

EH(λ; δ)
∥∥2

= sup
ϕ∈H, ‖ϕ‖=1

〈[
(H ′)2 + ε

]−1
ϕ,EH(λ; δ)

[
(H ′)2 + ε2

]−1
ϕ
〉

≤ a−2 sup
ϕ∈H, ‖ϕ‖=1

〈[
(H ′)2 + ε

]−1
ϕ,EH(λ; δ)(H ′)4[(H ′)2 + ε]−1ϕ

〉

≤ a−2
∥∥(H ′)2[(H ′)2 + ε]−1

∥∥2

≤ a−2,
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which implies, by taking the limit limε↘0, that λ is a regular value.

Now, let λ be a regular value of H . Then there exists δ > 0 such that

Const. ≥ lim
ε↘0

∥∥[
(H ′)2 + ε

]−1
EH(λ; δ)

∥∥

= lim
ε↘0

∥∥EH(λ; δ)
[
(H ′)2EH(λ; δ) + ε

]−1
EH(λ; δ)

∥∥

= lim
ε↘0

∥∥[
(H ′)2EH(λ; δ) + ε

]−1∥∥
B(Hλ,δ)

, (1.13)

where Hλ,δ := EH(λ; δ)H. But we have
∥∥[

(H ′)2EH(λ; δ) + ε
]−1∥∥

B(Hλ,δ)
= (a + ε)−1,

where the number a ≥ 0 is the infimum of the spectrum of (H ′)2EH(λ; δ), considered as an
operator in Hλ,δ. Therefore, Formula (1.13) entails the bound a−1 ≤ Const., which implies
that a > 0. In consequence, the operator (H ′)2EH(λ; δ) is strictly positive in Hλ,δ, namely,

(H ′)2EH(λ; δ) ≥ aEH(λ; δ)

with a > 0. This implies that λ is a A-regular value of H , and κ(H) is equal to κA(H).

We shall now state our main result on the nature of the spectrum of H , and exhibit a
class of locally H-smooth operators. The space

(D(A),H)
1/2,1

, defined by real interpo-
lation [7, Sec. 3.4.1], is denoted by K . Since for each j ∈ {1, . . . , d} the operator Πj

belongs to C1(Φj), we have D(〈Φ〉) ⊂ D(A), and it follows from [7, Thm. 2.6.3] and [7,
Thm. 3.4.3.(a)] that for s > 1/2 the continuous embeddings hold:

D(〈Φ〉s) ⊂ K ⊂ H ⊂ K ∗ ⊂ D(〈Φ〉−s). (1.14)

The symbol C± stands for the half-plane C± := {ω ∈ C | ±=(ω) > 0}.

Theorem 1.3.6. Let H satisfy Assumptions 1.2.2 and 1.2.3. Then,

(a) the spectrum of H in σ(H) \ κ(H) is purely absolutely continuous,

(b) each operator T ∈ B
(D(〈Φ〉−s),H)

, with s > 1/2, is locally H-smooth onR\κ(H).

Proof. (a) This is a direct application of [101, Thm. 0.1] which takes Lemmas 1.3.3 and
1.3.5 into account.

(b) We know from [101, Thm. 0.1] that the map ω 7→ Rω ∈ B(K , K ∗), which is
holomorphic on the half-plane C±, extends to a weak∗-continuous function on C± ∪ {R \
κ(H)}. Now, consider T ∈ B(K ∗,H). Then one has T ∗ ∈ B(H, K ), and it follows
from the above continuity that for each compact subset J ⊂ R\κ(H) there exists a constant
C ≥ 0 such that for all ω ∈ C with <(ω) ∈ J and =(ω) ∈ (0, 1) one has

‖TRωT ∗‖+ ‖TRω̄T ∗‖ ≤ C.

A fortiori, one also has supω ‖T (Rω −Rω̄)T ∗‖ ≤ C, where the supremum is taken over the
same set of complex numbers. This last property is equivalent to the local H-smoothness of
T on R \ κ(H). The claim is then obtained by using the last embedding of (1.14).
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1.4 Averaged localisation functions

In this section we recall some properties of a class of averaged localisation functions which
appears naturally when dealing with quantum scattering theory. These functions, which are
denoted Rf , are constructed in terms of functions f ∈ L∞(Rd) of localisation around the
origin 0 of Rd. They were already used, in one form or another, in [45], [110], and [111].

Assumption 1.4.1. The function f ∈ L∞(Rd) satisfies the following conditions:

(i) There exists ρ > 0 such that |f(x)| ≤ Const. 〈x〉−ρ for a.e. x ∈ Rd.

(ii) f = 1 on a neighbourhood of 0.

It is clear that s- limr→∞ f(Φ/r) = 1 if f satisfies Assumption 1.4.1. Furthermore, one
has for each x ∈ Rd \ {0}
∣∣∣∣
∫ ∞

0

dµ

µ

[
f(µx)− χ[0,1](µ)

]∣∣∣∣ ≤
∫ 1

0

dµ

µ
|f(µx)− 1|+ Const.

∫ +∞

1
dµµ−(1+ρ) < ∞,

where χ[0,1] denotes the characteristic function for the interval [0, 1]. Therefore the function
Rf : Rd \ {0} → C given by

Rf (x) :=
∫ +∞

0

dµ

µ

[
f(µx)− χ[0,1](µ)

]

is well-defined. If R∗+ := (0,∞), endowed with the multiplication, is seen as a Lie group
with Haar measure dµ

µ , then Rf is the renormalised average of f with respect to the (dilation)
action of R∗+ on Rd.

In the next lemma we recall some differentiability and homogeneity properties of Rf .
We also give the explicit form of Rf when f is a radial function. The reader is referred to
[111, Sec. 2] for proofs and details. The symbol S (Rd) stands for the Schwartz space on
Rd.

Lemma 1.4.2. Let f satisfy Assumption 1.4.1.

(a) Assume that (∂jf)(x) exists for all j ∈ {1, . . . , d} and x ∈ Rd, and suppose that there
exists some ρ > 0 such that |(∂jf)(x)| ≤ Const. 〈x〉−(1+ρ) for each x ∈ Rd. Then
Rf is differentiable on Rd \ {0}, and its derivative is given by

R′
f (x) =

∫ ∞

0
dµ f ′(µx).

In particular, if f ∈ S (Rd) then Rf belongs to C∞(Rd \ {0}).
(b) Assume that Rf belongs to Cm(Rd \ {0}) for some m ≥ 1. Then one has for each

x ∈ Rd \ {0} and t > 0 the homogeneity properties

x ·R′
f (x) = −1, (1.15)

t|α|(∂αRf )(tx) = (∂αRf )(x), (1.16)

where α ∈ Nd is a multi-index with 1 ≤ |α| ≤ m.
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(c) Assume that f is radial, i.e. there exists f0 ∈ L∞(R) such that f(x) = f0(|x|) for a.e.
x ∈ Rd. Then Rf belongs to C∞(Rd \ {0}), and R′

f (x) = −x−2x.

Obviously, one can show as in Lemma 1.4.2.(a) that Rf is of class Cm(Rd \ {0}) if
one has for each α ∈ Nd with |α| ≤ m that (∂αf)(x) exists and that |(∂αf)(x)| ≤
Const. 〈x〉−(|α|+ρ) for some ρ > 0. However, this is not a necessary condition. In some
cases (as in Lemma 1.4.2.(c)), the function Rf is very regular outside the point 0 even if f is
not continuous.

1.5 Integral formula

In this section we prove our main result on the relation between the evolution of the locali-
sation operators f(Φ/r) and the time operator Tf defined below. We begin with a technical
lemma that will be used subsequently. Since this result could also be useful in other situa-
tions, we present here a general version of it. The symbol F stands for the Fourier trans-
formation, and the measure dx on Rn is chosen so that F extends to a unitary operator in
L2(Rn).

Proposition 1.5.1. Let C ≡ (C1, . . . , Cn) and D ≡ (D1, . . . , Dd) be two families of mutu-
ally commuting self-adjoint operators in a Hilbert space H . Let k ≥ 1 be an integer, and
assume that each Cj is of class Ck(D). Let f ∈ L∞(Rn), set g(x) := f(x) 〈x1〉2k · · · 〈xn〉2k,
and suppose that the functions g and

x 7→ (Fg)(x) 〈x1〉k+1 · · · 〈xn〉k+1

are in L1(Rn). Then the operator f(C) belongs to Ck(D). In particular, if f ∈ S (Rn) then
f(C) belongs to Ck(D).

Proof. For each y ∈ Rd, we set Dy := 1
i|y|(e

iy·D −1). Then we know from [7, Lem. 6.2.3.(a)]

that it is sufficient to prove that
∥∥ adk

Dy

(
f(C)

)∥∥ is bounded by a constant independent of y.
By using the linearity of adk

Dy
( ·) and [7, Eq. 5.1.16], we get

adk
Dy

(
f(C)

)

= adk
Dy

(
g(C) 〈C1〉−2k · · · 〈Cn〉−2k )

=
∫

Rn

dx (Fg)(x) adk
Dy

(
eix1C1 〈C1〉−2k · · · eix2Cn 〈Cn〉−2k )

=
∑

k1+···+kn=k

Ck1···kn

∫

Rn

dx (Fg)(x) adk1
Dy

(
eix1C1 〈C1〉−2k ) · · · adkn

Dy

(
eix2Cn 〈Cn〉−2k )

,

where Ck1···kn > 0 is some explicit constant. Furthermore, since Cj is of class Ck(D), we
know from [7, Eq. 6.2.13] that

∥∥ adkj

Gy

(
eixjCj 〈Cj〉−2k )∥∥ ≤ Ckj

〈xj〉k+1 ,
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where Ckj
≥ 0 is independent of y and xj . This implies that

∥∥ adk
Dy

(
f(C)

)∥∥ ≤ Const.
∫

Rn

dx |(Fg)(x)| 〈x1〉k+1 · · · 〈xn〉k+1 ≤ Const. ,

and the claim is proved.

In Lemma 1.2.6.(a) we have shown that the set κ(H) is closed. So we can define for
each t ≥ 0 the set

Dt :=
{
ϕ ∈ D(〈Φ〉t) | ϕ = η(H)ϕ for some η ∈ C∞

c

(
R \ κ(H)

)}
.

The set Dt is included in the subspace Hac(H) of absolute continuity of H , due to Theorem
1.3.6.(a), and Dt1 ⊂ Dt2 if t1 ≥ t2. We refer the reader to Section 1.6 for an account on
density properties of the sets Dt.

In the sequel we shall consider the set of operators
{
H ′′

jk

}
as the components of a d-

dimensional (Hessian) matrix which we denote by H ′′ (H ′′T stands for its matrix transpose).
Furthermore we shall sometimes write C−1 for an operator C a priori not invertible. In such
a case, the operator C−1 will always be restricted to a set where it is well-defined. Namely,
if D is a set on which C is invertible, then we shall simply write “C−1 acting on D” instead
of using the notation C−1|D.

Proposition 1.5.2. Let H and Φ satisfy Assumptions 1.2.2 and 1.2.3. Let f satisfy Assump-
tion 1.4.1 and assume that Rf belongs to C1(Rd \ {0}). Then the map

tf : D1 → C, ϕ 7→ tf (ϕ) := −1
2

∑

j

{〈
Φjϕ, (∂jRf )(H ′)ϕ

〉
+

〈(
∂jRf

)
(H ′)ϕ,Φjϕ

〉}
,

is well-defined. Moreover, if (∂jRf )(H ′)ϕ belongs to D(Φj) for each j, then the linear
operator Tf : D1 → H defined by

Tfϕ := −1
2

(
Φ ·R′

f (H ′) + R′
f

(
H′
|H′|) · Φ |H ′|−1 + iR′

f

(
H′
|H′|

) · (H ′′TH ′) |H ′|−3
)
ϕ (1.17)

satisfies tf (ϕ) = 〈ϕ, Tfϕ〉 for each ϕ ∈ D1. In particular, Tf is a symmetric operator if f
is real and if D1 is dense in H.

Remark 1.5.3. Formula (1.17) is a priori rather complicated and one could be tempted to
replace it by the simpler formula −1

2

(
Φ · R′

f (H ′) + R′
f (H ′) · Φ)

. Unfortunately, a precise
meaning of this expression is not available in general, and its full derivation can only be
justified in concrete examples.

Remark 1.5.4. If ϕ ∈ D1 and if f either belongs to S (Rd) or is radial, then the assump-
tion (∂jRf )(H ′)ϕ ∈ D(Φj) holds for each j. Indeed, by Lemma 1.2.6.(d) there exists
η ∈ C∞

c

(
(0,∞)

)
such that (∂jRf )(H ′)ϕ = (∂jRf )(H ′)η

(
(H ′)2

)
ϕ. By Lemma 1.4.2 and

Proposition 1.5.1, it then follows that (∂jRf )(H ′)η
(
(H ′)2

) ∈ C1(Φj), which implies the
statement.
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Proof of Proposition 1.5.2. Let ϕ ∈ D1. Then Lemma 1.2.6.(d) implies that there exists a
function η ∈ C∞

c

(
(0,∞)

)
such that

(∂jRf )(H ′)ϕ = (∂jRf )(H ′)η
(
(H ′)2

)
ϕ.

Thus ‖(∂jRf )(H ′)ϕ‖ ≤ Const. ‖ϕ‖, and we have

|tf (ϕ)| ≤ Const. ‖ϕ‖ · ‖〈Φ〉ϕ‖,

which implies the first part of the claim.

For the second part of the claim, it is sufficient to show that
∑

j

〈(
∂jRf

)
(H ′)ϕ,Φjϕ

〉
=

〈
ϕ,

{
R′

f

(
H′
|H′|) ·Φ |H ′|−1 + iR′

f

(
H′
|H′|

) · (H ′′TH ′) |H ′|−3
}
ϕ
〉
.

Using Formula (1.16), Lemma 1.2.6.(d), and [34, Eq. 4.3.2], one gets
∑

j

〈(
∂jRf

)
(H ′)ϕ, Φjϕ

〉

=
∑

j

〈
(∂jRf )

(
H′
|H′|

)|H ′|−1ϕ,Φjϕ
〉

=
∑

j

lim
ε↘0

lim
δ→0

〈(
∂jRf

)(
H′
|H′|

)
ϕ, [(H ′)2 + ε]−1/2Φj(1 + iδΦj)−1ϕ

〉

=
〈
ϕ,R′

f

(
H′
|H′|) · Φ |H ′|−1ϕ

〉

+ π−1
∑

j

lim
ε↘0

lim
δ→0

∫ ∞

0
dt t−1/2

〈(
∂jRf

)(
H′
|H′|

)
ϕ,

[
[(H ′)2 + ε + t]−1, Φj(1 + iδΦj)−1

]
ϕ
〉
.

(1.18)

Now, using Assumption 1.2.2, Lemma 1.2.4 and the usual mollifiers technics, one obtains
that

lim
δ→0

[
[(H ′)2 + ε + t]−1,Φj(1 + iδΦj)−1

]
ϕ = 2i

[
(H ′)2 + ε + t

]−2(
H ′′TH ′)

j
ϕ.

So, the term (1.18) is equal to

π−1
∑

j

lim
ε↘0

∫ ∞

0
dt t−1/2

〈(
∂jRf

)(
H′
|H′|

)
ϕ, 2i[(H ′)2 + ε + t]−2

(
H ′′TH ′)

j
ϕ
〉

=
∑

j

lim
ε↘0

〈(
∂jRf

)(
H′
|H′|

)
ϕ, i[(H ′)2 + ε]−3/2

(
H ′′TH ′)

j
ϕ
〉

=
〈
ϕ, iR′

f

(
H′
|H′|

) · (H ′′TH ′) |H ′|−3ϕ
〉
,

and thus
∑

j

〈(
∂jRf

)
(H ′)ϕ,Φjϕ

〉
=

〈
ϕ,

{
R′

f

(
H′
|H′|) ·Φ |H ′|−1 + iR′

f

(
H′
|H′|

) · (H ′′TH ′) |H ′|−3
}
ϕ
〉
.
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Suppose for a while that f is radial. Then one has (∂jRf )(x) = −x−2xj due to Lemma
1.4.2.(c), and Formula (1.17) holds by Remark 1.5.4. This implies that Tf is equal to

T := 1
2

(
Φ · H′

(H′)2 + H′
|H′| · Φ |H ′|−1 + iH′

(H′)4 ·
(
H ′′TH ′)) (1.19)

on D1.

The next theorem is our main result; it relates the evolution of localisation operators
f(Φ/r) to the operator Tf . In its proof, we freely use the notations of [7] for some regularity
classes with respect to the unitary group generated by Φ. For us, a function f : Rd → C is
even if f(x) = f(−x) for a.e. x ∈ Rd.

Theorem 1.5.5. Let H and Φ satisfy Assumptions 1.2.2 and 1.2.3. Let f ∈ S (Rd) be an
even function such that f = 1 on a neighbourhood of 0. Then we have for each ϕ ∈ D2

lim
r→∞

1
2

∫ ∞

0
dt

〈
ϕ,

[
e−itH f(Φ/r) eitH − eitH f(Φ/r) e−itH

]
ϕ
〉

= tf (ϕ). (1.20)

Note that the integral on the l.h.s. of (1.20) is finite for each r > 0 since f(Φ/r) can be
factorized as

f(Φ/r) ≡ |f(Φ/r)|1/2 · sgn[f(Φ/r)] · |f(Φ/r)|1/2,

with |f(Φ/r)|1/2 locally H-smooth on R \ κ(H) by Theorem 1.3.6. Furthermore, since
Remark 1.5.4 applies, the r.h.s. can also be written as the expectation value 〈ϕ, Tfϕ〉.

Proof. (i) Let ϕ ∈ D2, take a real η ∈ C∞
c

(
R \ κ(H)

)
such that η(H)ϕ = ϕ, and set

ηt(H) := eitH η(H). Then we have
〈
ϕ,

[
eitH f(Φ/r) e−itH − e−itH f(Φ/r) eitH

]
ϕ
〉

=
∫

Rd

dx (Ff)(x)
〈
ϕ,

[
ηt(H) ei x

r
·Φ η−t(H)− η−t(H) ei x

r
·Φ ηt(H)

]
ϕ
〉

=
∫

Rd

dx (Ff)(x)
〈
ϕ,

[
ei x

r
·Φ ηt

(
H(x

r )
)
η−t(H)− η−t(H)ηt

(
H(−x

r )
)
ei x

r
·Φ ]

ϕ
〉

=
∫

Rd

dx (Ff)(x)
〈
ϕ,

{(
ei x

r
·Φ−1

)
ηt

(
H(x

r )
)
η−t(H) (1.21)

+ η−t(H)
[
ηt

(
H(x

r )
)− ηt

(
H(−x

r )
)]− η−t(H)ηt

(
H(−x

r )
)(

ei x
r
·Φ−1

)}
ϕ
〉
.

Since f is even, Ff is also even, and
∫

Rd

dx (Ff)(x)
〈
ϕ, η−t(H)

[
ηt

(
H(x

r )
)− ηt

(
H(−x

r )
)]

ϕ
〉

= 0.

Thus Formula (1.21), Lemma 1.2.4, and the change of variables µ := t/r, ν := 1/r, give

lim
r→∞

1
2

∫ ∞

0
dt

〈
ϕ,

[
e−itH f(Φ/r) eitH − eitH f(Φ/r) e−itH

]
ϕ
〉

= −1
2 lim

ν↘0

∫ ∞

0
dµ

∫

Rd

dxK(ν, µ, x), (1.22)
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where

K(ν, µ, x) := (Ff)(x)
〈
ϕ,

{
1
ν

(
eiνx·Φ−1

)
η(H(νx)) ei µ

ν
[H(νx)−H]

− η(H(−νx)) ei µ
ν
[H(−νx)−H] 1

ν

(
eiνx·Φ−1

)}
ϕ
〉
.

(ii) To prove the statement, we shall show that one may interchange the limit and the
integrals in (1.22), by invoking Lebesgue’s dominated convergence theorem. This will be
done in (iii) below. Here we pursue the calculations assuming that these interchanges are
justified.

There exists a bounded interval J ⊂ R such that ϕ = EH(J)ϕ. Thus

ei µ
ν
[H(νx)−H] ϕ = ei µ

ν
[H(νx)−H]EH(J) ϕ.

Furthermore, it follows from Assumption 1.2.2 and [7, Lem. 5.1.2.(b)] that H ∈ C2(Φ,G,H),
where G denotes the space D(H) endowed with the graph topology. In particular, we have
H ∈ C1

u(Φ,G,H) (see [7, Sec. 5.2.2]), and therefore the map

R \ {0} 3 ν 7→ iµ
ν [H(νx)−H]EH(J) ∈ B(H)

extends to a continuous map defined on R and taking value iµx ·HEH(J) at ν = 0. Since
the exponential B 7→ eiB is continuous from B(H) to B(H), the composed map

R 3 ν 7→ ei µ
ν
[H(νx)−H]EH(J) ∈ B(H)

is also continuous, and takes value eiµx·H′EH(J) at ν = 0. Summing up, we obtain that

lim
ν↘0

ei µ
ν
[H(νx)−H] ϕ = eiµx·H′

ϕ.

This identity, together with the symmetry of f , Lemma 1.4.2.(a), and Proposition 1.5.2,
implies that for ϕ ∈ D2

lim
r→∞

1
2

∫ ∞

0
dt

〈
ϕ,

[
e−itH f(Φ/r) eitH − eitH f(Φ/r) e−itH

]
ϕ
〉

= − i
2

∫ ∞

0
dµ

∫

Rd

dx (Ff)(x)
{〈

(x · Φ)ϕ, eiµx·H′
ϕ
〉− 〈

ϕ, e−iµx·H′
(x · Φ) ϕ

〉}

= −1
2

∑

j

∫ ∞

0
dµ

∫

Rd

dx [F (∂jf)](x)
[〈

Φjϕ, eiµx·H′
ϕ
〉

+
〈
ϕ, eiµx·H′

Φjϕ
〉]

= −1
2

∑

j

∫ ∞

0
dµ

[〈
Φjϕ, (∂jf)

(
µH ′)ϕ〉

+
〈(

∂jf
)(

µH ′)ϕ,Φjϕ
〉]

= tf (ϕ).

(iii) To interchange the limit ν ↘ 0 and the integration over µ in (1.22), one has to bound∫
Rd dxK(ν, µ, x) uniformly in ν by a function in L1

(
(0,∞),dµ

)
. We begin with the first

term of
∫
Rd dxK(ν, µ, x):

K1(ν, µ) :=
∫

Rd

dx (Ff)(x)
〈
〈Φ〉2ϕ, 1

ν

(
eiνx·Φ−1

)〈Φ〉−2η(H(νx)) ei µ
ν
[H(νx)−H] ϕ

〉
.
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Observe that for each multi-index α ∈ Nd with |α| ≤ 2 one has
∥∥∂α

x
1
ν

(
eiνx·Φ−1

)〈Φ〉−2
∥∥ ≤ Const.〈x〉, (1.23)

where the derivatives are taken in the strong topology and where the constant is independent
of ν ∈ (−1, 1). Since Ff ∈ S (Rd) it follows that

∣∣K1(ν, µ)
∣∣ ≤ Const., (1.24)

and thus K1(ν, µ) is bounded uniformly in ν by a function in L1
(
(0, 1], dµ

)
.

For the case µ > 1 we first remark that there exists a compact set J ⊂ R \ κ(H) such
that ϕ = EH(J)ϕ. There also exists ζ ∈ C∞

c

(
(0,∞)

)
such that ζ

(
(H ′)2

)
η(H) = η(H)

due to Lemma 1.2.6.(d). It then follows that

η(H(νx)) ei µ
ν
[H(νx)−H] ϕ = ζ

(
H ′(νx)2

)
η(H(νx)) ei µ

ν
[H(νx)−H] ϕ.

Moreover, from Assumption 1.2.3, we also get that

BJ
ν,µ(x)ϕ := EH(J) ei µ

ν
[H(νx)−H] EH(J)ϕ = ei µ

ν
[H(νx)−H] ϕ.

So, K1(ν, µ) can be rewritten as
∫

Rd

dx (Ff)(x)
〈〈Φ〉2ϕ, 1

ν

(
eiνx·Φ−1

)〈Φ〉−2ζ
(
H ′(νx)2

)
η(H(νx))BJ

ν,µ(x)ϕ
〉
.

Now, it is easily shown by using Assumption 1.2.2 and Lemma 1.2.4 that the function BJ
ν,µ :

Rd → B(H) is differentiable with derivative equal to
(
∂jB

J
ν,µ

)
(x) = iµH ′

j(νx)BJ
ν,µ(x).

Furthermore, the bounded operator

Aj,ν(x) := (Ff)(x) 1
ν

(
eiνx·Φ−1

)〈Φ〉−2H ′
j(νx)|H ′(νx)|−2ζ

(
H ′(νx)2

)
η(H(νx))

satisfies for each integer k ≥ 1 the bound
∥∥Aj,ν(x)

∥∥ ≤ Const.〈x〉−k,

due to Assumption 1.2.2, Lemma 1.2.4, Equation (1.23) and the rapid decay of Ff . Thus
K1(ν, µ) can be written as

K1(ν, µ) = −iµ−1
∑

j

∫

Rd

dx
〈〈Φ〉2ϕ,Aj,ν(x)

(
∂jB

J
ν,µ

)
(x)ϕ

〉
.

Now, calculations as in the proof of Lemma 1.3.1.(d) show that each operator H ′
j is of class

C2(Φ). So, the factor H ′
j(νx)|H ′(νx)|−2ζ

(
H ′(νx)2

)
η(H(νx)) in Aj,ν(x) can be rewritten

as e−iνx·Φ g(H, H ′
1, . . . , H

′
d) eiνx·Φ, with g ∈ S (Rd+1) and H, H ′

1, . . . , H
′
d mutually com-

muting and of class C2(Φ). It follows by Equation (1.23) and Proposition 1.5.1 that the map
Rd 3 x 7→ Aj,ν(x) ∈ B(H) is twice strongly differentiable and satisfies

∥∥(∂jAj,ν)(x)
∥∥ ≤ Const.〈x〉−k
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and ∥∥∂`

{
(∂jAj,ν)H ′

`(ν ·)(H ′(ν ·))−2
}
(x)

∥∥ ≤ Const. (1 + |ν|) 〈x〉−k (1.25)

for any integer k ≥ 1. Therefore one can perform two successive integrations by parts (with
vanishing boundary contributions) and obtain

K1(ν, µ) = iµ−1
∑

j

∫

Rd

dx
〈〈Φ〉2ϕ, (∂jAj,ν)(x)BJ

ν,µ(x)ϕ
〉

= −µ−2
∑

j,`

∫

Rd

dx
〈〈Φ〉2ϕ, ∂`

{
(∂jAj,ν)H ′

`(ν ·)(H ′(ν ·))−2
}
(x)BJ

ν,µ(x)ϕ
〉
.

This together with Formula (1.25) implies for each ν < 1 and each µ > 1 that
∣∣K1(ν, µ)

∣∣ ≤ Const. µ−2. (1.26)

The combination of the bounds (1.24) and (1.26) shows that K1(ν, µ) is bounded uniformly
for ν < 1 by a function in L1

(
(0,∞), dµ

)
. Since similar arguments shows that the same

holds for the second term of
∫
Rd dxK(ν, µ, x), one can interchange the limit ν ↘ 0 and the

integration over µ in (1.22).

The interchange of the limit ν ↘ 0 and the integration over x in (1.22) is justified by the
bound ∣∣K(ν, µ, x)

∣∣ ≤ Const.
∣∣x(Ff)(x)

∣∣,
which follows from Formula (1.23).

When the localisation function f is radial, the operator Tf is equal to the operator T ,
which is independent of f . The next result, which depicts this situation of particular interest,
is a direct consequence of Lemma 1.4.2.(c) and Theorem 1.5.5.

Corollary 1.5.6. Let H and Φ satisfy Assumptions 1.2.2 and 1.2.3. Let f ∈ S (Rd) be a
radial function such that f = 1 on a neighbourhood of 0. Then we have for each ϕ ∈ D2

lim
r→∞

1
2

∫ ∞

0
dt

〈
ϕ,

[
e−itH f(Φ/r) eitH − eitH f(Φ/r) e−itH

]
ϕ
〉

= 〈ϕ, Tϕ〉, (1.27)

with T defined by (1.19).

1.6 Interpretation of the integral formula

This section is devoted to the interpretation of Formula (1.20) and to the description of the
sets Dt. We begin by stressing some properties of the subspace K := ker

(
(H ′)2

)
of H,

which plays an important role in the sequel.

Lemma 1.6.1. (a) The eigenvectors of H belong to K,

(b) If ϕ ∈ K, then the spectral support of ϕ with respect to H is contained in κ(H),

(c) For each t ≥ 0, the set K is orthogonal to Dt,
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(d) For each t ≥ 0, the set Dt is dense in H only if K is trivial.

Proof. As observed in the proof of Lemma 1.2.6.(b), if λ is an eigenvalue of H then one has
EH({λ})H ′

jE
H({λ}) = 0 for each j. If ϕλ is some corresponding eigenvector, it follows

that H ′
jϕλ = EH({λ})H ′

jE
H({λ})ϕλ = 0. Thus, all eigenvectors of H belong to the

kernel of H ′
j , and a fortiori to the kernels of (H ′

j)
2 and (H ′)2.

Now, let ϕ ∈ K and let J be the minimal closed subset of R such that EH(J)ϕ = ϕ. It
follows then from Definition 1.2.5 that J ⊂ κ(H). This implies that ϕ⊥Dt, and thusK⊥Dt.
The last statement is a straightforward consequence of point (c).

Let us now proceed to the interpretation of Formula (1.20). We consider first the term
tf (ϕ) on the r.h.s., and recall that f is an even element of S (Rd) with f = 1 in a neighbour-
hood of 0. We also assume that f is real.

Due to Remark 1.5.4 with ϕ ∈ D1, the term tf (ϕ) reduces to the expectation value
〈ϕ, Tfϕ〉, with Tf given by (1.17). Now, a direct calculation using Formulas (1.15), (1.16),
and (1.17) shows that the operators Tf and H satisfy in the form sense on D1 the canonical
commutation relation [

Tf ,H
]

= i. (1.28)

Therefore, since the group {e−itH}t∈R leaves D1 invariant, the following equalities hold in
the form sense on D1:

Tf e−itH = e−itH Tf +
[
Tf , e−itH

]

= e−itH Tf − i

∫ t

0
ds e−i(t−s)H

[
Tf ,H

]
e−isH

= e−itH
(
Tf + t

)
.

In other terms, one has

〈
ψ, Tf e−itH ϕ

〉
=

〈
ψ, e−itH

(
Tf + t

)
ϕ
〉

(1.29)

for each ψ,ϕ ∈ D1, and the operator Tf satisfies on D1 the so-called infinitesimal Weyl
relation in the weak sense [56, Sec. 3]. Note that we have not supposed that D1 is dense.
However, if D1 is dense in H, then the infinitesimal Weyl relation in the strong sense holds:

Tf e−itH ϕ = e−itH
(
Tf + t

)
ϕ, ϕ ∈ D1. (1.30)

This relation, also known as Tf -weak Weyl relation [73, Def. 1.1], has deep implications on
the spectral nature of H and on the form of Tf in the spectral representation of H . Formally,
it suggests that Tf = i d

dH , and thus −iTf can be seen as the operator of differentiation with
respect to the Hamiltonian H . Moreover, being a weak version of the usual Weyl relation,
Relation (1.30) also suggests that the spectrum of H may not differ too much from a purely
absolutely continuous spectrum. These properties are now discussed more rigorously in
particular situations. In the first two cases, the density of D1 in H is assumed, and so the
point spectrum of H is empty by Lemma 1.6.1.
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Case 1 (Tf essentially self-adjoint): If the set D1 is dense in H, and Tf is essentially
self-adjoint on D1, then it has been shown in [56, Lemma 4] that (1.30) implies that the pair
{Tf , H} satisfies the usual Weyl relation, i.e.

eisH eitTf = eist eitTf eisH , s, t ∈ R.

It follows by the Stone-von Neumann theorem [86, VIII.14] that there exists a unitary opera-
tor U : H → L2(R;CN , dλ), with N finite or infinite, such that U eitTf U ∗ is the operator
of translation by t, and U eisH U ∗ is the operator of multiplication by eisλ. In terms of the
generator H , this means that U HU ∗ = λ, where “λ” stands for the multiplication operator
by λ in L2(R;CN , dλ). Therefore the spectrum of H is purely absolutely continuous and
covers the whole real line. Moreover, we have for each ψ ∈ H and ϕ ∈ D1

〈ψ, Tfϕ〉 = 〈ψ, Tfϕ〉 =
∫

R
dλ

〈
(U ψ)(λ), i d(U ϕ)

dλ (λ)
〉
CN ,

where d
dλ denotes the distributional derivative (see for instance [8, Rem. 1] for an interpreta-

tion of the derivative d
dλ ).

Case 2 (Tf symmetric): If the set D1 is dense in H, then we know from Proposition
1.5.2 and Remark 1.5.4 that Tf is symmetric. In such a situation, (1.30) once more im-
plies that the spectrum of H is purely absolutely continuous [73, Thm. 4.4], but it may not
cover the whole real line. We expect that the operator Tf is still equal to i d

dλ (on a suitable
subspace) in the spectral representation of H , but we have not been able to prove it in this
generality. However, this property holds in most of the examples presented below. If Tf and
H satisfy more assumptions, then more can be said (see for instance [104]).

Case 3 (Tf not densely defined): If D1 is not dense in H, then we are not aware of
general works using a relation like (1.29) to deduce results on the spectral nature of H or
on the form of Tf in the spectral representation of H . In such a case, we only know from
Theorem 1.3.6 that the spectrum of H is purely absolutely continuous in σ(H)\κ(H), but we
have no general information on the form of Tf in the spectral representation of H . However,
with a suitable additional assumption the analysis can be continued. Indeed, consider the
orthogonal decomposition H := K ⊕ G, with K ≡ ker

(
(H ′)2

)
. Then the operators H ,

H ′
j , and H ′′

k` are all reduced by this decomposition, due to Lemma 1.2.4. If we assume
additionally that TfD1 ⊂ G, then the analysis can be performed in the subspace G.

Since D1 ⊂ G by Lemma 1.6.1, the additional hypothesis allows us to consider the
restriction of Tf to G, which we denote by Tf . Let also H, H′j , and H′′k` denote the restrictions
of the corresponding operators in G. We then set

Dt :=
{
ϕ ∈ D(〈Φ〉t) ∩ G | ϕ = η(H)ϕ for some η ∈ C∞

c

(
R \ κ(H)

)} ⊂ G,

and observe that the equality (1.28) holds in the form sense on D1. In other words, (1.28)
can be considered in the reduced Hilbert space G instead of H. The interest of the above
decomposition comes from the following fact: If D1 is dense in G (which is certainly more
likely than in H), then Tf is symmetric and the situation reduces to the case 2 with the
operators H and Tf . If in addition Tf is essentially self-adjoint on D1, the situation even
reduces to the case 1 with the operators H and Tf . In both situations, the spectrum of H is
purely absolutely continuous. In Section 1.7, we shall present 2 examples corresponding to
these situations.
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Remark 1.6.2. The implicit condition TfD1 ⊂ G can be made more explicit. For example,
if the collection Φ is reduced by the decompositionH = K⊕G, then the condition holds (and
(1.20) also holds on D2). More generally, if ΦjD1 ⊂ G for each j, then the condition holds.
Indeed, if ϕ ∈ D1 one knows from Remark 1.5.4 that (∂jRf )(H ′)ϕ ∈ D(〈Φ〉), and one can
prove similarly that |H ′|−1ϕ ∈ D(〈Φ〉). Furthermore, there exists η ∈ C∞

c

(
R \ κ(H)

)
such

that (∂jRf )(H ′)ϕ = η(H)(∂jRf )(H ′)ϕ and |H ′|−1ϕ = η(H)|H ′|−1ϕ, which means that
both vectors ∂jRf (H ′)ϕ and |H ′|−1ϕ belong to D1. It follows that Tfϕ ∈ G by taking the
explicit form (1.17) of Tf into account.

Let us now concentrate on the other term in Formula (1.20). If we consider the operators
Φj as the components of an abstract position operator Φ, then the l.h.s. of Formula (1.20)
has the following meaning: For r fixed, it can be interpreted as the difference of times spent
by the evolving state e−itH ϕ in the past (first term) and in the future (second term) within
the region defined by the localisation operator f(Φ/r). Thus, Formula (1.20) shows that this
difference of times tends as r →∞ to the expectation value in ϕ of the operator Tf .

On the other hand, let us consider a quantum scattering pair {H, H + V }, with V an
appropriate perturbation of H . Let us also assume that the corresponding scattering operator
S is unitary, and recall that S commute with H . In this framework, the global time delay
τ(ϕ) for the state ϕ defined in terms of the localisation operators f(Φ/r) can usually be
reexpressed as follows: it is equal to the l.h.s. of (1.20) minus the same quantity with ϕ
replaced by Sϕ. Therefore, if ϕ and Sϕ are elements of D2, then the time delay for the
scattering pair {H,H + V } should satisfy the equation

τ(ϕ) = −〈ϕ, S∗[Tf , S]ϕ〉. (1.31)

In addition, if Tf acts in the spectral representation of H as a differential operator i d
dH , then

τ(ϕ) would verify, in our complete abstract setting, the Eisenbud-Wigner formula

τ(ϕ) =
〈
ϕ,−iS∗ dS

dH ϕ
〉
.

Summing up, as soon as the position operator Φ and the operator H satisfy Assumptions
1.2.2 and 1.2.3, then our study establishes a preliminary relation between time operators Tf

given by (1.17) and the theory of quantum time delay. Many concrete examples discussed in
the literature [8, 9, 10, 45, 74, 109, 111] turn out to fit in the present framework, and several
old or new examples are presented in the following section. Further investigations in relation
with the abstract Formula (1.31) will be considered in the next chapter.

Now, most of the above discussion depends on the size of D1 in H, and implicitly on
the size of κ(H) in σ(H). We collect some information about these sets. It has been proved
in Lemma 1.2.6.(d) that κ(H) is closed and corresponds to the complement in σ(H) of the
Mourre set (see the comment after Definition 1.3.4). It always contains the eigenvalues of
H . Furthermore, since the spectrum of H is absolutely continuous on σ(H) \ κ(H), the
support of the singularly continuous spectrum, if any, is contained in κ(H). In particular, if
κ(H) is discrete, then H has no singularly continuous spectrum. Thus, the determination of
the size of κ(H) is an important issue for the spectral analysis of H . More will be said in
the concrete examples of the next section.
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Let us now turn to the density properties of the sets Dt. For this, we recall that a subset
K ⊂ R is said to be uniformly discrete if

inf{|x− y| | x, y ∈ K and x 6= y} > 0.

Lemma 1.6.3. Assume that κ(H) is uniformly discrete. Then

(a) D0 is dense in Hac(H),

(b) If σp(H) = ∅ and if H is of class Ck(Φ) for some integer k, then Dt is dense in H
for any t ∈ [0, k).

Proof. (a) Let ϕ ∈ Hac(H) and ε > 0. Then there exists a finite interval [a, b] such that∥∥[
1−EH([a, b])

]
ϕ
∥∥ ≤ ε/2. Since κ(H) is uniformly discrete, the set κ(H)∩(a, b) contains

only a finite number N of points x1 < x2 < · · · < xN . Let us set x0 := a and xN+1 := b.
Since ϕ ∈ Hac, there exists δ > 0 such that xj + δ < xj+1 − δ for each j ∈ {0, . . . , N},
and ‖EH(Lδ)ϕ

∥∥ ≤ ε/2, where

Lδ := {x ∈ [a, b] | |x− xj | ≤ δ for each j = 0, 1, . . . , N + 1}.

Now, for any j ∈ {0, . . . , N} there exist ηj , η̃j ∈ C∞
c

(
(xj , xj+1); [0, 1]

)
such that η̃j(x) = 1

for x ∈ [xj + δ, xj+1 − δ] and ηj η̃j = η̃j . Therefore, if η :=
∑N

j=0 ηj , η̃ :=
∑N

j=0 η̃j

and ψ := η̃(H)ϕ, one verifies that η ∈ C∞
c

(
(a, b); [0, 1]

) ⊂ C∞
c

(
R \ κ(H)

)
and that

ψ = η(H)ψ, which imply that ψ ∈ D0. Moreover, one has

‖ϕ− ψ‖ ≤ ∥∥[1− η̃(H)]EH([a, b])ϕ
∥∥ +

∥∥[1− η̃(H)]
[
1− EH([a, b])

]
ϕ
∥∥

≤ ∥∥[1− η̃(H)]EH(Lδ)ϕ
∥∥ +

∥∥[
1− EH([a, b])

]
ϕ
∥∥

≤ ε
2 + ε

2 .

Thus ‖ϕ− ψ‖ ≤ ε for ψ ∈ D0, and the claim is proved.

(b) If σp(H) = ∅, then it follows from the above discussion that Hac(H) = H. In view
of what precedes, it is enough to show that the vector ψ ≡ η̃(H)ϕ of point (a) belongs to
D(〈Φ〉t): The operator η̃(H) belongs to Ck(Φ), since H is of class Ck(Φ) and η̃ ∈ C∞

c (R)
(see [7, Thm. 6.2.5]). So, we obtain from [7, Prop. 5.3.1] that 〈Φ〉t η̃(H) 〈Φ〉−t is bounded
on H, which implies the claim.

1.7 Examples

In this section we show that Assumptions 1.2.2 and 1.2.3 are satisfied in various general
situations. In these situations all the results of the preceding sections such as Theorem 1.3.6
or Formula (1.20) hold. However, it is usually impossible to determine explicitly the set
κ(H) when the framework is too general. Therefore, we also illustrate our approach with
some concrete examples for which everything can be computed explicitly. When possible,
we also relate these examples with the different cases presented in Section 1.6. For that
purpose, we shall always assume that f is a real and even function in S (Rd) with f = 1 on
a neighbourhood of 0.
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The configuration space of the system under consideration will sometimes be Rn, and
the corresponding Hilbert space L2(Rn). In that case, the notations Q ≡ (Q1, . . . , Qn) and
P ≡ (P1, . . . , Pn) refer to the families of position operators and momentum operators. More
precisely, for suitable ϕ ∈ L2(Rn) and each j ∈ {1, . . . , n}, we have (Qjϕ)(x) = xjϕ(x)
and (Pjϕ)(x) = −i(∂jϕ)(x) for each x ∈ Rn.

1.7.1 H ′ constant

Suppose that H is of class C1(Φ), and assume that there exists v ∈ Rd \ {0} such that
H ′ = v. Then H is of class C∞(Φ), Assumption 1.2.2 is directly verified, and one has
on D(H)

H(x) = H(0) +
∫ 1

0
dt

(
x ·H ′(tx)

)
= H +

∫ 1

0
dt e−itx·Φ (

x ·H ′) eitx·Φ = H + x · v.

This implies Assumption 1.2.3. Furthemore κ(H) = ∅, and σ(H) = σac(H) due to The-
orem 1.3.6. So, the set Dt is dense in H for each t ≥ 0, due to Lemma 1.6.3.(b). The
operator R′

f (H ′) reduces to the constant vector R′
f (v). Therefore, we have the equality

Tf = −R′
f (v) · Φ on D1, and it is easily shown that Tf is essentially self-adjoint on D1. It

follows from the case 1 of Section 1.6 that the spectrum of H covers the whole real line, and
there exists a unitary operator U : H → L2(R;CN , dλ) such that

〈ψ, Tfϕ〉 =
∫

R
dλ

〈
(U ψ)(λ), i d(U ϕ)

dλ (λ)
〉
CN

for each ψ ∈ H and ϕ ∈ D1.

Typical examples of operators H and Φ fitting into this construction are Friedrichs-type
Hamiltonians and position operators. For illustration, we mention the case H := v·P+V (Q)
and Φ := Q in L2(Rd), with v ∈ Rd \ {0} and V ∈ L∞(Rd;R) (see also [111, Sec. 5] for
informations on quantum time delay in a similar case).

Stark Hamiltonians and momentum operators also fit into the construction, for example
H := P 2 + v · Q in L2(Rd) with v ∈ Rd \ {0}, and Φ := P . We refer to [85, 97, 98]
for previous accounts on the theory of time operators and quantum time delay in similar
situations.

Note that these first two examples are interesting since the operators H contain not only
a kinetic part, but also a potential perturbation.

Another example is provided by the Jacobi operator related to the family of Hermite
polynomials (see [102, Appendix A] for details). In the Hilbert space H := `2(N), consider
the Jacobi operator given for ϕ ∈ H by

(Hϕ)(n) :=
√

n−1
2 ϕ(n− 1) +

√
n

2 ϕ(n + 1),

with the convention that ϕ(0) = 0. The operator H is essentially self-adjoint on `2
0, the

subspace of sequences in H with only finitely many non-zero components. As operator Φ
(with one component), take

(Φϕ)(n) := −i
{√

n− 1ϕ(n− 1)−√nϕ(n + 1)
}
,
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which is also essentially self-adjoint on `2
0. Then H is of class C1(Φ) and H ′ ≡ i[H, Φ] = 1,

and so the preceding results hold.

1.7.2 H ′ = H

Suppose that Φ has only one component, and assume that H is Φ-homogeneous of degree
1, i.e. H(x) ≡ e−ixΦ H eixΦ = ex H for all x ∈ R. This implies that H is of class C∞(Φ)
and that H ′ = H . So, Assumptions 1.2.2 and 1.2.3 are readily verified. Moreover, since
κ(H) = {0}, Theorem 1.3.6 implies that H is purely absolutely continuous except at the
origin, where it may have the eigenvalue 0.

Now, let us show that the formal formula of Remark 1.5.3 holds in this case. For any
ϕ ∈ D1 one has by Remark 1.5.4 that R′

f (H ′)ϕ ≡ R′
f (H)ϕ belongs to D(Φ). On another

hand, we have
Φϕ =

{
HΦ + [Φ, H]

}
H−1ϕ = H(Φ + i)H−1ϕ,

which implies that R′
f (H)Φϕ = R′

f

(
H
|H|

)
H
|H|(Φ + i)H−1ϕ ∈ H. In consequence, the

operator
Tf = −1

2

(
ΦR′

f (H) + R′
f (H)Φ

)

is well-defined on D1. In particular, if 0 is not an eigenvalue of H , then Tf is a symmetric
operator and the discussion of the case 2 of Section 1.6 is relevant (if Tf is essentially self-
adjoint, the case 1 is relevant).

We now give two examples of pairs {H, Φ} satisfying the preceding assumptions. Other
examples are presented in [22, Sec. 10]. Suppose that H := P 2 is the free Schrödinger
operator inH := L2(Rn) and Φ := 1

4(Q ·P +P ·Q) is the generator of dilations inH. Then
the relation e−ixΦ H eixΦ = ex H is satisfied, and σ(H) = σac(H) = [0,∞). Furthermore,
for ψ ∈ H and ϕ ∈ FC∞

c

(
Rn \ {0}) ⊂ D1 a direct calculation using Formula (1.15) shows

that

〈ψ, Tfϕ〉 =
〈
ψ, 1

4

(
Q · PP−2 + PP−2 ·Q)

ϕ
〉

=
∫ ∞

0
dλ

〈
(U ψ)(λ), i d(U ϕ)

dλ (λ)
〉
L2(Sn−1)

,

where U : H → ∫ ⊕
[0,∞) dλ L2(Sn−1) is the spectral transformation for P 2. This example

corresponds to the case 2 of Section 1.6.

Another example of Φ-homogeneous operator is provided by the Jacobi operator related
to the family of Laguerre polynomials (see [102, Appendix A] for details). In the Hilbert
space H := `2(N), consider the Jacobi operator given for ϕ ∈ H by

(Hϕ)(n) := (n− 1)ϕ(n− 1) + (2n− 1)ϕ(n) + nϕ(n + 1),

with the convention that ϕ(0) = 0. The operator H is essentially self-adjoint on `2
0. As

operator Φ (with one component), take

(Φϕ)(n) := − i
2

{
(n− 1)ϕ(n− 1)− nϕ(n + 1)

}
.

Then one has H ′ ≡ i[H,Φ] = H , which implies that H is Φ-homogeneous of degree 1 and
so the preceding results hold.
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1.7.3 Dirac operator

In the Hilbert space H := L2(R3;C4) we consider the Dirac operator for a spin-1
2 particle of

mass m > 0
H := α · P + βm,

where α ≡ (α1, α2, α3) and β denote the usual 4× 4 Dirac matrices. It is known that H has
domain H1(R3;C4), that |H| = (P 2 + m2)1/2 and that σ(H) = σac(H) = (−∞,−m] ∪
[m,∞).

We also let Φ := U −1
FWQUFW ≡ QNW be the Wigner-Newton position operator, with

UFW the usual Foldy-Wouthuysen transformation [108, Sec. 1.4.3]. Then a direct calculation
shows that

H(x) =
√

(P+x)2+m2

P 2+m2 H

for each x ∈ R3, and thus Assumptions 1.2.2 and 1.2.3 are easily verified. Furthermore,
since H ′

j = PjH
−1 for each j = 1, 2, 3, it follows that

(H ′)2 = P 2H−2 = (H2 −m2)H−2.

Clearly, ker
(
(H ′)2

)
= {0} and one infers from Definition 1.2.5 that κ(H) = {±m}, and

from Lemma 1.6.3.(b) that the sets

Dt =
{
ϕ ∈ U −1

FWD
(〈Q〉t) | η(H)ϕ = ϕ for some η ∈ C∞

c

(
R \ {±m})},

are dense in H. So the discussion of the case 2 of Section 1.6 is relevant.

We now show that the formal formula of Remark 1.5.3 holds if f is radial. Indeed, each
ϕ ∈ D1 satisfies ϕ = η(H)U −1

FWψ for some η ∈ C∞
c

(
R \ {±m}) and some ψ ∈ D(〈Q〉).

So, we have

H ′(H ′)−2 ·QNWϕ = PP−2H ·U −1
FWQUFWη(H)U −1

FWψ

= U −1
FWPP−2β|H| ·Qη(β|H|)ψ ∈ H,

and the operator T of (1.19) is symmetric and can be written on D1 in the simpler form

T = 1
2

{
QNW ·H ′(H ′)−2 + H ′(H ′)−2 ·QNW

} ≡ 1
2

{
QNW · PP−2H + PP−2H ·QNW

}
.

Now let h : R3 → R be defined by h(ξ) := (ξ2 + m2)1/2. Then it is known that
UFWHU −1

FW = βh(P ), and a direct calculation shows that

UFWTU −1
FW = 1

2β
{
Q · PP−2(P 2 + m2)1/2 + PP−2(P 2 + m2)1/2 ·Q}

= 1
2β

{
Q · h′(P )

h′(P )2
+

h′(P )
h′(P )2

·Q}

on UFWD1. Furthermore there exists a spectral transformation

U0 : L2(R3) →
∫ ⊕

[m,∞)
dλ L2(S2)
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for h(P ) such that
U0

{
Q · h′(P )

h′(P )2
+ h′(P )

h′(P )2
·Q}

U −1
0

is equal to the operator 2i d
dλ of differentiation with respect to the spectral parameter λ of

h(P ) (see [111, Lemma 3.6] for a precise statement). Combining the preceding transforma-
tions we obtain for each ψ ∈ H and ϕ ∈ D1 that

〈ψ, Tϕ〉 =
∫

σ(H)
dλ

〈
(U ψ)(λ), i d(U ϕ)

dλ (λ)
〉
L2(S2;C2)

,

where U : H → ∫ ⊕
σ(H) dλ L2(S2;C2) is the spectral transformation for the free Dirac opera-

tor H .

1.7.4 Convolution operators on locally compact groups

This example is partially inspired from [69], where the spectral nature of convolution opera-
tors on locally compact groups is studied.

Let G be a locally compact group with identity e and a left Haar measure ρ. In the
Hilbert space H := L2(G,dρ) we consider the operator Hµ of convolution by µ ∈ M(G),
where M(G) is the set of complex bounded Radon measures on G. Namely, for ϕ ∈ H one
sets

(Hµϕ)(g) := (µ ∗ ϕ)(g) ≡
∫

G
dµ(h) ϕ(h−1g) for a.e. g ∈ G,

where the notation a.e. stands for “almost everywhere” and refers to the Haar measure ρ. The
operator Hµ is bounded with norm ‖Hµ‖ ≤ |µ|(G), and it is self-adjoint if µ is symmetric,
i.e. µ(E) = µ(E−1) for each Borel subset E of G. For simplicity, we also assume that µ
is central and with compact support, where central means that µ(h−1Eh) = µ(E) for each
h ∈ G and each Borel subset E of G.

We recall that given two measures µ, ν ∈ M(G), their convolution µ ∗ ν ∈ M(G) is
defined by the relation [41, Eq. 2.34]

∫

G
d(µ ∗ ν)(g) ψ(g) :=

∫

G

∫

G
dµ(g)dν(h) ψ(gh) ∀ψ ∈ C0(G),

where C0(G) denotes the C∗-algebra of continuous complex functions on G vanishing at
infinity. If µ ∈ M(G) has compact support and ζ : G → C is continuous, then the linear
functional

C0(G) 3 ψ 7→
∫

G
dµ(g) ζ(g)ψ(g) ∈ C

is bounded, and there exists a unique measure with compact support associated with it, due
to the Riesz-Markov representation theorem. We write ζµ for this measure.

A natural choice for the family of operators Φ ≡ (Φ1, . . . , Φd) are, if they exist, real
characters Φj ∈ Hom(G;R), i.e. continuous group morphisms from G to R. With this
choice, one obtains that

[Hµ(x)ϕ](g) ≡ (
e−ix·Φ Hµ eix·Φ ϕ

)
(g) =

∫

G
dµ(h) e−ix·Φ(h) ϕ(h−1g)
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for each x ∈ Rd, ϕ ∈ H, and a.e. g ∈ G. Namely, Hµ(x) is equal to the operator of
convolution by the measure e−ix·Φ µ, i.e. Hµ(x) = He−ix·Φ µ. Since µ has compact support
and each Φj is continuous, this implies that Hµ is of class C∞(Φ), with all the operators
(Hµ)′j , (Hµ)′′jk, (Hµ)′′′jk` belonging to B(H). So Assumption 1.2.2 is satisfied. Furthermore,
the commutativity of central measures with respect to the convolution product implies that
µ ∗ e−ix·Φ µ = e−ix·Φ µ ∗ µ or equivalently that HH(x) = H(x)H . So Assumption 1.2.3 is
satisfied. Finally, the equality Hµ(x) = He−ix·Φ µ readily implies that (H ′

µ)j = H−iΦjµ.

Since both Assumptions 1.2.2 and 1.2.3 are satisfied, the general results of the previous
sections apply. However, it is very complicated to describe the set κ(Hµ) in the present
generality. Therefore, we shall now assume that the group G is abelian in order to use the
Fourier transformation to determine some properties of κ(Hµ). So let us assume that G
is a locally compact abelian group. Then any measure on G is automatically central, and
thus we only need to suppose that µ is symmetric and with compact support. For a suitably
normalised Haar measure ρ∧ on the dual group Ĝ, the Fourier transformation F defines a
unitary isomorphism from H onto L2(Ĝ, dρ∧). It maps unitarily Hµ on the operator Mm of
multiplication with the bounded continuous real function m := F (µ) on Ĝ. Furthermore,
one has

σ(Hµ) = σ(Mm) = m(Ĝ), σp(Hµ) = σp(Mm) =
{
s ∈ R | ρ∧

(
m−1(s)

)
> 0

}
,

(1.32)
where the overlines denote the closure in R.

Let us recall that there is an almost canonical identification of Hom(G,R) with the vector
space Hom(R, Ĝ) of all continuous one-parameter subgroups of Ĝ. Given the real character
Φj , we denote by Υj ∈ Hom(R, Ĝ) the unique element satisfying

〈
g,Υj(t)

〉
= eitΦj(g) for all t ∈ R and g ∈ G,

where 〈·, ·〉 : G× Ĝ → C is the duality between G and Ĝ.

Definition 1.7.1. A function m : Ĝ → C is differentiable at ξ ∈ Ĝ along the one-parameter
subgroup Υj ∈ Hom(R, Ĝ) if the function R 3 t 7→ m

(
ξ + Υj(t)

) ∈ C is differentiable at
t = 0. In such a case we write (djm)(ξ) for d

dt m
(
ξ + Υj(t)

)∣∣
t=0

. Higher order derivatives,
when existing, are denoted by dk

j m, k ∈ N.

We refer to [95] for more details on differential calculus on locally compact groups. Here
we only note that (since µ has compact support) the function m = F (µ) is differentiable
at any point ξ along the one-parameter subgroup Υj , and −iF (Φjµ) = djm [95, p. 68].
This implies that the operator (H ′

µ)j is mapped unitarily by F on the multiplication operator
Mdjm, and thus (H ′

µ)2 is unitarily equivalent to the operator of multiplication by the function∑
j(djm)2. It follows that

κ(Hµ) ⊃ {
λ ∈ R | ∃ξ ∈ Ĝ such that m(ξ) = λ and

∑
j(djm)(ξ)2 = 0

}
.

This property of κ(Hµ) suggests a way to justify the formal formula of Remark 1.5.3 and
to write nice formulas for the operator T given by (1.19). Indeed, since FΦjF−1 acts as the
differential operator idj in L2(Ĝ, dρ∧), it follows that Φj leaves invariant the complement of
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the support of the functions on which it acts. Therefore, the set ΦjD1 ≡ F−1(idj)FD1 is
included in the domain of the operator

(H′
µ)j

(H′
µ)2

≡ F−1 Mdjm

MP
k(dkm)2

F .

Thus the formula (1.19) takes the form

T = 1
2

∑
j

{
Φj

H−iΦjµP
k(H−iΦkµ)2

+
H−iΦjµP

k(H−iΦkµ)2
Φj

}

on D1, or alternatively the form

FTF−1 = i
2

∑
j

{
dj

Mdjm

MP
k(dkm)2

+
Mdjm

MP
k(dkm)2

dj

}
(1.33)

on FD1 (note that the last expression is well-defined on FD1, since m = F (µ) is of class
C2 in the sense of Definition 1.7.1).

In simple situations, everything can be calculated explicitly. For instance, when G = Zd,
the Haar measure ρ is the counting measure, and the most natural real characters Φj are the
position operators given by

(Φjϕ)(g) := gjϕ(g), ϕ ∈ L2(Zd),

where gj is the j-th component of g ∈ Zd. The operators Hµ and (H ′
µ)2 are unitarily

equivalent to multiplication operators on Ĝ = (−π, π]d. Since the measures µ and Φjµ
have compact (and thus finite) support, these operators are just multiplication operators by
polynomials of finite degree in the variables e−iξ1 , . . . , e−iξd , with ξj ∈ (−π, π]. So, the
set κ(Hµ) is finite, and the characterisation (1.32) of the point spectrum of Hµ implies that
σp(Hµ) = ∅ if supp(µ) 6= {e}. By taking into account Lemma 1.6.3.(b) and Theorem
1.3.6, we infer that the sets Dt are dense in H for each t ≥ 0, and thus the case 2 of Section
1.6 applies. Finally, we mention as a corollary the following spectral result:

Corollary 1.7.2. Let µ be a symmetric measure on Zd with finite support. If one has
supp(µ) 6= {e}, then the convolution operator Hµ in H := L2(Zd) is purely absolutely
continuous.

1.7.5 H = h(P )

Consider inH := L2(Rd) the dispersive operator H := h(P ), where h ∈ C3(Rd;R) satisfies
the following condition: For each multi-indices α, β ∈ Nd with α > β, |α| = |β| + 1, and
|α| ≤ 3, we have

|∂αh| ≤ Const.
(
1 + |∂βh|). (1.34)

Note that this class of operators h(P ) contains all the usual elliptic free Hamiltonians ap-
pearing in physics.

Take for the family Φ ≡ (Φ1, . . . ,Φd) the position operators Q ≡ (Q1, . . . , Qd). Then
we have for each x ∈ Rd

H(x) = e−ix·Q Hµ eix·Q = h(P + x),
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and H ′ = h′(P ). So Assumption 1.2.3 is directly verified and Assumption 1.2.2 follows
from (1.34). Therefore all the results of the previous sections are valid. We do not give
more details since many aspects of this example, including the existence of time delay, have
already been extensively discussed in [111]. We only add some comments in relation with
the case 3 of Section 1.6.

Assume that there exist λ ∈ R and a maximal subset Ω ⊂ Rd of strictly positive
Lebesgue measure such that h(x) = λ for all x ∈ Ω. Then any ϕ in HΩ := {ψ ∈
H | supp(Fψ) ⊂ Ω} is an eigenvector of h(P ) with eigenvalue λ. Furthermore, one
has F−1HΩ ⊂ K ≡ ker

(
h′(P )2

)
, and for simplicity we assume that the first inclusion is

an equality. Then, an application of the Fourier transformation shows that QjD1 ⊂ G for
each j, where G is the orthocomplement of K in H. Thus Remark 1.6.2 applies, and one
can consider the restrictions of H and Tf to the subspace G, as described in the case 3 of
Section 1.6. In favorable situations, we expect that the restriction of Tf to G acts as i d

dλ in
the spectral representation of the restriction of H to G.

1.7.6 Adjacency operators on admissible graphs

Let (X,∼) be a graph X with no multiple edges or loops. We write g ∼ h whenever the
vertices g and h of X are connected. In the Hilbert space H := `2(X) we consider the
adjacency operator

(Hϕ)(g) :=
∑

h∼g

ϕ(h), ϕ ∈ H, g ∈ X.

We denote by deg(g) := #{h ∈ X | h ∼ g} the degree of the vertex g. Under the
assumption that deg(X) := supg∈X deg(g) is finite, H is a bounded self-adjoint operator
in H. The spectral analysis of the adjacency operator on some general graphs has been
performed in [68]. Here we consider only a subclass of such graphs called admissible graphs.

A directed graph (X,∼, <) is a graph (X,∼) and a relation < on the graph such that,
for any g, h ∈ X , g ∼ h is equivalent to g < h or h < g, and one cannot have both h < g
and g < h. We also write h > g for g < h. For a fixed g, we denote by N−(g) ≡ {h ∈
X | g < h} the set of fathers of g and by N+(g) ≡ {h ∈ X | h < g} the set of sons of g.
The set {h ∈ X | g ∼ h} of neighbours of g is denoted by N(g) ≡ N−(g)∪N+(g). When
using drawings, one has to choose a direction (an arrow) for any edge. By convention, we
set g ← h if g < h, i.e. any arrow goes from a son to a father. When directions have been
fixed, we use the simpler notation (X,<) for the directed graph (X,∼, <).

Definition 1.7.3. A directed graph (X, <) is called admissible if

(a) any closed path in X has index zero (the index of a path is the difference between
the number of positively oriented edges in the path and that of the negatively oriented
ones),

(b) for any g, h ∈ X , one has #{N−(g) ∩N−(h)} = #{N+(g) ∩N+(h)}.

It is proved in [68, Lemma 5.3] that for admissible graphs there exists a unique (up to
constant) map Φ : X → Z satisfying Φ(h) + 1 = Φ(g) whenever h < g. With this choice
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of operator Φ, one obtains that

[H(x)ϕ](g) =
∑

h∼g

eix[Φ(h)−Φ(g)] ϕ(h) (1.35)

for each x ∈ R, ϕ ∈ H, and g ∈ X . Therefore, the commutativity of H and H(x) is
equivalent to the condition

∑

h∈N(g)∩N(`)

(
eix[Φ(`)−Φ(h)]− eix[Φ(h)−Φ(g)]

)
= 0

for each g, ` ∈ X . By taking into account the growth property of Φ and Hypothesis (b) of
Definition 1.7.3, one obtains that the parts h ∈ N−(g)∩N−(`) and h ∈ N+(g)∩N+(`) of
the sum are of opposite sign, and that the parts h ∈ N−(g)∩N+(`) and h ∈ N+(g)∩N−(`)
are null. So Assumption 1.2.3 is satisfied. One also verifies by using Formula (1.35) that H
belongs to C∞(Φ), and that Assumption 1.2.2 holds. It follows that the general results
presented before apply.

Now, the operator H ′ acts as (H ′ϕ)(g) = i
( ∑

h>g ϕ(h)−∑
h<g ϕ(h)

)
, and it is proved

in [68, Sec. 5] that

Hp(H) = ker(H)
= ker(H ′)

=
{
ϕ ∈ H |

∑

h>g

ϕ(h) = 0 =
∑

h<g

ϕ(h) for each g ∈ X
}
. (1.36)

It is also proved that H is purely absolutely continuous, except at the origin where it may
have an eigenvalue with eigenspace given by (1.36). The proof of these statements is based
on the method of the weakly conjugate operator [23].

However, in the present generality, it is hardly possible to obtain a simple description
of the set κ(H) or the operator Tf . We refer then to [68, Sec. 6] for explicit examples of
admissible graphs with adjacency operators whose kernels are either trivial or non trivial, and
develop one example for which more explicit computations can be performed. This example
furnishes an illustration of the discussion in the case 3 of Section 1.6.

−2

−1

0

1

2

3

4

Figure 1.1: Example of an admissible directed graph X

We consider the admissible graph of Figure 1.1, and endow it with the function Φ : X →
Z as shown on the picture. The vertices of the graph are denoted by z− and z+ when Φ takes
an odd value, and by z when Φ takes an even value. More precisely, Φ(z) = z for z even, and
Φ(z−) = Φ(z+) = z for z odd. By using (1.36), it is easily observed that K ≡ ker

(
(H ′)2

)
is equal to

{
ϕ ∈ L2(X) | ϕ(z) = 0 for z even, and ϕ(z−) = −ϕ(z+) for z odd

}
.
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On the other hand, the orthocomplement G of K in L2(X) is unitarily equivalent to `2(Z),
and the restriction H of H to G is unitarily equivalent to the operator in `2(Z) defined by

(
H̃ϕ

)
(z) :=

√
2
{
ϕ(z − 1) + ϕ(z + 1)

}
, ϕ ∈ `2(Z).

Using the Fourier transformation, one shows that this operator is unitarily equivalent to the
multiplication operator M in L2

(
(−π, π]

)
given by the function (−π, π] 3 ξ 7→ 2

√
2 cos(ξ).

Now, the operator Φ in L2(X) is clearly reduced by the decomposition K ⊕ G. As
mentioned in Remark 1.6.2, this implies that the operator Tf is also reduced by this decom-
position. By taking Formula (1.33) into account, one obtains that the restriction Tf of Tf to
G is unitarily equivalent to the operator

i
2

{
d
dξ

[− 2
√

2 sin(ξ)
]−1 +

[− 2
√

2 sin(ξ)
]−1 d

dξ

}

on FD1 ⊂ L2
(
(−π, π]

)
. This implies, as expected, that Tf acts as i d

dλ in the spectral
representation of H.

1.7.7 Direct integral operators

Let Ω be a measurable subset of Rn and let us consider a direct integral

H :=
∫ ⊕

Ω
dξHξ,

where dξ is the usual Lebesgue measure on Rn and Hξ are Hilbert spaces. Take a decom-
posable self-adjoint operator H ≡ ∫ ⊕

Ω dξ H(ξ) in H. Assume that there exists a family
Φ ≡ (Φ1, . . . ,Φd) of operators in H such that Assumption 1.2.2 is satisfied. Assume also
for each x ∈ Rd that the operator H(x) defined by (1.9) is decomposable, i.e. there exists
a family of self-adjoint operators H(ξ, x) in Hξ such that H(x) =

∫ ⊕
Ω dξ H(ξ, x). Finally,

assume that the operators H(ξ) and H(ξ, x) commute for each x ∈ Rd and a.e. ξ ∈ Ω,
so that H and H(x) commute. Then Assumption 1.2.3 holds, and the general theory de-
veloped in the preceding sections applies. Moreover, it is easily observed that the fibered
structure of the map x 7→ H(x) implies that the operators H ′

j are also decomposable. There-
fore, there exists for each j ∈ {1, . . . , d} a family of self-adjoint operators H ′

j(ξ) such that
H ′

j =
∫ ⊕
Ω dξ H ′

j(ξ). In consequence λ ∈ R is a regular value of H if there exists δ > 0 and
C < ∞ such that

lim
ε↘0

∥∥[(
H ′(ξ)

)2 + ε
]−1

EH(ξ)(λ; δ)
∥∥
Hξ

< C (1.37)

for a.e. ξ ∈ Ω. We also recall that ker
(
(H ′)2

) 6= {0} if and only if there exists a measurable
subset Ω0 ⊂ Ω with positive measure such that ker

(
H ′(ξ)2

) 6= {0} for each ξ ∈ Ω0.

We now give an example of quantum waveguide-type fitting into this setting (see [109]
for more details). Let Σ be a bounded open connected set in Rm, and consider in the Hilbert
space L2(Σ × R) the Dirichlet Laplacian −∆D. The partial Fourier transformation along
the longitudinal axis sends the initial Hilbert space onto the direct integral H :=

∫ ⊕
R dξH0,

with H0 := L2(Σ), and it sends −∆D onto the fibered operator H :=
∫ ⊕
R dξ H(ξ), with

H(ξ) := ξ2 − ∆Σ
D. Here, −∆Σ

D denotes the Dirichlet Laplacian in Σ. By Choosing for Φ
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the position operator Q along the longitudinal axis one obtains that H(x) =
∫ ⊕
R dξ H(ξ, x)

with H(ξ, x) = (ξ + x)2 − ∆Σ
D. Clearly, H(ξ) and H(ξ, x) commute, and so do H and

H(x). Furthermore, the operator H is of class C∞(Φ), and H ′ is the fibered operator given
by H ′(ξ) = 2ξ. It follows that both Assumptions 1.2.2 and 1.2.3 hold, and thus the gen-
eral theory applies. Now a simple calculation using (1.37) shows that κ(H) = σ(−∆Σ

D).
Furthermore, in the tensorial representation L2(Σ) ⊗ L2(R) of L2(Σ × R), one obtains that
Tf = T = 1

4 ⊗ (QP−1 + P−1Q) on the dense set

D1 =
{
ϕ ∈ L2(Σ)⊗D(〈Q〉) | ϕ = η(−∆D)ϕ for some η ∈ C∞

c

(
R \ κ(H)

)}
,

and Tf is equal to i d
dλ in the spectral representation of −∆D. In [109] it is even shown that

the quantum time delay exists and is given by Formula (1.31) for appropriate scattering pairs
{−∆D,−∆D + V }.



Chapter 2

Time delay is a common feature of
quantum scattering theory

2.1 Introduction

In quantum scattering theory, there are only few results that are completely model-indepen-
dent. The simplest one is certainly that the strong limit s- limt→±∞K e−itH Pac(H) van-
ishes whenever H is a self-adjoint operator in a Hilbert spaceH, Pac(H) the projection onto
the subspace of absolute continuity of H and K a compact operator inH. Another famous re-
sult of this type is RAGE Theorem which establishes propagation estimates for the elements
in the continuous subspace ofH. At the same level of abstraction, one could also mention the
role of H-smooth operators B which lead to estimates of the form

∫
R dt ‖B e−itH ϕ‖2 < ∞

for ϕ ∈ H.

Our aim in this chapter is to add a new general result to this list. Originally, this result
was presented as the existence of global time delay defined in terms of sojourn times and its
identity with Eisenbud-Wigner time delay [38, 117]. This identity was proved in different
settings by various authors (see [8, 10, 12, 20, 35, 45, 51, 54, 55, 71, 72, 74, 96, 97, 109, 111,
112] and references therein), but a general and abstract statement has never been proposed.
Furthermore, it had not been realised until very recently that its proof mainly relies on the
general formula relating localisation operators to time operators presented in the previous
chapter. Using this formula, we shall prove here that the existence and the identity of the two
time delays is in fact a common feature of quantum scattering theory. On the way we shall
need to consider a symmetrization procedure [10, 21, 45, 70, 72, 105, 109, 110, 111] which
broadly extends the applicability of the theory but which also has the drawback of reducing
the physical interpretation of the result.

Quantum scattering theory is mainly a theory of comparison: One fundamental ques-
tion is whether, given a self-adjoint operator H in a Hilbert space H, one can find a triple
(H0,H0, J), with H0 a self-adjoint operator in an auxiliary Hilbert space H0 and J a
bounded operator from H0 to H, such that the following strong limits exist

W± := s- limt→±∞ eitH J e−itH0 Pac(H0) ?

Assuming that the operator H0 is simpler than H , the study of the wave operators W±

35
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leads to valuable information on the spectral decomposition of H . Furthermore, if the
ranges of both operators W± are equal to Pac(H)H, then the study of the scattering op-
erator S := W ∗

+W− leads to further results on the scattering process. We recall that since S
commutes with H0, S decomposes into a family {S(λ)}λ∈σ(H0) in the spectral representa-
tion

∫ ⊕
σ(H0) dλH(λ) of H0, with S(λ) a unitary operator in H(λ) for almost every λ in the

spectrum σ(H0) of H0.

An important additional ingredient when dealing with time delay is a family of position-
type operators which permits to define sojourn times, namely, a family of mutually commut-
ing self-adjoint operators Φ ≡ (Φ1, . . . , Φd) in H0 satisfying two appropriate commutation
assumptions with respect to H0. Roughly speaking, the first one requires that for some
z ∈ C \ R the map

Rd 3 x 7→ e−ix·Φ(H0 − z)−1 eix·Φ ∈ B(H0)

is three times strongly differentiable. The second one requires that the family of operators
e−ix·Φ H0 eix·Φ, x ∈ Rd, mutually commute. Let also f be any non-negative Schwartz
function on Rd with f = 1 in a neighbourhood of 0 and f(−x) = f(x) for each x ∈ Rd.
Then, to define the time delay in terms of sojourn times one has to consider for any r > 0 the
expectation values of the localisation operator f(Φ/r) on the freely evolving state e−itH0 ϕ
as well as on the corresponding fully evolving state e−itH W−ϕ. However one immediately
faces the problem that the evolution group {e−itH}t∈R acts in H whereas f(Φ/r) is an
operator in H0. As explained in Section 2.4, a general solution for this problem consists in
introducing a family L(t) of (identification) operators from H to H0 which satisfies some
natural requirements (note that in many examples, one can simply take L(t) = J∗ for all
t ∈ R). The sojourn time for the evolution group {e−itH}t∈R is then obtained by considering
the expectation value of f(Φ/r) on the state L(t) e−itH W−ϕ. An additional sojourn time
naturally appears in this general two Hilbert space setting: the time spent by the scattering
state e−itH W−ϕ inside the time-dependent subset

(
1−L(t)∗L(t)

)H ofH. Apparently, this
sojourn time has never been discussed before in the literature. Finally, the total time delay
is defined for fixed r as the integral over the time t of the expectations values involving the
fully evolving state L(t) e−itH W−ϕ minus the symmetrized sum of the expectations values
involving the freely evolving state e−itH0 ϕ (see Equation (2.8) for a precise definition). Our
main result, properly stated in Theorem 2.4.3, is the existence of the limit as r → ∞ of the
total time delay and its identity with the Eisenbud-Wigner time delay (see (2.1) below) which
we now define in this abstract setting.

Under the mentioned assumptions on Φ and H0 it has been shown in the previous chap-
ter how a time operator for H0 can be defined: With the Schwartz function f introduced
above, one defines a new function Rf ∈ C∞(

Rd \ {0}) and express the time operator in the
(oversimplified) form

Tf := −1
2

(
Φ ·R′

f (H ′
0) + R′

f (H ′
0) · Φ

)
,

with R′
f := ∇Rf and H ′

0 :=
(
i[H0, Φ1], . . . , i[H0,Φd]

)
(see Section 2.3 for details). In

suitable situations and in an appropriate sense, the operator Tf acts as i d
dλ in the spectral

representation of H0 (for instance, when H0 = −∆ in L2(Rd), this is verified with Φ the
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usual family of position operators, see Section 1.7 for details and other examples). Accord-
ingly, it is natural to define in this abstract framework the Eisenbud-Wigner time delay as the
expectation value

−〈
ϕ, S∗[Tf , S]ϕ

〉
(2.1)

for suitable ϕ ∈ H0.

The interest of the equality between both definitions of time delay is threefold. It gen-
eralises and unifies various results on time delay scattered in the literature. It provides a
precise recipe for future investigations on the subject (for instance, for new models in two
Hilbert space scattering). And finally, it establishes a relation between the two formulations
of scattering theory: Eisenbud-Wigner time delay is a product of the stationary formulation
while expressions involving sojourn times are defined using the time dependent formulation.
An equality relating these two formulations is always welcome.

In the last section (Section 2.5), we present a sufficient condition for the equality of
the symmetrized time delay with the original (unsymmetrized) time delay. The physical
interpretation of the latter was, a couple of decades ago, the motivation for the introduction
of these concepts.

As a final remark, let us add a comment about the applicability of our abstract result. As
already mentioned, most of the existing proofs, if not all, of the existence and the identity
of both time delays can be recast in our framework. Furthermore, we are currently working
on various new classes of scattering systems for which our approach leads to new results.
Among other, we mention the case of scattering theory on manifolds which has recently
attracted a lot of attention. Our framework is also general enough for a rigorous approach of
time delay in the N -body problem (see [21, 72, 80, 105] for earlier attempts in this direction).
However, the verification of our abstract conditions for any non trivial model always require
some careful analysis, in particular for the mapping properties of the scattering operator. As
a consequence, we prefer to refer to [10, 45, 109, 110, 111] for various incarnations of our
approach and to present in this chapter only the abstract framework for the time delay.

2.2 Operators H0 and Φ

In this section, we recall the framework of the previous chapter on a self-adjoint operator H0

in a Hilbert space H0 and its relation with an abstract family Φ ≡ (Φ1, . . . , Φd) of mutually
commuting self-adjoint operators in H0 (we use the term “commute” for operators com-
muting in the sense of [86, Sec. VIII.5]). In comparison with the notations of the previous
chapter, we add an index 0 to all the quantities like the operators, the spaces, etc.

In order to express the regularity of H0 with respect to Φ, we recall from [7] that a self-
adjoint operator T with domain D(T ) ⊂ H0 is said to be of class C1(Φ) if there exists
ω ∈ C \ σ(T ) such that the map

Rd 3 x 7→ e−ix·Φ(T − ω)−1 eix·Φ ∈ B(H0)

is strongly of class C1 in H0. In such a case and for each j ∈ {1, . . . , d}, the set D(T ) ∩
D(Φj) is a core for T and the quadratic formD(T )∩D(Φj) 3 ϕ 7→ 〈Tϕ,Φjϕ〉−〈Φjϕ, Tϕ〉
is continuous in the topology of D(T ). This form extends then uniquely to a continuous
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quadratic form [T, Φj ] on D(T ), which can be identified with a continuous operator from
D(T ) to its dual D(T )∗. Finally, the following equality holds:

[
Φj , (T − ω)−1

]
= (T − ω)−1[T, Φj ](T − ω)−1.

In the sequel, we shall say that i[T, Φj ] is essentially self-adjoint on D(T ) if [T, Φj ]D(T ) ⊂
H0 and if i[T, Φj ] is essentially self-adjoint on D(T ) in the usual sense.

Our first main assumption concerns the regularity of H0 with respect to Φ.

Assumption 2.2.1. The operator H0 is of class C1(Φ), and for each j ∈ {1, . . . , d},
i[H0,Φj ] is essentially self-adjoint on D(H0), with its self-adjoint extension denoted by
∂jH0. The operator ∂jH0 is of class C1(Φ), and for each k ∈ {1, . . . , d}, i[∂jH0, Φk] is
essentially self-adjoint on D(∂jH0), with its self-adjoint extension denoted by ∂jkH0. The
operator ∂jkH0 is of class C1(Φ), and for each ` ∈ {1, . . . , d}, i[∂jkH0, Φ`] is essentially
self-adjoint on D(∂jkH0), with its self-adjoint extension denoted by ∂jk`H0.

As shown in Section 1.2, this assumption implies the invariance of D(H0) under the
action of the unitary group {eix·Φ}x∈Rd . As a consequence, we obtain that each self-adjoint
operator

H0(x) := e−ix·Φ H0 eix·Φ

has domain D[H0(x)] = D(H0). Similarly, the domains D(∂jH0) and D(∂jkH0) are left
invariant by the action of the unitary group {eix·Φ}x∈Rd , and the operators (∂jH0)(x) :=
e−ix·Φ(∂jH0) eix·Φ and (∂jkH0)(x) := e−ix·Φ(∂jkH0) eix·Φ are self-adjoint operators with
domains D(∂jH0) and D(∂jkH0) respectively.

Our second main assumption concerns the family of operators H0(x).

Assumption 2.2.2. The operators H0(x), x ∈ Rd, mutually commute.

This assumption is equivalent to the commutativity of each H0(x) with H0. As shown
in Lemma 1.2.4, Assumptions 2.2.1 and 2.2.2 imply that the operators H0(x), (∂jH0)(y)
and (∂k`H0)(z) mutually commute for each j, k, ` ∈ {1, . . . , d} and each x, y, z ∈ Rd. For
simplicity, we write H ′

0 for the d-tuple (∂1H0, . . . , ∂dH0), and define for each measurable
function g : Rd → C the operator g(H ′

0) by using the d-variables functional calculus. Sim-
ilarly, we consider the family of operators {∂jkH0} as the components of a d-dimensional
matrix which we denote by H ′′

0 . The symbol EH0( · ) denotes the spectral measure of H0,
and we use the notation EH0(λ; δ) for EH0

(
(λ− δ, λ + δ)

)
.

We now recall the definition of the critical values of H0 and state some basic properties
which have been established in Lemma 1.2.6.

Definition 2.2.3. A number λ ∈ R is called a critical value of H0 if

lim
ε↘0

∥∥(
H ′2

0 + ε
)−1

EH0(λ; δ)
∥∥ = +∞

for each δ > 0. We denote by κ(H0) the set of critical values of H0.

Lemma 2.2.4. Let H0 satisfy Assumptions 2.2.1 and 2.2.2. Then the set κ(H0) possesses
the following properties:
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(a) κ(H0) is closed.

(b) κ(H0) contains the set of eigenvalues of H0.

(c) The limit limε↘0

∥∥(
H ′2

0 +ε
)−1

EH0(I)
∥∥ is finite for each compact set I ⊂ R\κ(H0).

(d) For each compact set I ⊂ R \κ(H0), there exists a compact set U ⊂ (0,∞) such that
EH0(I) = E|H′

0|(U)EH0(I).

In Section 1.3 a Mourre estimate is also obtained under Assumptions 2.2.1 and 2.2.2. It
implies spectral results for H0 and the existence of locally H0-smooth operators. We use the
notation 〈x〉 := (1 + x2)1/2 for any x ∈ Rd.

Theorem 2.2.5. Let H0 satisfy Assumptions 2.2.1 and 2.2.2. Then,

(a) the spectrum of H0 in σ(H0) \ κ(H0) is purely absolutely continuous,

(b) each operator B ∈ B
(D(〈Φ〉−s),H0

)
, with s > 1/2, is locally H0-smooth on R \

κ(H0).

2.3 Integral formula for H0

We recall in this section the main result of the previous chapter, which is expressed in terms
of a function Rf appearing naturally when dealing with quantum scattering theory. The
function Rf is a renormalised average of a function f of localisation around the origin 0 ∈
Rd. These functions were already used, in one form or another, in [45, 91, 110, 111]. In
these references, part of the results were obtained under the assumption that f belongs to the
Schwartz space S (Rd). So, for simplicity, we shall assume from the very beginning that
f ∈ S (Rd) and also that f is even, i.e. f(x) = f(−x) for all x ∈ Rd. Let us however
mention that some of the following results easily extend to the larger class of functions
introduced in the previous chapter.

Assumption 2.3.1. The function f ∈ S (Rd) is non-negative, even and equal to 1 on a
neighbourhood of 0 ∈ Rd.

It is clear that s- limr→∞ f(Φ/r) = 1 if f satisfies Assumption 2.3.1. Furthermore, it
also follows from this assumption that the function Rf : Rd \ {0} → R given by

Rf (x) :=
∫ ∞

0

dµ

µ

(
f(µx)− χ[0,1](µ)

)

is well-defined. The following properties of Rf are proved in [111, Sec. 2]: The function
Rf belongs to C∞(Rd \ {0}) and satisfies

R′
f (x) =

∫ ∞

0
dµf ′(µx)
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as well as the homogeneity properties x · R′
f (x) = −1 and t|α|(∂αRf )(tx) = (∂αRf )(x),

where α ∈ Nd is a multi-index and t > 0. Furthermore, if f is radial, then R′
f (x) = −x−2x.

We shall also need the function Ff : Rd \ {0} → R defined by

Ff (x) :=
∫

R
dµf(µx). (2.2)

The function Ff satisfies several properties as Rf such as Ff (x) = tFf (tx) for each t > 0
and each x ∈ Rd \ {0}.

Now, we know from Lemma 2.2.4.(a) that the set κ(H0) is closed. So we can define for
each t ≥ 0 the set

Dt :=
{
ϕ ∈ D(〈Φ〉t) | ϕ = η(H0)ϕ for some η ∈ C∞

c

(
R \ κ(H0)

)}
.

The set Dt is included in the subspaceHac(H0) of absolute continuity of H0, due to Theorem
2.2.5.(a), and Dt1 ⊂ Dt2 if t1 ≥ t2. We refer the reader to Section 1.6 for an account on
density properties of the sets Dt.

In the sequel, we sometimes write C−1 for an operator C a priori not invertible. In such a
case, the operator C−1 will always be acting on a set where it is well-defined. Next statement
follows from Proposition 1.5.2 and Remark 1.5.4.

Proposition 2.3.2. Let H0 satisfy Assumptions 2.2.1 and 2.2.2, and let f satisfy Assumption
2.3.1. Then the map

tf : D1 → C, ϕ 7→ tf (ϕ) := −1
2

∑

j

{〈
Φjϕ, (∂jRf )(H ′

0)ϕ
〉

+
〈(

∂jRf

)
(H ′

0)ϕ,Φjϕ
〉}

,

is well-defined. Moreover, the linear operator Tf : D1 → H0 defined by

Tfϕ := −1
2

(
Φ ·R′

f (H ′
0) + R′

f

( H′
0

|H′
0|) · Φ |H

′
0|−1 + iR′

f

( H′
0

|H′
0|

) · (H ′′T
0 H ′

0

)|H ′
0|−3

)
ϕ (2.3)

satisfies tf (ϕ) = 〈ϕ, Tfϕ〉 for each ϕ ∈ D1. In particular, Tf is a symmetric operator if D1

is dense in H0.

Remark 2.3.3. Formula (2.3) is a priori rather complicated and one could be tempted to
replace it by the simpler formula −1

2

(
Φ · R′

f (H ′
0) + R′

f (H ′
0) · Φ

)
. Unfortunately, a precise

meaning of this expression is not available in general, and its full derivation can only be
justified in concrete examples. However, when f is radial, then (∂jRf )(x) = −x−2xj , and
Tf is equal on D1 to

T := 1
2

(
Φ · H′

0
(H′

0)2
+ H′

0
|H′

0| · Φ |H
′
0|−1 + iH′

0
(H′

0)4
· (H ′′T

0 H ′
0

))
.

Next theorem is the main result of the previous chapter; it relates the evolution of the
localisation operators f(Φ/r) to the operator Tf .

Theorem 2.3.4 (Theorem 1.5.5). Let H0 satisfy Assumptions 2.2.1 and 2.2.2, and let f
satisfy Assumption 2.3.1. Then we have for each ϕ ∈ D2

lim
r→∞

1
2

∫ ∞

0
dt

〈
ϕ,

(
e−itH0 f(Φ/r) eitH0 − eitH0 f(Φ/r) e−itH0

)
ϕ
〉

= 〈ϕ, Tfϕ〉. (2.4)

In particular, when the localisation function f is radial, the operator Tf in the r.h.s. of
(2.4) is equal to the operator T , which is independent of f .
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2.4 Symmetrized time delay

In this section we prove the existence of symmetrized time delay for a scattering system
(H0,H, J) with free operator H0, full operator H , and identification operator J . The opera-
tor H0 acts in the Hilbert spaceH0 and satisfies the assumptions 2.2.1 and 2.2.2 with respect
to the family Φ. The operator H is a self-adjoint operator in a Hilbert spaceH satisfying the
assumption 2.4.1 below. The operator J : H0 → H is a bounded operator used to “identify"
the Hilbert space H0 with a subset of H.

The assumption on H concerns the existence, the isometry and the completeness of the
generalised wave operators:

Assumption 2.4.1. The generalised wave operators

W± := s- limt→±∞ eitH J e−itH0 Pac(H0)

exist, are partial isometries with initial subspaces H±0 and final subspaces Hac(H).

Sufficient conditions on JH0 −HJ ensuring the existence and the completeness of W±
are given in [118, Chap. 5]. The main consequence of Assumption 2.4.1 is that the scattering
operator

S := W ∗
+W− : H−0 → H+

0

is a well-defined unitary operator commuting with H0.

We now define the sojourn times for the quantum scattering system (H0,H, J), starting
with the sojourn time for the free evolution e−itH0 . So, let r > 0 and let f be a non-negative
element of S (Rd) equal to 1 on a neighbourhood Σ of the origin 0 ∈ Rd. For ϕ ∈ D0, we
set

T 0
r (ϕ) :=

∫

R
dt

〈
e−itH0 ϕ, f(Φ/r) e−itH0 ϕ

〉
,

where the integral has to be understood as an improper Riemann integral. The operator
f(Φ/r) is approximately the projection onto the subspace EΦ(rΣ)H0 of H0, with rΣ :=
{x ∈ Rd | x/r ∈ Σ}. Therefore, if ‖ϕ‖ = 1, then T 0

r (ϕ) can be approximately interpreted as
the time spent by the evolving state e−itH0 ϕ inside EΦ(rΣ)H0. Furthermore, the expression
T 0

r (ϕ) is finite for each ϕ ∈ D0, since we know from Theorem 2.2.5.(b) that each operator
B ∈ B

(D(〈Φ〉−s),H0

)
, with s > 1

2 , is locally H0-smooth on R \ κ(H0).

When defining the sojourn time for the full evolution e−itH , one faces the problem that
the localisation operator f(Φ/r) acts in H0 while the operator e−itH acts in H. The obvi-
ous modification would be to consider the operator Jf(Φ/r)J∗ ∈ B(H), but the resulting
framework could be not general enough (see Remark 2.4.5 below). Sticking to the basic idea
that the freely evolving state e−itH0 ϕ should approximate, as t → ±∞, the corresponding
evolving state e−itH W±ϕ, one should look for operators L(t) : H → H0, t ∈ R, such that

lim
t→±∞

∥∥L(t) e−itH W±ϕ− e−itH0 ϕ
∥∥ = 0. (2.5)

Since we consider vectors ϕ ∈ D0, the operators L(t) can be unbounded as long as the
products L(t)EH(I) are bounded for any bounded subset I ⊂ R. With such a family of
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operators L(t), it is natural to define the sojourn time for the full evolution e−itH by the
expression

Tr,1(ϕ) :=
∫

R
dt

〈
L(t) e−itH W−ϕ, f(Φ/r)L(t) e−itH W−ϕ

〉
. (2.6)

Another sojourn time appearing naturally in this context is

T2(ϕ) :=
∫

R
dt

〈
e−itH W−ϕ,

(
1− L(t)∗L(t)

)
e−itH W−ϕ

〉
H. (2.7)

The finiteness of Tr,1(ϕ) and T2(ϕ) is proved under an additional assumption in Lemma
2.4.2 below. The term Tr,1(ϕ) can be approximatively interpreted as the time spent by the
scattering state e−itH W−ϕ, injected in H0 via L(t), inside EΦ(rΣ)H0. The term T2(ϕ)
can be seen as the time spent by the scattering state e−itH W−ϕ inside the time-dependent
subset

(
1 − L(t)∗L(t)

)H of H. If L(t) is considered as a time-dependent quasi-inverse for
the identification operator J (see [118, Sec. 2.3.2] for the related time-independent notion of
quasi-inverse), then the subset

(
1−L(t)∗L(t)

)H can be seen as an approximate complement
of JH0 in H at time t. When H0 = H, one usually sets L(t) = J∗ = 1, and the term T2(ϕ)
vanishes. Within this general framework, we say that

τr(ϕ) := Tr(ϕ)− 1
2

{
T 0

r (ϕ) + T 0
r (Sϕ)

}
, (2.8)

with Tr(ϕ) := Tr,1(ϕ) + T2(ϕ), is the symmetrized time delay of the scattering system
(H0,H, J) with incoming state ϕ. This symmetrized version of the usual time delay

τ in
r (ϕ) := Tr(ϕ)− T 0

r (ϕ)

is known to be the only time delay having a well-defined limit as r → ∞ for complicated
scattering systems (see for example [10, 21, 45, 70, 72, 103, 105, 109]).

For the next lemma, we need the auxiliary quantity

τ free
r (ϕ) := 1

2

∫ ∞

0
dt

〈
ϕ, S∗

[
eitH0 f(Φ/r) e−itH0 − e−itH0 f(Φ/r) eitH0 , S

]
ϕ
〉
, (2.9)

which is finite for all ϕ ∈ H−0 ∩ D0. We refer the reader to [111, Eq. (4.1)] for a similar
definition in the case of dispersive systems, and to [8, Eq. (3)], [55, Eq. (6.2)] and [71,
Eq. (5)] for the original definition.

Lemma 2.4.2. Let H0, f and H satisfy Assumptions 2.2.1, 2.2.2, 2.3.1 and 2.4.1, and let
ϕ ∈ H−0 ∩D0 be such that

∥∥(
L(t)W−−1

)
e−itH0 ϕ

∥∥ ∈ L1(R−, dt) and
∥∥(L(t)W+−1) e−itH0 Sϕ

∥∥ ∈ L1(R+, dt).
(2.10)

Then Tr(ϕ) is finite for each r > 0, and

lim
r→∞

{
τr(ϕ)− τ free

r (ϕ)
}

= 0. (2.11)
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Proof. Direct computations with ϕ ∈ H−0 ∩D0 imply that

Ir(ϕ) := Tr,1(ϕ)− 1
2

{
T 0

r (ϕ) + T 0
r (Sϕ)

}− τ free
r (ϕ)

=
∫ 0

−∞
dt

{〈
L(t) e−itH W−ϕ, f(Φ/r)L(t) e−itH W−ϕ

〉

− 〈
e−itH0 ϕ, f(Φ/r) e−itH0 ϕ

〉}

+
∫ ∞

0
dt

{〈
L(t) e−itH W−ϕ, f(Φ/r)L(t) e−itH W−ϕ

〉

− 〈
e−itH0 Sϕ, f(Φ/r) e−itH0 Sϕ

〉}
.

Using the inequality
∣∣‖ϕ‖2 − ‖ψ‖2

∣∣ ≤ ‖ϕ− ψ‖ · (‖ϕ‖+ ‖ψ‖), ϕ, ψ ∈ H0,

the intertwining property of the wave operators and the identity W− = W+S, one gets the
estimates

∣∣〈L(t) e−itH W−ϕ, f(Φ/r)L(t) e−itH W−ϕ
〉− 〈

e−itH0 ϕ, f(Φ/r) e−itH0 ϕ
〉∣∣

≤ Const. g−(t)

and
∣∣〈L(t) e−itH W−ϕ, f(Φ/r)L(t) e−itH W−ϕ

〉− 〈
e−itH0 Sϕ, f(Φ/r) e−itH0 Sϕ

〉∣∣
≤ Const. g+(t),

where

g−(t) :=
∥∥(

L(t)W− − 1
)
e−itH0 ϕ

∥∥ and g+(t) :=
∥∥(

L(t)W+ − 1
)
e−itH0 Sϕ

∥∥.

It follows by (2.10) that |Ir(ϕ)| is bounded by a constant independent of r, and thus Tr,1(ϕ)
is finite for each r > 0. Then, using Lebesgue’s dominated convergence theorem, the fact
that s- limr→∞ f(Φ/r) = 1 and the isometry of W− on H−0 , one obtains that

lim
r→∞ Ir(ϕ) =

∫ 0

−∞
dt

{〈
L(t) e−itH W−ϕ,L(t) e−itH W−ϕ

〉− 〈
e−itH0 ϕ, e−itH0 ϕ

〉}

+
∫ ∞

0
dt

{〈
L(t) e−itH W−ϕ,L(t) e−itH W−ϕ

〉− 〈
e−itH0 Sϕ, e−itH0 Sϕ

〉}

=
∫

R
dt

〈
e−itH W−ϕ,

(
L(t)∗L(t)− 1

)
e−itH W−ϕ

〉
H

≡ −T2(ϕ).

Thus, T2(ϕ) is finite, and the equality (2.11) is verified. Since Tr(ϕ) = Tr,1(ϕ) + T2(ϕ),
one also infers that Tr(ϕ) is finite for each r > 0.

Next Theorem shows the existence of the symmetrized time delay. It is a direct conse-
quence of Lemma 2.4.2, Definition (2.9) and Theorem 2.3.4. The apparently large number
of assumptions reflects nothing more but the need of describing the very general scattering
system (H0,H, J); one needs hypotheses on the relation between H0 and Φ, conditions on
the localisation function f , a compatibility assumption between H0 and H , and conditions
on the state ϕ on which the calculations are performed.
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Theorem 2.4.3. Let H0, f and H satisfy Assumptions 2.2.1, 2.2.2, 2.3.1 and 2.4.1, and let
ϕ ∈ H−0 ∩D2 satisfy Sϕ ∈ D2 and (2.10). Then one has

lim
r→∞ τr(ϕ) = −〈

ϕ, S∗
[
Tf , S

]
ϕ
〉
, (2.12)

with Tf defined by (2.3).

Remark 2.4.4. Theorem 2.4.3 is the main result of this chapter. It expresses the identity of
the symmetrized time delay (defined in terms of sojourn times) and the Eisenbud-Wigner time
delay for general scattering systems (H0,H, J). The l.h.s. of (2.12) is equal to the global
symmetrized time delay of the scattering system (H0, H, J), with incoming state ϕ, in the
dilated regions associated to the localisation operators f(Φ/r). The r.h.s. of (2.12) is the
expectation value in ϕ of the generalised Eisenbud-Wigner time delay operator −S∗[Tf , S].
When Tf acts in the spectral representation of H0 as the differential operator i d

dH0
, which

occurs in most of the situations of interest (see for example Section 1.7), one recovers the
usual Eisenbud-Wigner Formula:

lim
r→∞ τr(ϕ) = −〈

ϕ, iS∗ dS
dH0

ϕ
〉
.

Remark 2.4.5. Equation (2.5) is equivalent to the existence of the limits

W̃± := s- limt→±∞ eitH0 L(t) e−itH Pac(H),

together with the equalities W̃±W± = P±
0 , where P±

0 are the orthogonal projections on
the subspaces H±0 of H0. In simple situations, namely, when H±0 = Hac(H0) and L(t) ≡
L is independent of t and bounded, sufficient conditions implying (2.5) are given in [118,
Thm. 2.3.6]. In more complicated situations, namely, whenH±0 6= Hac(H0) or L(t) depends
on t and is unbounded, the proof of (2.5) could be highly non-trivial. This occurs for instance
in the case of the N -body systems. In such a situation, the operators L(t) really depend on
t and are unbounded (see for instance [36, Sec. 6.7]), and the proof of (2.5) is related to the
problem of the asymptotic completeness of the N -body systems.

2.5 Usual time delay

We give in this section conditions under which the symmetrized time delay τr(ϕ) and the
usual time delay τ in

r (ϕ) are equal in the limit r → ∞. Heuristically, one cannot expect
that this equality holds if the scattering is not elastic or is of multichannel type. However,
for simple scattering systems, the equality of both time delays presents an interest. At the
mathematical level, this equality reduces to giving conditions under which

lim
r→∞

{
T 0

r (Sϕ)− T 0
r (ϕ)

}
= 0. (2.13)

Equation (2.13) means that the freely evolving states e−itH0 ϕ and e−itH0 Sϕ tend to spend
the same time within the region defined by the localisation function f(Φ/r) as r → ∞.
Formally, the argument goes as follows. Suppose that Ff (H ′

0), with Ff defined in (2.2),
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commutes with the scattering operator S. Then, using the change of variables µ := t/r,
ν := 1/r, and the symmetry of f , one gets

lim
r→∞

{
T 0

r (Sϕ)− T 0
r (ϕ)

}

= lim
r→∞

∫

R
dt

〈
ϕ, S∗[eitH0 f(Φ/r) e−itH0 , S]ϕ

〉− 〈
ϕ, S∗[Ff (H ′

0), S]ϕ
〉

= lim
ν↘0

∫

R
dµ

〈
ϕ, S∗

[
1
ν

{
f(µH ′

0 + νΦ)− f(µH ′
0)

}
, S

]
ϕ
〉

=
∫

R
dµ

〈
ϕ, S∗[Φ · f ′(µH ′

0), S]ϕ
〉

= 0.

A rigorous proof of this argument is given in Theorem 2.5.3 below. Before this we introduce
an assumption on the behavior of the C0-group {eix·Φ}x∈Rd in D(H0), and then prove a
technical lemma. We use the notation G for D(H0) endowed with the graph topology, and
G∗ for its dual space. In the following proofs, we also freely use the notations of [7] for some
regularity classes with respect to the group generated by Φ.

Assumption 2.5.1. The C0-group {eix·Φ}x∈Rd is of polynomial growth in G, namely there
exists r > 0 such that for all x ∈ Rd

∥∥eix·Φ∥∥
B(G,G)

≤ Const.〈x〉r.

Lemma 2.5.2. Let H0 and Φ satisfy Assumptions 2.2.1, 2.2.2 and 2.5.1, and let η ∈ C∞
c (R).

Then there exists C, s > 0 such that for all µ ∈ R, x ∈ Rd and ν ∈ (−1, 1) \ {0}
∥∥ 1

ν

{
η
(
H0(νx)

)
ei µ

ν
[H0(νx)−H0]−η(H0) eiµx·H′

0
}∥∥ ≤ C (1 + |µ|)〈x〉s.

Proof. For x ∈ Rd and µ ∈ R, we define the function

gx,µ : (−1, 1) \ {0} → B(H0), ν 7→ ei µ
ν
[H0(νx)−H0] η(H0).

Reproducing the argument of point (ii) of the proof of Theorem 1.5.5, one readily shows that
H0 ∈ C1

u(Φ;G,H0), and then that gx,µ is continuous with

gx,µ(0) := lim
ν→0

gx,µ(ν) = eiµx·H′
0 η(H0).

On another hand, since η(H0) belongs to C1
u(Φ), one has in B(H0) the equalities

1
ν

{
η
(
H0(νx)

)− η(H0)
}

=
1
ν

∫ 1

0
dt

d
dt

η
(
H0(tνx)

)

= i
∑

j

xj

∫ 1

0
dt e−itνx·Φ [

η(H0),Φj

]
eitνx·Φ .
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So, combining the two equations, one obtains that

1
ν

{
η
(
H0(νx)

)
ei µ

ν
[H0(νx)−H0]−η(H0) eiµx·H′

0
}

= 1
ν

{
η
(
H0(νx)

)− η(H0)
}

ei µ
ν
[H0(νx)−H0] + 1

ν

{
gx,µ(ν)− gx,µ(0)

}

= i
∑

j

xj

∫ 1

0
dt e−itνx·Φ [

η(H0), Φj

]
eitνx·Φ ei µ

ν
[H0(νx)−H0] + 1

ν

{
gx,µ(ν)− gx,µ(0)

}
.

(2.14)

In order to estimate the difference gx,µ(ν)− gx,µ(0), observe first that one has in B(H0) for
any bounded set I ⊂ R

1
ν

[
H0(νx)−H0

]
EH0(I) = 1

ν

∫ 1

0
dt

d
dt

H0(tνx)EH0(I) =
∫ 1

0
dt x ·H ′

0(tνx)EH0(I).

So, if ε ∈ R is small enough and if the bounded set I ⊂ R is chosen such that η(H0) =
EH0(I)η(H0), one obtains in B(H0)

gx,µ(ν + ε)− gx,µ(ν)

=
{

eiµ
R 1
0 dt x·H′

0(t(ν+ε)x)EH0(I)− eiµ
R 1
0 dt x·H′

0(tνx)EH0 (I)
}
η(H0)

= eiµ
R 1
0 du x·H′

0(uνx)EH0(I)
{

eiµ
R 1
0 dt x·[H′

0(t(ν+ε)x)−H′
0(tνx)]EH0 (I)−1

}
η(H0)

= eiµ
R 1
0 du x·H′

0(uνx)EH0(I)
{

eiµ
R 1
0 dt

R 1
0 ds tε

P
j,k xjxk(∂jkH0)(t(ν+sε)x)EH0 (I)−1

}
η(H0).

Note that the property ∂jH0 ∈ C1
u(Φ;G,H0) (which follows from Assumption 2.2.1 and [7,

Lemma 5.1.2.(b)]) has been taken into account for the last equality. Then, multiplying the
above expression by ε−1 and taking the limit ε → 0 in B(H0) leads to

g′x,µ(ν) = iµ eiµ
R 1
0 du x·H′

0(uνx)

∫ 1

0
dt t

∑

j,k

xjxk(∂jkH0)(tνx)η(H0). (2.15)

This formula, together with Equation (2.14) and the mean value theorem, implies that
∥∥ 1

ν

{
η
(
H0(νx)

)
ei µ

ν
[H0(νx)−H0]−η(H0) eiµx·H′

0
}∥∥

≤ Const. |x|+ sup
ξ∈[0,1]

∥∥g′x,µ(ξν)
∥∥

≤ Const. |x|+ Const. x2|µ| sup
ξ∈[0,1]

∑

j,k

∥∥(∂jkH0)(ξνx)η(H0)
∥∥. (2.16)

But one has
(∂jkH0)(ξνx)η(H0) = e−iξνx·Φ(∂jkH0) eiξνx·Φ η(H0)

with η(H0) ∈ B(H0,G) and (∂jkH0) ∈ B(G,H0). So, it follows from Assumption 2.5.1
that there exists r > 0 such that

∥∥(∂jkH0)(ξνx)η(H0)
∥∥ ≤ Const.〈ξνx〉r.

Hence, one finally gets from (2.16) that for each ν ∈ (−1, 1) \ {0}
∥∥ 1

ν

{
η
(
H0(νx)

)
ei µ

ν
[H0(νx)−H0]−η(H0) eiµx·H′

0
}∥∥ ≤ Const.(1 + |µ|)〈x〉r+2,

which proves the claim with s := r + 2.
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In the sequel, the symbol F stands for the Fourier transformation, and the measure dx
on Rd is chosen so that F extends to a unitary operator in L2(Rd).

Theorem 2.5.3. Let H0, f,H and Φ satisfy Assumptions 2.2.1, 2.2.2, 2.3.1, 2.4.1 and 2.5.1,
and let ϕ ∈ H−0 ∩D2 satisfy Sϕ ∈ D2 and

[
Ff (H ′

0), S
]
ϕ = 0. (2.17)

Then the following equality holds:

lim
r→∞

{
T 0

r (Sϕ)− T 0
r (ϕ)

}
= 0.

Note that the l.h.s. of (2.17) is well-defined due to the homogeneity property of Ff .
Indeed, one has [

Ff (H ′
0), S

]
ϕ =

[|H ′
0|−1η(H0)Ff

( H′
0

|H′
0|

)
, S

]
ϕ

for some η ∈ C∞
c

(
R\κ(H0)

)
, and thus

[
Ff (H ′

0), S
]
ϕ ∈ H due to Lemma 2.2.4.(d) and the

compacity of Ff (Sd−1).

Proof. Let ϕ ∈ H−0 ∩ D2 satisfies Sϕ ∈ D2, take a real η ∈ C∞
c

(
R \ κ(H0)

)
such that

ϕ = η(H0)ϕ, and set ηt(H0) := eitH0 η(H0). Using (2.17), the definition of Ff and the
change of variables µ := t/r, ν := 1/r, one gets

T 0
1/ν(Sϕ)− T 0

1/ν(ϕ)

=
∫

R
dµ

〈
ϕ, S∗

[
1
ν

{
ηµ

ν
(H0)f(νΦ)η−µ

ν
(H0)− f(µH ′

0)
}
, S

]
ϕ
〉

=
∫

R
dµ

∫

Rd

dx (Ff)(x)
〈
ϕ, S∗

[
1
ν

{
eiνx·Φ ηµ

ν

(
H0(νx)

)
η−µ

ν
(H0)− eiµx·H′

0
}
, S

]
ϕ
〉

=
∫

R
dµ

∫

Rd

dx (Ff)(x)
〈
ϕ, S∗

[
1
ν (eiνx·Φ−1)η

(
H0(νx)

)
ei µ

ν
[H0(νx)−H0], S

]
ϕ
〉

(2.18)

+
∫

R
dµ

∫

Rd

dx (Ff)(x)
〈
ϕ, S∗

[
1
ν

{
η
(
H0(νx)

)
ei µ

ν
[H0(νx)−H0]−η(H0) eiµx·H′

0
}
, S

]
ϕ
〉
.

To prove the statement, it is sufficient to show that the limit as ν ↘ 0 of each of these two
terms is equal to zero. This is done in points (i) and (ii) below.

(i) For the first term, one can easily adapt the method presented in the proof of Theorem
1.5.5, points (ii) and (iii), in order to apply Lebesgue’s dominated convergence theorem to
(2.18). So, one gets

lim
ν↘0

∫

R
dµ

∫

Rd

dx (Ff)(x)
〈
ϕ, S∗

[
1
ν (eiνx·Φ−1)η

(
H0(νx)

)
ei µ

ν
[H0(νx)−H0], S

]
ϕ
〉

= i

∫

R
dµ

∫

Rd

dx (Ff)(x)
{〈

(x · Φ)Sϕ, eiµx·H′
0 Sϕ

〉− 〈
(x · Φ)ϕ, eiµx·H′

0 ϕ
〉}

,

and the change of variables µ′ := −µ, x′ := −x, together with the symmetry of f , implies
that this expression is equal to zero.
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(ii) For the second term, it is sufficient to prove that

lim
ν↘0

∫

R
dµ

∫

Rd

dx (Ff)(x)
〈
ψ, 1

ν

{
η
(
H0(νx)

)
ei µ

ν
[H0(νx)−H0]−η(H0) eiµx·H′

0
}
ψ

〉
(2.19)

is equal to zero for any ψ ∈ D2 satisfying η(H0)ψ = ψ. For the moment, let us assume that
we can interchange the limit and the integrals in (2.19) by invoking Lebesgue’s dominated
convergence theorem. Then, taking Equations (2.14) and (2.15) into account, one obtains

lim
ν↘0

∫

R
dµ

∫

Rd

dx (Ff)(x)
〈
ψ, 1

ν

{
η
(
H0(νx)

)
ei µ

ν
[H0(νx)−H0]−η(H0) eiµx·H′

0
}
ψ

〉

=
∫

R
dµ

∫

Rd

dx (Ff)(x)
〈
ψ,

{
i
[
η(H0), x · Φ

]
eiµx·H′

0

+ iµ
2

eiµx·H′
0
∑

j,k xjxk(∂jkH0)η(H0)
}
ψ

〉
,

and the change of variables µ′ := −µ, x′ := −x, together with the symmetry of f , im-
plies that this expression is equal to zero. So, it only remains to show that one can really
apply Lebesgue’s dominated convergence theorem in order to interchange the limit and the
integrals in (2.19). For this, let us set for ν ∈ (−1, 1) \ {0} and µ ∈ R

L(ν, µ) :=
∫

Rd

dx (Ff)(x)
〈
ψ, 1

ν

{
η
(
H0(νx)

)
ei µ

ν
[H0(νx)−H0]−η(H0) eiµx·H′

0
}
ψ

〉
.

By using Lemma 2.5.2 and the fact that Ff ∈ S (Rd), one gets that |L(ν, µ)| ≤ Const.(1+
|µ|) with a constant independent of ν. Therefore |L(ν, µ)| is bounded uniformly in ν ∈
(−1, 1) \ {0} by a function in L1([−1, 1], dµ).

For the case |µ| > 1, we first remark that there exists a compact set I ⊂ R \ κ(H0) such
that η(H0) = EH0(I)η(H0). Due to Lemma 2.2.4.(d), there also exists ζ ∈ C∞

c

(
(0,∞)

)
such that

η
(
H0(νx)

)
= η

(
H0(νx)

)
ζ
(
H ′

0(νx)2
)

for all x ∈ Rd and ν ∈ R. So, using the notations

AI
ν,µ(x) := ei µ

ν
[H0(νx)−H0] EH0(I) ≡ ei µ

ν
[H0(νx)−H0]EH0 (I) EH0(I)

and
BI

µ(x) := eiµx·H′
0 EH0(I) ≡ eiµx·H′

0EH0 (I) EH0(I),

one can rewrite L(ν, µ) as

L(ν, µ)

=
∫

Rd

dx (Ff)(x)
〈
ψ, 1

ν

{
η
(
H0(νx)

)
ζ
(
H ′

0(νx)2
)
AI

ν,µ(x)− η(H0)ζ(H ′2
0 )BI

µ(x)
}
ψ

〉
.

Now, using the same technics as in the proof of Lemma 2.5.2, one shows that the maps
AI

ν,µ : Rd → B(H0) and BI
µ : Rd → B(H0) are differentiable, with derivatives

(
∂jA

I
ν,µ

)
(x) = iµ(∂jH0)(νx)AI

ν,µ(x) and
(
∂jB

I
µ

)
(x) = iµ(∂jH0)BI

µ(x).
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Thus, setting

Cj := (H ′
0)
−2ζ(H ′2

0 )(∂jH0)η(H0) ∈ B(H0) and Vx := e−ix·Φ,

one can even rewrite L(ν, µ) as

L(ν, µ) = (iµ)−1
∑

j

∫

Rd

dx (Ff)(x)
〈
ψ, 1

ν

{
VνxCjV

∗
νx

(
∂jA

I
ν,µ

)
(x)− Cj

(
∂jB

I
µ

)
(x)

}
ψ

〉
.

We shall now use repeatedly the following argument: Let g ∈ S (Rn) and let X :=
(X1, . . . , Xn) be a family of self-adjoint and mutually commuting operators in H0. If all
Xj are of class C2(Φ), then the operator g(X) belongs to C2(Φ), and

[
[g(X), Φj ], Φk

] ∈
B(H0) for all j, k. Such a statement has been proved in Proposition 1.5.1 in a greater gener-
ality. Here, the operator Cj is of the type g(X), since all the operators H0, ∂jH0, . . . , ∂dH0

are of class C2(Φ). Thus, we can perform a first integration by parts (with vanishing bound-
ary contributions) with respect to xj to obtain

L(ν, µ) = −(iµ)−1
∑

j

∫

Rd

dx
[
∂j(Ff)

]
(x)

〈
ψ, 1

ν

{
VνxCjV

∗
νxAI

ν,µ

(
x)− CjB

I
µ(x)

}
ψ

〉

− µ−1
∑

j

∫

Rd

dx (Ff)(x)
〈
ψ, Vνx[Cj , Φj ]V ∗

νxAI
ν,µ(x)ψ

〉
.

Now, the scalar product in the first term can be written as

(iµ)−1
〈
ψ, 1

ν

{
VνxDV ∗

νx

(
∂jA

I
ν,µ

)
(x)−D

(
∂jB

I
µ

)
(x)

}
ψ

〉

with D := (H ′
0)
−2ζ(H ′2

0 )η(H0) ∈ B(H0). Thus, a further integration by parts leads to

L(ν, µ) = −µ−2
∑

j

∫

Rd

dx
[
∂2

j (Ff)
]
(x)

〈
ψ, 1

ν

{
VνxDV ∗

νxAI
ν,µ(x)−DBI

µ(x)
}
ψ

〉

(2.20)

− iµ−2
∑

j

∫

Rd

dx
[
∂j(Ff)

]
(x)

〈
ψ, Vνx[D, Φj ]V ∗

νxAI
ν,µ(x)ψ

〉
(2.21)

− µ−1
∑

j

∫

Rd

dx (Ff)(x)
〈
ψ, Vνx[Cj , Φj ]V ∗

νxAI
ν,µ(x)ψ

〉
. (2.22)

By setting Ek := (H ′
0)
−4ζ(H ′2

0 )(∂kH0) η(H0) ∈ B(H0) and by performing a further
integration by parts, one obtains that (2.20) is equal to

iµ−3
∑

j,k

∫

Rd

dx
[
∂2

j (Ff)
]
(x)

〈
ψ, 1

ν

{
VνxEkV

∗
νx

(
∂kA

I
ν,µ

)
(x)−Ek

(
∂kB

I
µ

)
(x)

}
ψ

〉

= −iµ−3
∑

j,k

∫

Rd

dx
[
∂k∂

2
j (Ff)

]
(x)

〈
ψ, 1

ν

{
VνxEkV

∗
νxAI

ν,µ(x)− EkB
I
µ(x)

}
ψ

〉

+ µ−3
∑

j,k

∫

Rd

dx
[
∂2

j (Ff)
]
(x)

〈
ψ, Vνx[Ek, Φk]V ∗

νxAI
ν,µ(x)ψ

〉
.
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By mimicking the proof of Lemma 2.5.2, with η(H0) replaced by Ek, one obtains that there
exist C, s > 0 such that for all |µ| > 1, x ∈ Rd and ν ∈ (−1, 1) \ {0}

∥∥ 1
ν

{
VνxEkV

∗
νxAI

ν,µ(x)− EkB
I
µ(x)

}∥∥ ≤ C (1 + |µ|)〈x〉s.

So, the terms (2.20) and (2.21) can be bounded uniformly in ν ∈ (−1, 1) \ {0} by a function
in L1

(
R \ [−1, 1],dµ

)
. For the term (2.22), a direct calculation shows that it can be written

as

−iµ−2
∑

j,k

∫

R
dx (Ff)(x)

〈
V ∗

νxψ, [Cj , Φj ]V ∗
νxCkVνx

(
∂kA

I
ν,−µ

)
(−x)V ∗

νxψ
〉
.

So, doing once more an integration by parts with respect to xk, one also obtains that this
term is bounded uniformly in ν ∈ (−1, 1) \ {0} by a function in L1

(
R \ [−1, 1], dµ

)
.

The last estimates, together with our previous estimate for |µ| ≤ 1, show that |L(ν, µ)|
is bounded uniformly in |ν| < 1 by a function in L1(R, dµ). So, one can interchange the
limit ν ↘ 0 and the integration over µ in (2.19). The interchange of the limit ν ↘ 0 and the
integration over x in (2.19) is justified by the bound obtained in Lemma 2.5.2.

The existence of the usual time delay is now a direct consequence of Theorems 2.4.3 and
2.5.3:

Theorem 2.5.4. Let H0, f , H and Φ satisfy Assumptions 2.2.1, 2.2.2, 2.3.1, 2.4.1 and 2.5.1.
Let ϕ ∈ H−0 ∩D2 satisfy Sϕ ∈ D2, (2.10) and (2.17). Then one has

lim
r→∞ τ in

r (ϕ) = lim
r→∞ τr(ϕ) = −〈

ϕ, S∗
[
Tf , S

]
ϕ
〉
,

with Tf defined by (2.3).

Remark 2.5.5. In L2(Rd), the position operators Qj and the momentum operators Pj are
related to the free Schrödinger operator by the commutation formula Pj = i

[ − 1
2∆, Qj

]
.

Therefore, if one interprets the collection {Φ1, . . . ,Φd} as a family of position operators,
then it is natural (by analogy to the Schrödinger case) to think of the familly

H ′
0 ≡

(
i[H0, Φ1], . . . , i[H0, Φd]

)

as a velocity operator for H0. As a consequence, one can interpret the commutation assump-
tion (2.17) as the conservation of (a function of) the velocity operator H ′

0 by the scattering
process, and the meaning of Theorem 2.5.4 reduces to the following: If the scattering pro-
cess conserves the velocity operator H ′

0, then the usual and the symmetrized time delays are
equal.

There are several situations where the commutation assumption (2.17) is satisfied. Here
we present three of them:

(i) Suppose that H0 is of class C1(Φ), and assume that there exists v ∈ Rd\{0} such that
H ′

0 = v. Then the operator Ff (H ′
0) reduces to the scalar Ff (v), and

[
Ff (H ′

0), S
]

= 0
in B(H0). This occurs for instance in the case of Friedrichs-type and Stark operators
(see Section 1.7.1).
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(ii) Suppose that Φ has only one component and that H ′
0 = H0. Then the operator

Ff (H ′
0) ≡ Ff (H0) is diagonalizable in the spectral representation of H0. We also

know that S is decomposable in the spectral representation of H0. Thus (2.17) is sat-
isfied for each ϕ ∈ D0, since diagonalizable operators commute with decomposable
operators. This occurs in the case of Φ-homogeneous operators H0 such as the free
Schrödinger operator (see Section 1.7.2 and also [22, Sec. 10 & 11]).

(iii) More generally, suppose that Ff (H ′
0) is diagonalizable in the spectral representa-

tion of H0. Then (2.17) is once more satisfied for each ϕ ∈ D0, since diagonaliz-
able operators commute with decomposable operators. For instance, in the case of
the Dirac operator and of dispersive systems with a radial symbol, we have neither
H ′

0 = v ∈ Rd \ {0}, nor H ′
0 = H0. But if we suppose f radial, then Ff (H ′

0) is nev-
ertheless diagonalizable in the spectral representation of H0 (see Section 1.7.3 and
[111, Rem. 4.9]).





Chapter 3

Mourre theory in a two-Hilbert
spaces setting

3.1 Introduction

It is commonly accepted that Mourre theory is a very powerful tool in spectral and scatter-
ing theory for self-adjoint operators. In particular, it naturally leads to limiting absorption
principles which are essential when studying the absolutely continuous part of self-adjoint
operators. Since the pioneering work of E. Mourre [76], a lot of improvements and exten-
sions have been proposed, and the theory has led to numerous applications. However, in
most of the corresponding works, Mourre theory is presented in a one-Hilbert space setting
and perturbative arguments are used within this framework. In this work, we propose to ex-
tend the theory to a two-Hilbert spaces setting and present some results in that direction. In
particular, we show how a Mourre estimate can be deduced for a pair of self-adjoint opera-
tors (H,A) in a Hilbert space H from a similar estimate for a pair of self-adjoint operators
(H0, A0) in a auxiliary Hilbert space H0.

The main idea of E. Mourre for obtaining results on the spectrum σ(H) of a self-adjoint
operator H in a Hilbert spaceH is to find an auxiliary self-adjoint operator A in H such that
the commutator [iH, A] is positive when localised in the spectrum of H . Namely, one looks
for a subset I ⊂ σ(H), a number a ≡ a(I) > 0 and a compact operator K ≡ K(I) in H
such that

EH(I)[iH,A]EH(I) ≥ aEH(I) + K, (3.1)

where EH(I) is the spectral projection of H on I . Such an estimate is commonly called a
Mourre estimate. In general, this positivity condition is obtained via perturbative technics.
Typically, H is a perturbation of a simpler operator H0 in H for which the commutator
[iH0, A] is easily computable and the positivity condition easily verifiable. In such a case, the
commutator of the formal difference H−H0 with A can be considered as a small perturbation
of [iH0, A], and one can still infer the necessary positivity of [iH, A].

In many other situations one faces the problem that H is not the perturbation of any sim-
pler operator H0 inH. For example, if H is the Laplace-Beltrami operator on a non-compact
manifold, there is no candidate for a simpler operator H0! Alternatively, for multichannel

53
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scattering systems, there might exist more than one single candidate for H0, and one has
to take this multiplicity into account. In these situations, it is therefore unclear from the
very beginning wether one can find a suitable conjugate operator A for H and how some
positivity of [iH, A] can be deduced from a hypothetic similar condition involving a simpler
operator H0. Of course, these interrogations have found positive answers in various situa-
tions. Nevertheless, it does not seem to the authors that any general framework has yet been
proposed.

The starting point for our investigations is the scattering theory in the two-Hilbert spaces
setting. In this setup, one has a self-adjoint operator H in a Hilbert spaceH, and one looks for
a simpler self-adjoint operator H0 in an auxiliary Hilbert space H0 and a bounded operator
J : H0 → H such that the strong limits

s- limt→±∞ eitH J e−itH0 ϕ

exist for suitable vectors ϕ ∈ H0. If such limits exist for enough ϕ ∈ H0, then some
information on the spectral nature of H can be inferred from similar information on the
spectrum of H0. We refer to the books [17] and [118] for general presentations of scattering
theory in the two-Hilbert spaces setting. Therefore, the following question naturally arises: If
A0 is a conjugate operator for H0 such that (3.1) holds with (H0, A0) instead of (H,A), can
we define a conjugate operator A for H such that (3.1) holds? Under suitable conditions,
the answer is “yes”, and its justification is the content of this work. In fact, we present a
general framework in which a Mourre estimate for a pair (H, A) can be deduced from a
similar Mourre estimate for a pair (H0, A0). In that framework, we suppose the operators
A0 and A given a priori, and then exhibit sufficient conditions on the formal commutators
[iH,A] and [iH0, A0] guaranteeing the existence of a Mourre estimate for (H, A) if a Mourre
estimate for (H0, A0) is verified (see the assumptions of Theorem 3.3.1). We also show how
a conjugate operator A for H can be constructed from a conjugate operator A0 for H0.

Let us finally sketch the organisation of the work. In Section 3.2, we recall a few defi-
nitions (borrowed from [7, Chap. 7]) in relation with Mourre theory in the usual one-Hilbert
space setting. In Section 3.3, we state our main result, Theorem 3.3.1, on the obtention of a
Mourre estimate for (H, A) from a similar estimate for (H0, A0). A complementary result on
higher order regularity of H with respect to A is also presented. In the second part of Section
3.3, we show how the assumptions of Theorem 3.3.1 can be checked for short-range type and
long-range type perturbations (note that the distinction between short-range type and long-
range type perturbations is more subtle here, since H0 and H do not live in the same Hilbert
space). We also show how a natural candidate for A can be constructed from A0. In Sec-
tion 3.4, we illustrate our results with the simple example of one-dimensional Schrödinger
operator with steplike potential. A more challenging application on manifolds will be pre-
sented in [94] (many other applications such as curved quantum waveguides, anisotropic
Schrödinger operators, spin models, etc., are also conceivable). Finally, in Section 3.5 we
prove an auxiliary result on the completeness of the wave operators in the two-Hilbert spaces
setting without assuming that the initial sets of the wave operators are equal to the subspace
Hac(H0) of absolute continuity of H0 (in [17] and [118], only that case is presented and this
situation is sometimes too restrictive as will be shown for example in [94]).
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3.2 Mourre theory in the one-Hilbert space setting

In this section we recall some definitions related to Mourre theory, such as the regularity
condition of H with respect to A, providing a precise meaning to the commutators mentioned
in the Introduction. We refer to [7, Sec. 7.2] for more information and details.

Let us consider a Hilbert space H with scalar product 〈 · , · 〉H and norm ‖ · ‖H. Let also
H and A be two self-adjoint operators in H, with domains D(H) and D(A). The spectrum
of H is denoted by σ(H) and its spectral measure by EH( ·). For shortness, we also use the
notation EH(λ; ε) := EH

(
(λ− ε, λ + ε)

)
for all λ ∈ R and ε > 0.

The operator H is said to be of class C1(A) if there exists z ∈ C \ σ(H) such that the
map

R 3 t 7→ e−itA(H − z)−1 eitA ∈ B(H) (3.2)

is strongly of class C1 in H. In such a case, the set D(H) ∩ D(A) is a core for H and
the quadratic form D(H) ∩ D(A) 3 ϕ 7→ 〈Hϕ, Aϕ〉H − 〈Aϕ,Hϕ〉H is continuous in the
topology of D(H). This form extends then uniquely to a continuous quadratic form [H, A]
onD(H), which can be identified with a continuous operator fromD(H) to the adjoint space
D(H)∗. Furthermore, the following equality holds:

[
A, (H − z)−1

]
= (H − z)−1[H, A](H − z)−1.

This C1(A)-regularity of H with respect to A is the basic ingredient for any investigation in
Mourre theory. It is also at the root of the proof of the Virial Theorem (see for example [7,
Prop. 7.2.10] or [44]).

Note that if H is of class C1(A) and if η ∈ C∞
c (R) (the set of smooth functions onRwith

compact support), then the quadratic form D(A) 3 ϕ 7→ 〈η̄(H)ϕ,Aϕ〉H − 〈Aϕ, η(H)ϕ〉H
also extends uniquely to a continuous quadratic form [η(H)A, ] on H, identified with a
bounded operator on H.

We now recall the definition of two very useful functions in Mourre theory described in
[7, Sec. 7.2]. For that purpose, we use the following notations: for two bounded operators S
and T in a common Hilbert space we write S ≈ T if S − T is compact, and we write S . T
if there exists a compact operator K such that S ≤ T +K. If H is of class C1(A) and λ ∈ R
we set

%A
H(λ) := sup

{
a ∈ R | ∃ε > 0 s.t. aEH(λ; ε) ≤ EH(λ; ε)[iH, A]EH(λ; ε)

}
.

A second function, more convenient in applications, is

%̃A
H(λ) := sup

{
a ∈ R | ∃ε > 0 s.t. aEH(λ; ε) . EH(λ; ε)[iH, A]EH(λ; ε)

}
.

Note that the following equivalent definition is often useful:

%̃A
H(λ) = sup

{
a ∈ R | ∃η ∈ C∞

c (R) real s.t. η(λ) 6= 0, aη(H)2 . η(H)[iH, A]η(H)
}
.

(3.3)
It is commonly said that A is conjugate to H at the point λ ∈ R if %̃A

H(λ) > 0, and that A is
strictly conjugate to H at λ if %A

H(λ) > 0. Furthermore, the function %̃A
H : R → (−∞,∞]
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is lower semicontinuous and satisfies %̃A
H(λ) < ∞ if and only if λ belongs to the essential

spectrum σess(H) of H . One also has %̃A
H(λ) ≥ %A

H(λ) for all λ ∈ R.

Another property of the function %̃, often used in the one-Hilbert space setting, is its sta-
bility under a large class of perturbations: Suppose that H and H ′ are self-adjoint operators
in H and that both operators H and H ′ are of class C1

u(A), i.e. such that the map (3.2) is C1

in norm. Assume furthermore that the difference (H− i)−1− (H ′− i)−1 belongs to K (H),
the algebra of compact operators on H. Then, it is proved in [7, Thm. 7.2.9] that %̃A

H′ = %̃A
H ,

or in other words that A is conjugate to H ′ at a point λ ∈ R if and only if A is conjugate to
H at λ.

Our first contribution in this work is to extend such a result to the two-Hilbert spaces set-
ting. But before this, let us recall the importance of the set µ̃A(H) ⊂ R on which %̃A

H( ·) > 0:
if H is slightly more regular than C1(A), then H has locally at most a finite number of eigen-
values on µ̃A(H) (multiplicities counted), and H has no singularly continuous spectrum on
µ̃A(H) (see [7, Thm. 7.4.2] for details).

3.3 Mourre theory in the two-Hilbert spaces setting

From now on, apart from the triple (H,H, A) of Section 3.2, we consider a second triple
(H0,H0, A0) and an identification operator J : H0 → H. The existence of two such triples
is quite standard in scattering theory, at least for the pairs (H,H) and (H0,H0) (see for
instance the books [17, 118]). Part of our goal in what follows is to show that the existence
of the conjugate operators A and A0 is also natural, as was realised in the context of scattering
on manifolds [94].

So, let us consider a second Hilbert space H0 with scalar product 〈 · , · 〉H0 and norm
‖ · ‖H0 . Let also H0 and A0 be two self-adjoint operators in H0, with domains D(H0) and
D(A0). Clearly, the C1(A0)-regularity of H0 with respect to A0 can be defined as before,
and if H0 is of class C1(A0) then the definitions of the two functions %A0

H0
and %̃A0

H0
hold as

well.

In order to compare the two triples, it is natural to require the existence of a map
J ∈ B(H0,H) having some special properties (for example, the ones needed for the com-
pleteness of the wave operators, see Section 3.5). But for the time being, no additional
information on J is necessary. In the one-Hilbert space setting, the operator H is typically a
perturbation of the simpler operator H0. And as mentioned above, the stability of the func-
tion %̃A0

H0
is an efficient tool to infer information on H from similar information on H0. In

the two-Hilbert spaces setting, we are not aware of any general result allowing the computa-
tion of the function %̃A

H in terms of the function %̃A0
H0

. The obvious reason for this being the
impossibility to consider H as a direct perturbation of H0 since these operators do not live
in the same Hilbert space. Nonetheless, the next theorem gives a result in that direction:

Theorem 3.3.1. Let (H,H,A) and (H0,H0, A0) be as above, and assume that

(i) the operators H0 and H are of class C1(A0) and C1(A), respectively,

(ii) for any η ∈ C∞
c (R) the difference of bounded operators J [iA0, η(H0)]J∗−[iA, η(H)]

belongs to K (H),
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(iii) for any η ∈ C∞
c (R) the difference Jη(H0)− η(H)J belongs to K (H0,H),

(iv) for any η ∈ C∞
c (R) the operator η(H)(JJ∗ − 1)η(H) belongs to K (H).

Then, one has %̃A
H ≥ %̃A0

H0
. In particular, if A0 is conjugate to H0 at λ ∈ R, then A is

conjugate to H at λ.

Note that with the notations introduced in the previous section, Assumption (ii) reads
J [iA0, η(H0)]J∗ ≈ [iA, η(H)]. Furthermore, since the vector space generated by the family
of functions {( · − z)−1}z∈C\R is dense in C0(R) and the set K (H0,H) is closed in
B(H0,H), the condition J(H0 − z)−1 − (H − z)−1J ∈ K (H0,H) for all z ∈ C \ R
implies Assumption (iii) (here, C0(R) denotes the set of continuous functions onR vanishing
at ±∞).

Proof. Let η ∈ C∞
c (R;R), and define η1, η2 ∈ C∞

c (R;R) by η1(x) := xη(x) and η2(x) :=
xη(x)2. Under Assumption (i), it is shown in [7, Eq. 7.2.18] that

η(H)[iA,H]η(H) = [iA, η2(H)]− 2Re
{
[iA, η(H)]η1(H)

}
.

Therefore, one infers from Assumptions (ii) and (iii) that

η(H)[iA,H]η(H)
≈ J [iA0, η2(H0)]J∗ − 2Re

{
J [iA0, η(H0)]J∗η1(H)

}

= J [iA0, η2(H0)]J∗ − 2Re
{
J [iA0, η(H0)]η1(H0)J∗

}

− 2Re
{
J [iA0, η(H0)]

(
J∗η1(H)− η1(H0)J∗

)}

≈ J [iA0, η2(H0)]J∗ − 2J Re
{
[iA0, η(H0)]η1(H0)

}
J∗

= Jη(H0)[iA0,H0]η(H0)J∗,

which means that

η(H)[iA, H]η(H) ≈ Jη(H0)[iA0,H0]η(H0)J∗. (3.4)

Furthermore, if a ∈ R is such that η(H0)[iA0,H0]η(H0) & aη(H0)2, then Assumptions
(iii) and (iv) imply that

Jη(H0)[iA0,H0]η(H0)J∗ & aJη(H0)2J∗ ≈ aη(H)JJ∗η(H) ≈ aη(H)2. (3.5)

Thus, one obtains η(H)[iA,H]η(H) & aη(H)2 by combining (3.4) and (3.5). This last
estimate, together with the definition (3.3) of the functions %̃A0

H0
and %̃A

H in terms of the local-
isation function η, implies the claim.

As mentioned in the previous sections, the C1(A)-regularity of H and the Mourre esti-
mate are crucial ingredients for the analysis of the operator H , but they are in general not
sufficient. For instance, the nature of the spectrum of H or the existence and the complete-
ness of the wave operators is usually proved under a slightly stronger C1,1(A)-regularity
condition of H . It would certainly be valuable if this regularity condition could be deduced
from a similar information on H0. Since we have not been able to obtain such a result, we
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simply refer to [7] for the definition of this class of regularity and present below a coarser
result. Namely, we show that the regularity condition “H is of class Cn(A)” can be checked
by means of explicit computations involving only H and not its resolvent. For simplicity, we
present the simplest, non-perturbative version of the result; more refined statements involv-
ing perturbations as in Sections 3.3.1 and 3.3.2 could also be proved.

For that purpose, we first recall that H is of class Cn(A) if the map (3.2) is strongly of
class Cn. We also introduce the following slightly more general regularity class: Assume
that (G,H) is a Friedrichs couple, i.e. a pair (G,H) with G a Hilbert space densely and
continuously embedded in H. Assume furthermore that the unitary group {eitA}t∈R leaves
G invariant. Then, the restriction of this group to G generates a C0-group in G, and by duality
extends to a C0-group in G∗ (the adjoint space of G). Without ambiguity, the generators of
these groups can be denoted by A (see [7, Sec. 6.3] for details). In such a situation, an
operator T ∈ B(G,H) is said to belong to Cn(A;G,H) if the map

R 3 t 7→ e−itA T eitA ∈ B(G,H)

is strongly of class Cn. Similar definitions hold with T in B(H,G), B(G,G∗) or in B(G∗,H),
and one clearly has Cn(A;G,H) ⊂ Cn(A;G,G∗).

The next proposition (which improves slightly the result of [75, Lemma 1.2]) is an exten-
sion of [7, Thm. 6.3.4.(c)] to higher orders of regularity of H with respect to A. We use for it
the notation G for the domain D(H) of H endowed with its natural Hilbert space structure.
We also recall that if H is of class C1(A), then [iH,A] can be identified with a bounded
operator from G to G∗.
Proposition 3.3.2. Assume that eitA G ⊂ G for all t ∈ R and suppose that H belongs to
Cn−1(A;G,H) ∩ Cn(A;G,G∗) for some integer n ≥ 1. Then, H is of class Cn(A).

Proof. We prove the claim by induction on n. For n = 1, the claim follows from [7,
Thm. 6.3.4.(a)].

Now, assume that the statement is true for n − 1 ≥ 0, and suppose that H belongs to
Cn−1(A;G,H) ∩ Cn(A;G,G∗). Since H is of class C1(A), one has

[
(H − i)−1, A

]
= −(H − i)−1[H, A](H − i)−1. (3.6)

Furthermore, since (H± i) ∈ B(G,H) are bijections from G ontoH, one infers from the in-
clusion H ∈ Cn−1(A;G,H) and from [7, Prop. 5.1.6.(a)] that (H ± i)−1 ∈ Cn−1(A;H,G).
One also deduces from [7, Prop. 5.1.7] that (H∓ i)−1 ∈ Cn−1(A;G∗,H). Finally, the inclu-
sion H ∈ Cn(A;G,G∗) implies that [H, A] ∈ Cn−1(A;G,G∗). So, by taking into account
account (3.6) and the regularity property for product of operators [7, Prop. 5.1.5], one obtains
that

[
(H − i)−1, A

] ∈ Cn−1(A). This implies the inclusion (H − i)−1 ∈ Cn(A), which
proves the statement for n.

Usually, the regularity of H0 with respect to A0 is easy to check. On the other hand,
the regularity of H with respect to A is in general rather difficult to establish, and various
perturbative criteria have been developed for that purpose in the one-Hilbert space setting.
Often, a distinction is made between so-called short-range and long-range perturbations.
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Roughly speaking, the difference between these types perturbations is that the two terms of
the formal commutator [A,H − H0] = A(H − H0) − (H − H0)A are treated separately
in the former situation while the commutator [A, H − H0] is really computed in the latter
situation. In the first case, one usually requires more decay and less regularity, while in the
second case more regularity but less decay are imposed. Obviously, this distinction cannot
be as transparent in the general two-Hilbert spaces setting presented here. Still, a certain
distinction remains, and thus we dedicate to it the following two complementary sections.

3.3.1 Short-range type perturbations

We show below how the condition “H is of class C1(A)” and the assumptions (ii) and (iii) of
Theorem 3.3.1 can be verified for a class of short-range type perturbations. Our approach is
to derive information on H from some equivalent information on H0, which is usually easier
to obtain. Accordingly, our results exhibit some perturbative flavor. The price one has to pay
is that a compatibility condition between A0 and A is necessary. For z ∈ C \ R, we use the
shorter notations R0(z) := (H0 − z)−1, R(z) := (H − z)−1 and

B(z) := JR0(z)−R(z)J ∈ B(H0,H). (3.7)

Proposition 3.3.3. Let H0 be of class C1(A0) and assume that D ⊂ H is a core for A such
that J∗D ⊂ D(A0). Suppose furthermore that for any z ∈ C \ R

B(z)A0 ¹ D(A0) ∈ B(H0,H) and R(z)(JA0J∗ −A) ¹ D ∈ B(H). (3.8)

Then, H is of class C1(A).

Proof. Take ψ ∈ D and z ∈ C \ R. Then, one gets
〈
R(z̄)ψ, Aψ

〉
H −

〈
Aψ,R(z)ψ

〉
H

=
〈
R(z̄)ψ, Aψ

〉
H −

〈
Aψ, R(z)ψ

〉
H −

〈
ψ, J [R0(z), A0]J∗ψ

〉
H

+
〈
ψ, J [R0(z), A0]J∗ψ

〉
H

=
〈
B(z̄)A0J

∗ψ, ψ,
〉
H −

〈
ψ, B(z)A0J

∗ψ
〉
H +

〈
ψ, J [R0(z), A0]J∗ψ

〉
H

+
〈
R(z̄)(JA0J

∗ −A)ψ,ψ
〉
H −

〈
ψ,R(z)(JA0J

∗ −A)ψ
〉
H.

Now, one has
∣∣〈B(z̄)A0J

∗ψ, ψ,
〉
H −

〈
ψ,B(z)A0J

∗ψ
〉
H

∣∣ ≤ Const.‖ψ‖2
H

due to the first condition in (3.8), and one has
∣∣〈R(z̄)(JA0J

∗ −A)ψ, ψ
〉
H −

〈
ψ,R(z)(JA0J

∗ −A)ψ
〉
H

∣∣ ≤ Const.‖ψ‖2
H

due to the second condition in (3.8). Furthermore, since H0 is of class C1(A0) one also has
∣∣〈ψ, J [R0(z), A0]J∗ψ

〉
H

∣∣ ≤ Const.‖ψ‖2
H.

Since D is a core for A, the conclusion then follows from [7, Lemma 6.2.9].
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We now show how the assumption (ii) of Theorem 3.3.1 is verified for a short-range type
perturbation. Note that the hypotheses of the following proposition are slightly stronger than
the ones of Proposition 3.3.3, and thus H is automatically of class C1(A).

Proposition 3.3.4. Let H0 be of class C1(A0) and assume that D ⊂ H is a core for A such
that J∗D ⊂ D(A0). Suppose furthermore that for any z ∈ C \ R

B(z)A0 ¹ D(A0) ∈ K (H0,H) and R(z)(JA0J∗ −A) ¹ D ∈ K (H). (3.9)

Then, for each η ∈ C∞
c (R) the difference of bounded operators J [A0, η(H0)]J∗− [A, η(H)]

belongs to K (H).

Proof. Take ψ, ψ′ ∈ D and z ∈ C \ R. Then, one gets from the proof of Proposition 3.3.3
that

〈
ψ′, J [A0, R0(z)]J∗ψ

〉
H −

〈
ψ′, [A,R(z)]ψ〉H

=
〈
B(z̄)A0J

∗ψ′, ψ,
〉
H −

〈
ψ′, B(z)A0J

∗ψ
〉
H

+
〈
R(z̄)(JA0J

∗ −A)ψ′, ψ
〉
H −

〈
ψ′, R(z)(JA0J

∗ −A)ψ
〉
H.

By the density of D in H, one then infers from the hypotheses that J [A0, R0(z)]J∗ −
[A, R(z)] belongs to K (H).

To show the same result for functions η ∈ C∞
c (R) instead of ( · − z)−1, one needs more

refined estimates. Taking the first resolvent identity into account one obtains

B(z) =
{
1 + (z − i)R(z)

}
B(i)

{
1 + (z − i)R0(z)

}
.

Thus, one gets on D the equalities

B(z)A0J
∗

=
{
1 + (z − i)R(z)

}
B(i)A0

{
1 + (z − i)R0(z)

}
J∗ +

{
1 + (z − i)R(z)

}· (3.10)

·B(i)(z − i)[R0(z), A0]J∗, (3.11)

where

[R0(z), A0] =
{
1 + (z − i)R0(z)

}
R0(i)[A0,H0]R0(i)

{
1 + (z − i)R0(z)

}
.

Obviously, these equalities extend to all of H since they involve only bounded operators.
Letting z = λ + iµ with |µ| ≤ 1, one even gets the bound

∥∥B(z)A0J
∗∥∥

B(H)
≤ Const.

(
1 +

|λ + i(µ− 1)|
|µ|

)4

.

Furthermore, since the first and second terms of (3.10) extend to elements of K (H), the
third term of (3.10) also extends to an element of K (H). Similarly, the operator on D

R(z)(JA0J
∗ −A) ≡ {

1 + (z − i)R(z)
}
R(i)(JA0J

∗ −A)

extends to a compact operator in H, and one has the bound

∥∥R(z)(JA0J
∗ −A)

∥∥
B(H)

≤ Const.
(

1 +
|λ + i(µ− 1)|

|µ|
)

.
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Now, observe that for any η ∈ C∞
c (R) and any ψ, ψ′ ∈ D one has

〈
ψ′, J [A0, η(H0)]J∗ψ

〉
H −

〈
ψ′, [A, η(H)]ψ

〉
H

=
〈{

Jη(H0)− η(H)J
}
A0J

∗ψ′, ψ
〉
H −

〈
ψ′,

{
Jη(H0)− η(H)J

}
A0J

∗ψ
〉
H.

+
〈
η(H)(JA0J

∗ −A)ψ′, ψ
〉
H −

〈
ψ′, η(H)(JA0J

∗ −A)ψ
〉
H. (3.12)

Then, by expressing the operators η(H0) and η(H) in terms of their respective resolvents
(using for example [7, Eq. 6.1.18]) and by taking the above estimates into account, one ob-
tains that

{
Jη(H0)−η(H)J

}
A0J

∗ and η(H)(JA0J
∗−A) are equal on D to a finite sum of

norm convergent integrals of compact operators. Since D is dense in H, these equalities be-
tween bounded operators extend continuously to equalities in B(H), and thus the statement
follows by using (3.12).

Remark 3.3.5. As mentioned just after Theorem 3.3.1, the requirement B(z) ∈ K (H0,H)
for all z ∈ C \ R implies the assumption (iii) of Theorem 3.3.1. Since an a priori stronger
requirement is imposed in the first condition of (3.9), it is likely that in applications the
compactness assumption (iii) will follow from the necessary conditions ensuring the first
condition in (3.9).

Before turning to the long-range case, let us reconsider the above statements in the special
situation where A = JA0J

∗. This case deserves a particular attention since it represents
the most natural choice of conjugate operator for H when A0 is a conjugate operator for
H0. However, in order to deal with a well-defined self-adjoint operator A, one needs the
following assumption:

Assumption 3.3.6. There exists a set D ⊂ D(A0J
∗) ⊂ H such that JA0J

∗ is essentially
self-adjoint on D , with corresponding self-adjoint extension denoted by A.

Assumption 3.3.6 might be difficult to check in general, but in concrete situations the
choice of the set D can be quite natural. We now show how the assumptions of the above
propositions can easily be checked under Assumption 3.3.6. Recall that the operator B(z)
was defined in (3.7).

Corollary 3.3.7. Let H0 be of class C1(A0), suppose that Assumption 3.3.6 holds for some
set D ⊂ H, and for any z ∈ C \ R assume that

B(z)A0 ¹ D(A0) ∈ B(H0,H).

Then, H is of class C1(A).

Proof. All the assumptions of Proposition 3.3.3 are verified.

Corollary 3.3.8. Let H0 be of class C1(A0), suppose that Assumption 3.3.6 holds for some
set D ⊂ H, and for any z ∈ C \ R assume that

B(z)A0 ¹ D(A0) ∈ K (H0,H). (3.13)

Then, for each η ∈ C∞
c (R) the difference of bounded operators J [A0, η(H0)]J∗− [A, η(H)]

belongs to K (H).
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Proof. All the assumptions of Proposition 3.3.4 are verified.

Remark 3.3.9. As mentioned above the choice A = JA0J
∗ is natural when A0 is a con-

jugate operator for H0. With that respect the second conditions in (3.8) and (3.9) quantify
how much one can deviate from this natural choice.

The most important consequence of Mourre theory is the obtention of a limiting absorp-
tion principle for H0 and H . Rather often, the space defined in terms of A0 (resp. A) in
which holds the limiting absorption principle for H0 (resp. H) is not adequate for applica-
tions. In [7, Prop. 7.4.4] a method is given for expressing the limiting absorption principle
for H0 in terms of an auxiliary operator Φ0 in H0 more suitable than A0. Obviously, this
abstract result also applies for three operators H , A and Φ in H, but one crucial condition is
that (H − z)−1D(Φ) ⊂ D(A) for suitable z ∈ C. In the next lemma, we provide a sufficient
condition allowing to infer this information from similar information on the operators H0,
A0 and Φ0 inH0. Note that Φ does not need to be of the form JΦ0J

∗ but that such a situation
often appears in applications.

Lemma 3.3.10. Let z ∈ C \ {σ(H0) ∪ σ(H)}. Suppose that Assumption 3.3.6 holds for
some set D ⊂ H. Assume that B(z̄)A0 ¹ D(A0) ∈ B(H0,H). Furthermore, let Φ0 and Φ
be self-adjoint operators in H0 and H satisfying (H0 − z)−1D(Φ0) ⊂ D(A0) and

J∗(Φ− i)−1 − (Φ0 − i)−1J∗ = (Φ0 − i)−1B

for some B ∈ B(H,H0). Then, one has the inclusion (H − z)−1D(Φ) ⊂ D(A).

Proof. Let ψ ∈ D and ψ′ ∈ H. Then, one has
〈
Aψ, (H − z)−1(Φ− i)−1ψ′

〉
H

=
〈{

(H − z̄)−1J − J(H0 − z̄)−1
}
A0J

∗ψ, (Φ− i)−1ψ′
〉
H

+
〈
J(H0 − z̄)−1A0J

∗ψ, (Φ− i)−1ψ′
〉
H

= −〈
B(z̄)A0J

∗ψ, (Φ− i)−1ψ′
〉
H +

〈
(H0 − z̄)−1A0J

∗ψ, (Φ0 − i)−1J∗ψ′
〉
H0

+
〈
(H0 − z̄)−1A0J

∗ψ, (Φ0 − i)−1Bψ′
〉
H0

.

So,
∣∣〈Aψ, (H − z)−1(Φ− i)−1ψ′

〉
H

∣∣ ≤ Const.‖ψ‖H, and thus (H − z)−1(Φ − i)−1ψ′ ∈
D(A), since A is essentially self-adjoint on D .

3.3.2 Long-range type perturbations

In the case of a long-range type perturbation, the situation is slightly less satisfactory than
in the short-range case. One reason comes from the fact that one really has to compute
the commutator [A,H − H0] instead of treating the terms A(H − H0) and (H − H0)A
separately. However, a rather efficient method for checking that “H is of class C1(A)” has
been put into evidence in [47, Lemma. A.2]. We start by recalling this result and then we
propose a perturbative type argument for checking the assumption (ii) of Theorem 3.3.1.
Note that there is a missprint in the hypothesis 1 of [47, Lemma A.2]; the meaningless
condition supn ‖χn‖D(H) < ∞ has to be replaced by supn ‖χn‖B(D(H)) < ∞.
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Lemma 3.3.11 (Lemma A.2 of [47]). Let D ⊂ H be a core for A such that D ⊂ D(H) and
HD ⊂ D . Let {χn}n∈N be a family of bounded operators on H such that

(i) χnD ⊂ D for each n ∈ N, s- limn→∞ χn = 1 and supn ‖χn‖B(D(H)) < ∞,

(ii) for all ψ ∈ D , one has s- limn→∞Aχnψ = Aψ,

(iii) there exists z ∈ C \ σ(H) such that χnR(z)D ⊂ D and χnR(z̄)D ⊂ D for each
n ∈ N,

(iv) one has s- limn→∞A[H, χn]R(z)ψ = 0 and s- limn→∞A[H, χn]R(z̄)ψ = 0 for all
ψ ∈ D .

Finally, assume that for all ψ ∈ D
∣∣〈Aψ, Hψ〉H − 〈Hψ,Aψ〉H

∣∣ ≤ Const.
(‖Hψ‖2

H + ‖ψ‖2
H

)
.

Then, H is of class C1(A).

In the next statement we provide conditions under which the assumption (ii) of Theorem
3.3.1 is verified for a long-range type perturbation. One condition is that for each z ∈ C \ R
the operator B(z) belongs to K (H0,H), which means that the hypothesis (iii) of Theorem
3.3.1 is also automatically satisfied. We stress that no direct relation between A0 and A is
imposed; the single relation linking A0 and A only involves the commutators [H0, A0] and
[H, A]. On the other hand, the condition on H0 is slightly stronger than just the C1(A0)-
regularity.

Proposition 3.3.12. Let H0 be of class C1(A0) with [H0, A0] ∈ B
(D(H0),H0

)
and let

H be of class C1(A). Assume that the operator J ∈ B(H0,H) extends to an element of
B

(D(H0)∗,D(H)∗
)
, and suppose that for each z ∈ C \ R the operator B(z) belongs to

K (H0,H) and that the difference J [H0, A0]J∗ − [H,A] belongs to K
(D(H),D(H)∗

)
.

Then, for each η ∈ C∞
c (R) the difference of bounded operators

J [A0, η(H0)]J∗ − [A, η(H)]

belongs to K (H).

Proof. By taking the various hypotheses into account one gets for any z ∈ C \ R that

J [A0, R0(z)]J∗ − [A, R(z)]
= JR0(z)[H0, A0]R0(z)J∗ −R(z)[H, A]R(z)
=

{
JR0(z)−R(z)J

}
[H0, A0]R0(z)J∗ + R(z)J [H0, A0]

{
R0(z)J∗ − J∗R(z)

}

+ R(z)
{
J [H0, A0]J∗ − [H, A]

}
R(z)

= B(z)[H0, A0]R0(z)J∗ + R(z)J [H0, A0]B(z̄)∗ + R(z)
{
J [H0, A0]J∗ − [H, A]

}
R(z),

with each term on the last line in K (H). Now, by taking the first resolvent identity into
account, one obtains

B(z)[H0, A0]R0(z)J∗

=
{
1 + (z − i)R(z)

}
B(i)

{
1 + (z − i)R0(z)

}
[H0, A0]R0(i)

{
1 + (z − i)R0(z)

}
J∗
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and

R(z)J [H0, A0]B(z̄)∗

=
{
1 + (z − i)R(z)

}
R(i)J [H0, A0]

{
1 + (z − i)R0(z)

}
B(−i)∗

{
1 + (z − i)R(z)

}

as well as

R(z)
{
J [H0, A0]J∗ − [H,A]

}
R(z)

=
{
1 + (z − i)R(z)

}
R(i)

{
J [H0, A0]J∗ − [H, A]

}
R(i)

{
1 + (z − i)R(z)

}
.

Thus, by letting z = λ + iµ with |µ| ≤ 1, one gets the bound

∥∥J [A0, R0(z)]J∗ − [A,R(z)]
∥∥

B(H)
≤ Const.

(
1 +

|λ + i(µ− 1)|
|µ|

)3

.

One concludes as in the proof of Proposition 3.3.4 by expressing J [A0, η(H0)]J∗−[A, η(H)]
in terms of J [A0, R0(z)]J∗ − [A,R(z)] (using for example [7, Eq. 6.2.16]), and then by
dealing with a finite number of norm convergent integrals of compact operators.

As mentioned before the statement, no direct relation between A0 and A has been im-
posed, and thus considering the special case A = JA0J

∗ is not really relevant. However,
it is not difficult to check how the quantity J [H0, A0]J∗ − [H, A] looks like in that special
case, and in applications such an approach could be of interest. However, since the resulting
formulas are rather involved in general, we do not further investigate in that direction.

3.4 One illustrative example

To illustrate our approach, we present below a simple example for which all the computations
can be made by hand (more involved examples will be presented elsewhere, like in [94],
where part of the results of the present work is used). In this model, usually called one-
dimensional Schrödinger operator with steplike potential, the choice of a conjugate operator
is rather natural, whereas the computation of the %-functions is not completely trivial due to
the anisotropy of the potential. We refer to [4, 10, 28, 29, 46] for earlier works on that model
and to [88] for a n-dimensional generalisation.

So, we consider in the Hilbert space H := L2(R) the Schrödinger operator H := −∆ +
V , where V is the operator of multiplication by a function v ∈ C(R;R) with finite limits
v± at infinity, i.e. v± := limx→±∞ v(x) ∈ R. The operator H is self-adjoint on H2(R),
since V is bounded. As a second operator, we consider in the auxiliary Hilbert space H0 :=
L2(R)⊕ L2(R) the operator

H0 := (−∆ + v−)⊕ (−∆ + v+),

which is also self-adjoint on its natural domain H2(R) ⊕ H2(R). Then, we take a function
j+ ∈ C∞(R; [0, 1]) with j+(x) = 0 if x ≤ 1 and j+(x) = 1 if x ≥ 2, we set j−(x) :=
j+(−x) for each x ∈ R, and we define the identification operator J ∈ B(H0,H) by the
formula

J(ϕ−, ϕ+) := j−ϕ− + j+ϕ+, (ϕ−, ϕ+) ∈ H0.
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Clearly, the adjoint operator J∗ ∈ B(H,H0) is given by J∗ψ = (j−ψ, j+ψ) for any ψ ∈ H,
and the operator JJ∗ ∈ B(H) is equal to the operator of multiplication by j2− + j2

+.

Let us now come to the choice of the conjugate operators. For H0, the most natural
choice consists in two copies of the generator of dilations on R, that is, A0 := (D,D) with
D the generator of the group

(
eitD ψ

)
(x) := et/2 ψ(et x), ψ ∈ S (R), t, x ∈ R,

where S (R) denotes the Schwartz space on R. In such a case, the map (3.2) with (H, A)
replaced by (H0, A0) is strongly of class C∞ in H0. Moreover, the %-functions can be
computed explicitly (see [7, Sec. 8.3.5] for a similar calculation in an abstract setting):

%̃A0
H0

(λ) = %A0
H0

(λ) =





+∞ if λ < min{v−, v+}
2
(
λ−min{v−, v+}

)
if min{v−, v+} ≤ λ < max{v−, v+}

2
(
λ−max{v−, v+}

)
if λ ≥ max{v−, v+}.

For the conjugate operator for H , two natural choices exist: either one can use again the
generator D of dilations in H, or one can use the (formal) operator JA0J

∗ which appears
naturally in our framework. Since the latter choice illustrates better the general case, we opt
here for this choice and just note that the former choice would also be suitable and would
lead to similar results. So, we set D := S (R) and j := j− + j+, and then observe that
JA0J

∗ is well-defined and equal to

JA0J
∗ = jDj (3.14)

on D . This equality, the fact that j is of class C1(D), and [7, Lemma 7.2.15], imply that
JA0J

∗ is essentially self-adjoint on D . We denote by A the corresponding self-adjoint
extension.

We are now in a position for applying results of the previous sections such as Theorem
3.3.1. First, recall that H0 is of class C1(A0) and observe that the assumption (iv) of Theo-
rem 3.3.1 is satisfied with the operator J introduced above. Similarly, one easily shows that
the assumption (iii) of Theorem 3.3.1 also holds. Indeed, as mentioned after the statement
of Theorem 3.3.1, the assumption (iii) holds if one shows that B(z) ∈ K (H0,H) for each
z ∈ C \ R. But, for any (ϕ−, ϕ+) ∈ H0, a direct calculation shows that B(z)(ϕ−, ϕ+) =
B−(z)ϕ− + B+(z)ϕ+, with

B±(z) := (H − z)−1
{
[−∆, j±] + j±(V − v±)

}
(−∆ + v± − z)−1 ∈ K (H).

So, one readily concludes that B(z) ∈ K (H0,H).

Thus, one is only left with showing the assumption (ii) of Theorem 3.3.1 and the C1(A)-
regularity of H . We first consider a short-range type perturbation. In such a case, with A
defined as above, we know it is enough to check the condition (3.13) of Corollary 3.3.8. For
that purpose, we assume the following stronger condition on v :

lim
|x|→∞

|x|(v(x)− v±
)

= 0, (3.15)
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and observe that for each (ϕ−, ϕ+) ∈ S (R)⊕S (R) and z ∈ C \ R we have the equality

B(z)A0(ϕ−, ϕ+) = B−(z)Dϕ− + B+(z)Dϕ+.

Then, taking into account the expressions for B−(z) and B+(z) as well as the above as-
sumption on v, one proves easily that B±(z)D ¹ D(D) ∈ K (H), which implies (3.13).
Collecting our results, we end up with:

Lemma 3.4.1 (Short-range case). Assume that v ∈ C(R;R) satisfies (3.15), then the oper-
ator H is of class C1(A) and one has %̃A

H ≥ %̃A0
H0

. In particular, A is conjugate to H on
R \ {v−, v+}.

We now consider a long-range type perturbation and thus show that the assumptions of
Proposition 3.3.12 hold with A defined as above. For that purpose, we assume that v ∈
C1(R;R) and that

lim
|x|→∞

|x|v′(x) = 0. (3.16)

Then, a standard computation taking the inclusion (H− z)−1D ⊂ D(A) into account shows
that H is of class C1(A) with

[A,H] =
[
j(−i∇) idR j,−∆

]− ij2 idR v′ +
i

2
[
j2,−∆

]
, (3.17)

where idR is the function R 3 x 7→ x ∈ R. Then, using (3.16) and (3.17), one infers that
J [H0, A0]J∗ − [H,A] belongs to K

(D(H),D(H)∗
)
. Furthermore, simple considerations

show that J extends to an element of B
(D(H0)∗,D(H)∗

)
. These results, together with the

ones already obtained, permit to apply Proposition 3.3.12, and thus to get:

Lemma 3.4.2 (Long-range case). Assume that v ∈ C1(R;R) satisfies (3.16), then the op-
erator H is of class C1(A) and one has %̃A

H ≥ %̃A0
H0

. In particular, A is conjugate to H on
R \ {v−, v+}.

3.5 Completeness of the wave operators

One of the main goal in scattering theory is the proof of the completeness of the wave oper-
ators. In our setting, this amounts to show that the strong limits

W±(H,H0, J) := s- limt→±∞ eitH J e−itH0 Pac(H0) (3.18)

exist and have ranges equal to Hac(H). If the wave operators W±(H, H0, J) are partial
isometries with initial sets H±0 , this implies in particular that the scattering operator

S := W+(H,H0, J)∗W−(H,H0, J)

is well-defined and unitary from H−0 to H+
0 .

When defining the completeness of the wave operators, one usually requires that H±0 =
Hac(H0) (see for example [17, Def. III.9.24] or [118, Def. 2.3.1]). However, in applica-
tions it may happen that the ranges of W±(H, H0, J) are equal to Hac(H) but that H±0 6=
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Hac(H0). Typically, this happens for multichannel type scattering processes. In such situa-
tions, the usual criteria for completeness, as [17, Prop. III.9.40] or [118, Thm. 2.3.6], cannot
be applied. So, we present below a result about the completeness of the wave operators
without assuming that H±0 = Hac(H0). Its proof is inspired by [118, Thm. 2.3.6].

Proposition 3.5.1. Suppose that the wave operators defined in (3.18) exist and are partial
isometries with initial set projections P±

0 . If there exists J̃ ∈ B(H,H0) such that

W±
(
H0,H, J̃

)
:= s- limt→±∞ eitH0 J̃ e−itH Pac(H) (3.19)

exist and such that
s- limt→±∞

(
JJ̃ − 1

)
e−itH Pac(H) = 0, (3.20)

then the equalities Ran
(
W±(H, H0, J)

)
= Hac(H) hold. Conversely, if one assumes that

Ran
(
W±(H, H0, J)

)
= Hac(H) and if there exists J̃ ∈ B(H,H0) such that

s- limt→±∞
(
J̃J − 1

)
e−itH0 P±

0 = 0, (3.21)

then W±
(
H0,H, J̃

)
exist and (3.20) holds.

Proof. (i) By using the chain rule for wave operators [118, Thm. 2.1.7], we deduce from the
definitions (3.18)-(3.19) that the limits

W±
(
H, H, JJ̃

)
:= s- limt→±∞ eitH JJ̃ e−itH Pac(H)

exist and satisfy

W±
(
H, H, JJ̃

)
= W±(H,H0, J)W±

(
H0,H, J̃

)
. (3.22)

In consequence, the equality

s- limt→±∞
(
eitH JJ̃ e−itH Pac(H)− Pac(H)

)
= 0,

which follow from (3.20), implies that W±
(
H, H, JJ̃

)
Pac(H) = Pac(H). This, together

with (3.22) and the equality W±
(
H0,H, J̃

)
= W±

(
H0,H, J̃

)
Pac(H), gives

W±(H, H0, J)W±
(
H0,H, J̃

)
= W±

(
H,H, JJ̃

)
Pac(H) = Pac(H),

which is equivalent to

W±
(
H0,H, J̃

)∗
W±(H, H0, J)∗ = Pac(H).

This gives the inclusion Ker
(
W±(H, H0, J)∗

) ⊂ Hac(H)⊥, which together with the fact
that the range of a partial isometry is closed imply that

H = Ran
(
W±(H, H0, J)

)⊕ Ker
(
W±(H, H0, J)∗

) ⊂ Hac(H)⊕Hac(H)⊥ = H.

So, one must have Ran
(
W±(H, H0, J)

)
= Hac(H), and the first claim is proved.
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(ii) Conversely, assume that Ran
(
W±(H, H0, J)

)
= Hac(H) and consider ψ ∈ Hac(H).

Then, by hypothesis there exist ψ± ∈ P±
0 H0 such that

lim
t→±∞

∥∥ e−itH ψ − J e−itH0 P±
0 ψ±

∥∥
H = 0. (3.23)

Together with (3.21), this implies that the norm
∥∥ eitH0 J̃ e−itH ψ − P±

0 ψ±
∥∥
H0

≤ ∥∥ eitH0 J̃
(
e−itH ψ − J e−itH0 P±

0 ψ±
)∥∥
H0

+
∥∥ eitH0 J̃J e−itH0 P±

0 ψ± − P±
0 ψ±

∥∥
H0

≤ Const.
∥∥ e−itH ψ − J e−itH0 P±

0 ψ±
∥∥
H +

∥∥(
J̃J − 1

)
e−itH0 P±

0 ψ±
∥∥
H0

converges to 0 as t → ±∞, showing that the wave operators (3.19) exist.

For the relation (3.20), observe first that (3.21) gives

s- limt→±∞
(
JJ̃ − 1

)
J e−itH0 P±

0 = s- limt→±∞ J
(
J̃J − 1

)
e−itH0 P±

0 = 0.

Together with (3.23), this implies that the norm
∥∥(

JJ̃ − 1
)
e−itH ψ

∥∥
H

≤ ∥∥(
JJ̃ − 1

)(
J e−itH0 P±

0 ψ± − e−itH ψ
)∥∥
H +

∥∥(
JJ̃ − 1

)
J e−itH0 P±

0 ψ±
∥∥
H

≤ Const.
∥∥ e−itH ψ − J e−itH0 P±

0 ψ±
∥∥
H +

∥∥(
JJ̃ − 1

)
J e−itH0 P±

0 ψ±
∥∥
H

converges to 0 as t → ±∞, showing that (3.20) also holds.



Chapter 4

Spectral and scattering theory for the
Aharonov-Bohm operators

4.1 Introduction

The Aharonov-Bohm (A-B) model describing the motion of a charged particle in a magnetic
field concentrated at a single point is one of the few systems in mathematical physics for
which the spectral and the scattering properties can be completely computed. It has been
introduced in [3] and the first rigorous treatment appeared in [100]. A more general class
of models involving boundary conditions at the singularity point has then been developed
in [2, 32] and further extensions or refinements appeared since these simultaneous works.
Being unable to list all these subsequent papers, let us simply mention few of them : [107] in
which it is proved that the A-B models can be obtained as limits in a suitable sense of systems
with less singular magnetic fields, [106] in which it is shown that the low energy behavior
of the scattering amplitude for two dimensional magnetic Schrödinger operators is similar
to the scattering amplitude of the A-B models, and the series [15, 16, 115] in which, among
other results, high energy estimates are obtained for the scattering operator. Concerning the
extensions we mention the papers [40] which considers the A-B operators with an additional
uniform magnetic field and [67] which studies the A-B operators on the hyperbolic plane.

The aim of the present work is to provide the spectral and the scattering analysis of the
A-B operators on R2 for all possible values of the parameters (boundary conditions). The
work is motivated by the recent result of one of the authors [89] showing that the A-B wave
operators can be rewritten in terms of explicit functions of the generator of dilations and of
the Laplacian. However, the proof of this result used certain complicated expressions for
the scattering operator borrowed from [2] and we have in the meanwhile found a simpler
approach. For those reasons, we have decided to start again the analysis from scratch using
the modern operator-theoretical machinery. For example, in contrast to [2] and [32] our
computations do not involve an explicit parametrization of U(2). Simultaneously, we recast
this analysis in the up-to-date theory of self-adjoint extensions [27] and derive rigorously the
expressions for the wave operators and the scattering operator from the stationary approach
of scattering theory as presented in [118].

69
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So let us now describe the content of this review work. In Section 4.2 we introduce the
operator Hα which corresponds to a Schrödinger operator in R2 with a δ-type magnetic field
at the origin. The index α corresponds to the total flux of the magnetic field, and on a natural
domain this operator has deficiency indices (2, 2). The description of this natural domain is
recalled and some of its properties are exhibited.

Section 4.3 is devoted to the description of all self-adjoint extensions of the operator Hα.
More precisely, a boundary triple for the operator Hα is constructed in Proposition 4.3.1. It
essentially consists in the definition of two linear maps Γ1, Γ2 from the domainD(H∗

α) of the
adjoint of Hα toC2 which have some specific properties with respect to Hα, as recalled at the
beginning of this section. Once these maps are exhibited, all self-adjoint extensions of Hα

can be labeled by two 2× 2-matrices C and D satisfying two simple conditions presented in
(4.7). These self-adjoint extensions are denoted by HCD

α . The γ-field and the Weyl function
corresponding to the boundary triple are then constructed. By taking advantage of some
general results related to the boundary triple’s approach, they allow us to explicit the spectral
properties of HCD

α in very simple terms. At the end of the section we add some comments
about the role of the parameters C and D and discuss some of their properties.

The short Section 4.4 contains formulae on the Fourier transform and on the dilation
group that are going to be used subsequently. Section 4.5 is the main section on scattering
theory. It contains the time dependent approach as well as the stationary approach of the
scattering theory for the A-B models. Some calculations involving Bessel functions or hy-
pergeometric 2F1-functions look rather tricky but they are necessary for a rigorous derivation
of the stationary expressions. Fortunately, the final expressions are much more easily under-
standable. For example, it is proved in Proposition 4.5.4 that the channel wave operators
for the original A-B operator HAB

α are equal to very explicit functions of the generator of
dilation. These functions are continuous on [−∞,∞] and take values in the set of complex
number of modulus 1. Theorem 4.5.5 contains a similar explicit description of the wave
operators for the general operator HCD

α .

In Section 4.6 we study the scattering operator and in particular its asymptotics at small
and large energies. These properties highly depend on the parameters C and D but also on
the flux α of the singular magnetic field. All the various possibilities are explicitly analysed.
The statement looks rather messy, but this simply reflects the richness of the model.

The parametrization of the self-adjoint extensions of Hα with the pair (C, D) is highly
non unique. For convenience, we introduce in the last section a one-to-one parametrization
of all self-adjoint extensions and explicit some of the previous results in this framework.
For further investigations in the structure of the set of all self-adjoint extensions, this unique
parametrization has many advantages.

Finally, let us mention that this work is essentially self-contained. Furthermore, despite
the rather long and rich history of the Aharonov-Bohm model most of the our results are new
or exhibited in the present form for the first time.

Remark 4.1.1. After the completion of this work, the authors were informed about the
closely related work [25]. In this paper, the differential expression −∂2

x + (m2 − 1/4)x−2

on R+ is considered and a holomorphic family of extensions for <(m) > −1 is studied.
Formulae for the wave operators similar to our formula (4.14) were independently obtained
by its authors.
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Remark 4.1.2. In December 2009, a two-day meeting celebrated the 50 anniversary of the
Aharonov-Bohm effect, and 25 anniversary since the discovery of the related geometric, or
Berry phase. It was pointed out to us by the referee that an interesting discussion took place
in the physics literature on this occasion. We refer to the letter [18] for more information on
the subject and thank the referee for drawing our attention to this reference.

4.2 General setting

Let H denote the Hilbert space L2(R2) with its scalar product 〈·, ·〉 and its norm ‖ · ‖. For
any α ∈ R, we set Aα : R2 \ {0} → R2 by

Aα(x, y) = −α
( −y

x2 + y2
,

x

x2 + y2

)
,

corresponding formally to the magnetic field B = αδ (δ is the Dirac delta function), and
consider the operator

Hα := (−i∇−Aα)2, D(Hα) = C∞
c

(
R2 \ {0}) .

Here C∞
c (Ξ) denotes the set of smooth functions on Ξ with compact support. The closure

of this operator inH, which is denoted by the same symbol, is symmetric and has deficiency
indices (2, 2) [2, 32]. For further investigation we need some more information on this
closure.

So let us first decompose the Hilbert space H with respect to polar coordinates: For

any m ∈ Z, let φm be the complex function defined by [0, 2π) 3 θ 7→ φm(θ) :=
eimθ

√
2π

.

Then, by taking the completeness of the family {φm}m∈Z in L2(S1) into account, one has
the canonical isomorphism

H ∼=
⊕

m∈Z
Hr ⊗ [φm] , (4.1)

where Hr := L2(R+, rdr) and [φm] denotes the one dimensional space spanned by φm. For
shortness, we writeHm forHr⊗ [φm], and often consider it as a subspace ofH. Clearly, the
Hilbert space Hm is isomorphic to Hr, for any m

In this representation the operator Hα is equal to [32, Sec. 2]
⊕

m∈Z
Hα,m ⊗ 1, (4.2)

with

Hα,m = − d2

dr2
− 1

r

d
dr

+
(m + α)2

r2
,

and with a domain which depends on m + α. It clearly follows from this representation that
replacing α by α + n, n ∈ Z, corresponds to a unitary transformation of Hα. In particular,
the case α ∈ Z is equivalent to the magnetic field-free case α = 0, i.e. the Laplacian and
its zero-range perturbations, see [5, Chapt. 1.5]. Hence throughout the work we restrict our
attention to the values α ∈ (0, 1).
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So, for α ∈ (0, 1) and m 6∈ {0,−1}, the domain D(Hα,m) is given by
{

f ∈ Hr ∩H2,2
loc(R+) | −f ′′ − r−1f ′ + (m + α)2r−2f ∈ Hr

}
.

For m ∈ {0,−1}, let H
(1)
ν denote the Hankel function of the first kind and of order ν, and

for f, h ∈ H2,2
loc let W (g, h) stand for the Wronskian

W (f, h) := fh′ − f ′h .

One then has

D(Hα,m) =
{

f ∈ Hr ∩H2,2
loc(R+) |

− f ′′ − r−1f ′ + (m + α)2r−2f ∈ Hr and lim
r↘0

r
[
W (f, h±i,m)

]
(r) = 0

}
,

where h+i,m(r) = H
(1)
|m+α|(e

iπ/4r) and h−i,m(r) = H
(1)
|m+α|(e

i3π/4r). It is known that
the operator Hα,m for m /∈ {0,−1} are self-adjoint on the mentioned domain, while Hα,0

and Hα,−1 have deficiency indices (1, 1). This explains the deficiency indices (2, 2) for the
operator Hα.

The problem of the description of all self-adjoint extensions of the operator Hα can be
approached by two methods. On the one hand, there exists the classical description of von
Neumann based on unitary operators between the deficiency subspaces. On the other hand,
there exists the theory of boundary triples which has been widely developed for the last
twenty years [27, 37]. Since our construction is based only on the latter approach, we shall
recall it briefly in the sequel.

Before stating a simple result onD(Hα,m) for m ∈ {0,−1} let us set some conventions.
For a complex number z ∈ C \ R+, the branch of the square root z 7→ √

z is fixed by the
condition =√z > 0. In other words, for z = reiϕ with r > 0 and ϕ ∈ (0, 2π) one has√

z =
√

reiϕ/2. On the other hand, for β ∈ R we always take the principal branch of the
power z 7→→ zβ by taking the principal branch of the argument arg z ∈ (−π, π). This
means that for z = reiϕ with r > 0 and ϕ ∈ (−π, π) we have zβ = rβeiβϕ. Let us also
recall the asymptotic behavior of H

(1)
ν (w) as w → 0 in C \ R− and for ν 6∈ Z:

H(1)
ν (w) = − 2νi

sin(πν)Γ(1− ν)
w−ν +

2−νie−iπν

sin(πν)Γ(1 + ν)
wν + O(w2−ν). (4.3)

Proposition 4.2.1. For any f ∈ D(Hα,m) with m ∈ {0,−1}, the following asymptotic
behavior holds:

lim
r↘0

f(r)
r|m+α| = 0.

Proof. Let us set ν := |m + α| ∈ (0, 1), and recall that f ∈ D(Hα,m) implies f ∈
C1

(
(0, +∞)

)
and that the Hankel function satisfies

(
H

(1)
ν (z)

)′ = H
(1)
ν−1(z) − ν

z H
(1)
ν (z).

By taking this and (4.3) into account, the condition limr↘0 r[W (h±i,m, f)](r) = 0 implies
that

lim
r↘0

{
rν+1f ′(r)− νrνf(r)

}
= 0 (4.4)
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and that
lim
r↘0

{
r1−νf ′(r) + νr−νf(r)

}
= 0 . (4.5)

Multiplying both terms of (4.5) by r2ν and subtracting it from (4.4) one obtains that

lim
r↘0

rνf(r) = 0. (4.6)

On the other hand, considering (4.5) as a linear differential equation for f : r1−νf ′(r) +
νr−νf(r) = b(r), and using the variation of constant one gets for some C ∈ C:

f(r) =
C

rν
+

1
rν

∫ r

0
t2ν−1 b(t)dt .

Now Eq. (4.6) implies that C = 0, and by using l’Hôpital’s rule, one finally obtains:

lim
r↘0

f(r)
rν

= lim
r↘0

∫ r

0
t2ν−1 b(t)dt

r2ν
= lim

r↘0

r2ν−1b(r)
2 ν r2ν−1

=
1

2 ν
lim
r↘0

b(r) = 0.

4.3 Boundary conditions and spectral theory

In this section, we explicitly construct a boundary triple for the operator Hα and we briefly
exhibit some spectral results in that setting. Clearly, our construction is very close to the one
in [32], but this paper does not contain any reference to the boundary triple machinery. Our
aim is thus to recast the construction in an up-to-date theory. The following presentation is
strictly adapted to our setting, and as a general rule we omit to write the dependence on α on
each of the objects. We refer to [27, 37] for more information on boundary triples.

Let Hα be the densely defined closed and symmetric operator in H previously intro-
duced. The adjoint of Hα is denoted by H∗

α and is defined on the domain

D(H∗
α) =

{
f ∈ H ∩H2,2

loc

(
R2 \ {0}) | Hαf ∈ H

}
.

Let Γ1, Γ2 be two linear maps from D(H∗
α) to C2. The triple (C2,Γ1, Γ2) is called a bound-

ary triple for Hα if the following two conditions are satisfied:

(1) 〈f,H∗
α g〉 − 〈H∗

α f, g〉 = 〈Γ1 f, Γ2 g〉 − 〈Γ2 f, Γ1 g〉 for any f, g ∈ D(H∗
α),

(2) the map (Γ1, Γ2) : D(H∗
α) → C2 ⊕ C2 is surjective.

It is proved in the reference mentioned above that such a boundary triple exists, and that
all self-adjoint extensions of Hα can be described in this framework. More precisely, let
C, D ∈ M2(C) be 2 × 2 matrices, and let us denote by HCD

α the restriction of H∗
α on the

domain
D(HCD

α ) := {f ∈ D(H∗
α) | CΓ1f = DΓ2f} .

Then, the operator HCD
α is self-adjoint if and only if the matrices C and D satisfy the fol-

lowing conditions:

(i) CD∗ is self-adjoint, (ii) det(CC∗ + DD∗) 6= 0. (4.7)
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Moreover, any self-adjoint extension of Hα in H is equal to one of the operator HCD
α .

We shall now construct explicitly a boundary triple for the operator Hα. For that purpose,
let us consider z ∈ C \ R+ and choose k =

√
z with =(k) > 0. It is easily proved that the

following two functions fz,0 and fz,−1 define an orthonormal basis in ker(H∗
α − z), namely

in polar coordinates:

fz,0(r, θ) = Nz,0 H(1)
α (kr)φ0(θ), fz,−1(r, θ) = Nz,−1 H

(1)
1−α(kr)φ−1(θ),

where Nz,m is the normalization such that ‖fz,0‖ = ‖fz,−1‖ = 1. In particular, by making
use of the equality ∫ ∞

0
r
∣∣H(1)

ν (kr)
∣∣2dr =

(
π cos(πν/2)

)−1

valid for k ∈ {eiπ/4, ei3π/4}, one has

N±i,0 =
(
π cos(πα/2)

)1/2 and N±i,−1 =
(
π cos(π(1−α)/2)

)1/2 =
(
π sin(πα/2)

)1/2
.

Let us also introduce the averaging operator P with respect to the polar angle acting on
any f ∈ H and for almost every r > 0 by

[P(f)](r) =
∫ 2π

0
f(r, θ) dθ.

Following [32, Sec. 3] we can then define the following four linear functionals on suitable f:

Φ0(f) = lim
r↘0

rα[P(fφ0)](r), Ψ0(f) = lim
r↘0

r−α
(
[P(fφ0)](r)− r−αΦ0(f)

)
,

Φ−1(f) = lim
r↘0

r1−α[P(fφ−1)](r), Ψ−1(f) = lim
r↘0

rα−1
(
[P(fφ−1)](r)− rα−1Φ−1(f)

)
.

For example, by taking the asymptotic behavior (4.3) into account one obtains

Φ0(fz,0) = Nz,0 aα(z), Φ−1(fz,0) = 0,
Ψ0(fz,0) = Nz,0 bα(z), Ψ−1(fz,0) = 0,

Φ−1(fz,−1) = Nz,−1 a1−α(z), Φ0(fz,−1) = 0,
Ψ−1(fz,−1) = Nz,−1 b1−α(z), Ψ0(fz,−1) = 0,

(4.8)

with

aν(z) = − 2νi

sin(πν)Γ(1− ν)
k−ν , bν(z) =

2−νie−iπν

sin(πν)Γ(1 + ν)
kν . (4.9)

The main result of this section is:

Proposition 4.3.1. The triple (C2,Γ1, Γ2), with Γ1, Γ2 defined on f ∈ D(H∗
α) by

Γ1f :=
(

Φ0(f)
Φ−1(f)

)
, Γ2f := 2

(
α Ψ0(f)

(1−α)Ψ−1(f)

)
,

is a boundary triple for Hα.
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Proof. We use the schema from [26, Lem. 5]. For any f, g ∈ D(H∗
α) let us define the

sesquilinear forms
B1(f, g) := 〈f,H∗

αg〉 − 〈H∗
αf, g〉

and
B2(f, g) := 〈Γ1f , Γ2 g〉 − 〈Γ2 f, Γ1 g〉.

We are going to show that these expressions are well defined and that B1 = B2.

i) Clearly, B1 is well defined. For B2, let us first recall thatD(H∗
α) = D(Hα)+ker(H∗

α−
i) + ker(H∗

α + i). It has already been proved above that the four maps Φ0, Φ−1, Ψ0 and
Ψ−1 are well defined on the elements of ker(H∗

α − i) and ker(H∗
α + i). We shall now

prove that Γ1f = Γ2f = 0 for f ∈ D(Hα), which shows that B2 is also well defined on
D(H∗

α). In view of the decomposition (4.2) it is sufficient to consider functions f of the
form f(r, θ) = fm(r)φm(θ) for any m ∈ Z and with fm ∈ D(Hα,m). Obviously, for
such a function f with m /∈ {0,−1} one has [P (f)](r) = 0 for almost every r, and thus
Γ1f = Γ2f = 0. For m ∈ {0, 1} the equalities Γ1f = Γ2f = 0 follow directly from
Proposition 4.2.1.

ii) Now, since Γ1f = Γ2g = 0 for all f, g ∈ D(Hα), the only non trivial contributions to
the sesquilinear form B2 come from f, g ∈ ker(H∗

α − i) + ker(H∗
α + i). On the other hand

one also has B1(f, g) = 0 for f, g ∈ D(Hα). Thus, we are reduced in proving the equalities

B1(fz,m, fz′,n) = B2(fz,m, fz′,n)

for any z, z′ ∈ {−i, i} and m,n ∈ {0,−1}.

Observe first that for z 6= z′ and arbitrary m,n one has

B1(fz,m, fz′,n) = 〈fz,m, z′fz′,n〉 − 〈zfz,m, fz′,n〉 = 0

since z′ = z. Now, for m 6= n one has Γ1fz,m ⊥ Γ2fz′,n, and hence B2(fz,m, fz′,n) = 0 =
B1(fz,m, fz′,n). For m = n one easily calculate with ν := |m− α| that

B2(fz,m, fz′,m) = 2νNz,m Nz′,m
(
aν(z)bν(z′)− bν(z)aν(z′)

)
= 0 ,

and then B2(fz,m, fz′,m) = 0 = B1(fz,m, fz′,m).

We now consider z = z′ and m 6= n. One has

B1(fz,m, fz,n) = 〈fz,m, zfz,n〉 − 〈zfz,m, fz,n〉 = 2z〈fz,m, fz,n〉 = 0

and again Γ1fz,m ⊥ Γ2fz,n. It then follows that B2(fz,m, fz,n) = 0 = B1(fz,m, fz,n).

So it only remains to show that B1(fz,m, fz,m) = B2(fz,m, fz,m). For that purpose, ob-
serve first that

B1(fz,m, fz,m) = 2z〈fz,m, fz,m〉 = 2z.

On the other hand, one has

B2(fz,m, fz,m) = 2i=(〈Γ1fz,m, Γ2fz,m

)
= 2i=

(
2ν|Nz,m|2 aν(z)bν(z)

)
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with ν = |m − α|. By inserting (4.9) into this expression, one obtains (with k =
√

z and
=(k) > 0)

B2(fz,m, fz,m) = 4iν|Nz,m|2=
( −(kν)2 e−iπν

sin2(πν)Γ(1− ν)Γ(1 + ν)

)

= 4zν|Nz,m|2 sin(πν/2)
sin2(πν)Γ(1− ν)Γ(1 + ν)

.

Finally, by taking the equality

Γ(1− ν)Γ(1 + ν) =
πν

sin(πν)

into account, one obtains

B2(fz,m, fz,m) = 4z|Nz,m|2 sin(πν/2)
sin(πν)π

= 4zπ cos(πν/2)
sin(πν/2)
sin(πν)π

= 2z ,

which implies B2(fz,m, fz,m) = 2z = B1(fz,m, fz,m).

iii) The surjectivity of the map (Γ1,Γ2) : D(H∗
α) → C2⊕C2 follows from the equalities

(4.8).

Let us now construct the Weyl function corresponding to the above boundary triple. The
presentation is again adapted to our setting, and we refer to [27] for general definitions.

As already mentioned, all self-adjoint extensions of Hα can be characterized by the 2×2
matrices C and D satisfying two simple conditions, and these extensions are denoted by
HCD

α . In the special case (C, D) = (1, 0), then H10
α is equal to the original Aharonov-Bohm

operator HAB
α . Recall that this operator corresponds to the Friedrichs extension of Hα and

that its spectrum is equal to R+. This operator is going to play a special role in the sequel.

Let us consider ξ = (ξ0, ξ−1) ∈ C2 and z ∈ C \R+. It is proved in [27] that there exists
a unique f ∈ ker(H∗

α − z) with Γ1f = ξ. This solution is explicitly given by the formula:
f := γ(z)ξ with

γ(z)ξ =
ξ0

Nz,0 aα(z)
fz,0 +

ξ−1

Nz,−1a1−α(z)
fz,−1

The Weyl function M(z) is then defined by the relation M(z) := Γ2 γ(z). In view of the
previous calculations one has

M(z) = 2
(

α bα(z)/aα(z) 0
0 (1−α) b1−α(z)/a1−α(z)

)

= − 2
π

sin(πα)

(
Γ(1−α)2e−iπα

4α (kα)2 0

0
Γ(α)2e−iπ(1−α)

41−α (k1−α)2

)
.

In particular, one observes that for z ∈ C \ R+ one has M(0) := limz→0 M(z) = 0.

In terms of the Weyl function and of the γ-field γ the Krein resolvent formula has the
simple form:

(HCD
α − z)−1 − (HAB

α − z)−1 = −γ(z)
(
DM(z)− C

)−1
Dγ(z̄)∗

= −γ(z)D∗(M(z)D∗ − C∗)−1
γ(z̄)∗ (4.10)
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for z ∈ ρ(HAB
α ) ∩ ρ(HCD

α ). The following result is also derived within this formalism, see
[6] for i), [37, Thm. 5] and the matrix reformulation [48, Thm. 3] for ii). In the statement,
the equality M(0) = 0 has already been taken into account.

Lemma 4.3.2. i) The value z ∈ R− is an eigenvalue of HCD
α if and only if det

(
DM(z)−

C
)

= 0, and in that case one has

ker(HCD
α − z) = γ(z) ker

(
DM(z)− C

)
.

ii) The number of negative eigenvalues of HCD
α coincides with the number of negative

eigenvalues of the matrix CD∗.

We stress that the number of eigenvalues does not depend on α ∈ (0, 1), but only on the
choice of C and D.

Let us now add some comments about the role of the parameters C and D and discuss
some of their properties. Two pairs of matrices (C,D) and (C ′, D′) satisfying (4.7) define
the same boundary condition (i.e. the same self-adjoint extension) if and only if there exists
some invertible matrix L ∈ M2(C) such that C ′ = LC and D′ = LD [81, Prop. 3]. In
particular, if (C, D) satisfies (4.7) and if det(D) 6= 0, then the pair (D−1C, 1) defines the
same boundary condition (and D−1C is self-adjoint). Hence there is an arbitrariness in the
choice of these parameters. This can avoided in several ways.

First, one can establish a bijection between all boundary conditions and the set U(2) of
the unitary 2× 2 matrices U by setting

C = C(U) :=
1
2
(1− U) and D = D(U) =

i

2
(1 + U) , (4.11)

see a detailed discussion in [52]. We shall comment more on this in the last section.

Another possibility is as follows (cf. [84] for details): There is a bijection between the
set of all boundary conditions and the set of triples (L, I, L), where L ∈ {{0},C,C2

}
,

I : L → C2 is an identification map (identification of L as a linear subspace of C2) and L
is a self-adjoint operator in L. For example, given such a triple (L, I, L) the corresponding
boundary condition is obtained by setting

C = C(L, I, L) := L⊕ 1 and D = D(L, I, L) := 1⊕ 0

with respect to the decomposition C2 = [IL]⊕ [IL]⊥. On the other hand, for a pair (C,D)
satisfying (4.7), one can set L := Cd with d := 2 − dim[ker(D)], I : L → C2 is the
identification map of L with ker(D)⊥ and L := (DI)−1CI . In this framework, one can
check by a direct calculation that for any K ∈ M2(C) such that DK − C is invertible, one
has (

DK − C
)−1

D = I(PKI − L)−1P, (4.12)

where P : C2 → L is the adjoint of I , i.e. the composition of the orthogonal projection onto
IL together with the identification of IL with L.

Let us finally note that the conditions (4.7) imply some specific properties related to
commutativity and adjointness. We shall need in particular:
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Lemma 4.3.3. Let (C,D) satisfies (4.7) and K ∈ M2(C) with =K > 0. Then

i) The matrices DK − C and DK∗ − C are invertible,

ii) The equality
[
(DK − C)−1D

]∗ = (DK∗ − C)−1D holds.

Proof. i) By contraposition, let us assume that det(DK − C) = 0. Passing to the adjoint,
one also has det(K∗D∗ − C∗) = 0, i.e. there exists f ∈ C2 such that K∗D∗f = C∗f .
By taking the scalar product with D∗f one obtains that 〈D∗f, KD∗f〉 = 〈f, CD∗f〉. The
right-hand side is real due to (i) in (4.7). But since =K > 0, the equality is possible if and
only if D∗f = 0. It then follows that C∗f = K∗D∗f = 0, which contradicts (ii) in (4.7).
The invertibility of DK∗ − C can be proved similarly.

ii) If det(D) 6= 0, then the matrix A := D−1C is self-adjoint and it follows that
[
(DK − C)−1D

]∗ =
[
(K −A)−1

]∗ = (K∗ −A)−1 = (DK∗ − C)−1D .

If D = 0, then the equality is trivially satisfied. Finally, if det(D) = 0 but D 6= 0 one
has L := C. Furthermore, let us define I : C → C2 by IL := ker(D)⊥ and let P :
C2 → C be its adjoint map. Then, by the above construction there exists ` ∈ R such
that (DK − C)−1D = I(PKI − `)−1P . It is also easily observed that PKI is just the
multiplication by some k ∈ C with =k > 0, and hence (DK − C)−1D = I(k − `)−1P .
Similarly one has (DK∗−C)−1D = I(k̄−`)−1P . Taking the adjoint of the first expression
leads directly to the expected equality.

4.4 Fourier transform and the dilation group

Before starting with the scattering theory, we recall some properties of the Fourier transform
and of the dilation group in relation with the decomposition (4.1). LetF be the usual Fourier
transform, explicitly given on any f ∈ H and y ∈ R2 by

[F f](y) =
1
2π

l.i.m.

∫

R2

f(x)e−ix·y dx

where l.i.m. denotes the convergence in the mean. Its inverse is denoted by F∗. Since the
Fourier transform maps the subspace Hm of H onto itself, we naturally set Fm : Hr → Hr

by the relation F(fφm) = Fm(f)φm for any f ∈ Hr. More explicitly, the application Fm

is the unitary map from Hr to Hr given on any f ∈ Hr and almost every κ ∈ R+ by

f̂(κ) := [Fmf ](κ) = (−i)|m| l.i.m.

∫

R+

rJ|m|(rκ)f(r)dr ,

where J|m| denotes the Bessel function of the first kind and of order |m|. The inverse Fourier
transform F∗m is given by the same formula, with (−i)|m| replaced by i|m|.

Now, let us recall that the unitary dilation group {Uτ}τ∈R is defined on any f ∈ H and
x ∈ R2 by

[Uτ f](x) = eτ f(eτx) .
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Its self-adjoint generator A is formally given by 1
2(X · (−i∇) + (−i∇) · X), where X is

the position operator and −i∇ is its conjugate operator. All these operators are essentially
self-adjoint on the Schwartz space on R2.

An important property of the operator A is that it leaves each subspace Hm invariant.
For simplicity, we shall keep the same notation for the restriction of A to each subspaceHm.
So, for any m ∈ Z, let ϕm be an essentially bounded function on R. Assume furthermore
that the family {ϕm}m∈Z is bounded. Then the operator ϕ(A) : H → H defined on Hm by
ϕm(A) is a bounded operator in H.

Let us finally recall a general formula about the Mellin transform.

Lemma 4.4.1. Let ϕ be an essentially bounded function on R such that its inverse Fourier
transform is a distribution on R. Then, for any f ∈ C∞

c

(
R2 \ {0}) one has

[ϕ(A)f](r, θ) = (2π)−1/2

∫ ∞

0
ϕ̌
(− ln(s/r)

)
f(s, θ)

ds

r
,

where the r.h.s. has to be understood in the sense of distributions.

Proof. The proof is a simple application for n = 2 of the general formulae developed in [55,
p. 439]. Let us however mention that the convention of this reference on the minus sign for
the operator A in its spectral representation has not been adopted.

As already mentioned ϕ(A) leaves Hm invariant. More precisely, if f = fφm for some
f ∈ C∞

c (R+), then ϕ(A)f = [ϕ(A)f ]φm with

[ϕ(A)f ](r) = (2π)−1/2

∫ ∞

0
ϕ̌
(− ln(s/r)

)
f(s)

ds

r
, (4.13)

where the r.h.s. has again to be understood in the sense of distributions

4.5 Scattering theory

In this section we briefly recall the main definitions of the scattering theory, and then give
explicit formulae for the wave operators. The scattering operator will be studied in the fol-
lowing section.

Let H1,H2 be two self-adjoint operators inH, and assume that the operator H1 is purely
absolutely continuous. Then the (time dependent) wave operators are defined by the strong
limits

W±(H2,H1) := s− lim
t→±∞ eitH2 e−itH1

whenever these limits exist. In this case, these operators are isometries, and they are said
complete if their ranges are equal to the absolutely continuous subspace Hac(H2) of H with
respect to H2. In such a situation, the (time dependent) scattering operator for the system
(H2,H1) is defined by the product

S(H2,H1) := W ∗
+(H2, H1)W−(H2,H1)
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and is a unitary operator in H. Furthermore, it commutes with the operator H1, and thus is
unitarily equivalent to a family of unitary operators in the spectral representation of H1.

We shall now prove that the wave operators exist for our model and that they are com-
plete. For that purpose, let us denote by H0 := −∆ the Laplace operator on R2.

Lemma 4.5.1. For any self-adjoint extension HCD
α , the wave operators W±(HCD

α ,H0) exist
and are complete.

Proof. On the one hand, the existence and the completeness of the operators W±(HAB
α ,H0)

has been proved in [100]. On another hand, the existence and the completeness of the op-
erator W±(HCD

α ,HAB
α ) is well known since the difference of the resolvents is a finite rank

operator, see for example [57, Sec. X.4.4]. The statement of the lemma follows then by tak-
ing the chain rule [118, Thm. 2.1.7] and the Theorem 2.3.3 of [118] on completeness into
account.

The derivation of the explicit formulae for the wave operators is based on the stationary
approach, as presented in Sections 2.7 and 5.2 of [118]. For simplicity, we shall consider
only WCD− := W−(HCD

α , H0). For that purpose, let λ ∈ R+ and ε > 0. We first study the
expression

ε

π

〈
(H0 − λ + iε)−1f, (HCD

α − λ + iε)−1g
〉

and its limit as ε ↘ 0 for suitable f, g ∈ H specified later on. By taking Krein resolvent
formula into account, one can consider separately the two expressions:

ε

π

〈
(H0 − λ + iε)−1f, (HAB

α − λ + iε)−1g
〉

and

− ε

π

〈
(H0 − λ + iε)−1f, γ(λ− iε)

(
DM(λ− iε)− C

)−1
Dγ(λ + iε)∗g

〉
.

The first term will lead to the wave operator for the original Aharonov-Bohm system, as
shown below. So let us now concentrate on the second expression.

For simplicity, we set z = λ + iε and observe that

− ε

π

〈
(H0 − z̄)−1f, γ(z̄)

(
DM(z̄)− C

)−1
Dγ(z)∗g

〉

= − ε

π

〈
γ(z)

[(
DM(z̄)− C

)−1
D

]∗
γ(z̄)∗(H0 − z̄)−1f, g

〉
.

Then, for every r ∈ R+ and θ ∈ [0, 2π) one has

− ε

π

[
γ(z)

[(
DM(z̄)− C

)−1
D

]∗
γ(z̄)∗(H0 − z̄)−1f

]
(r, θ)

= − ε

π

(
H

(1)
α (

√
zr)φ0(θ)

H
(1)
1−α(

√
zr)φ−1(θ)

)T

·A(z)
[(

DM(z̄)− C
)−1

D
]∗

A(z̄)∗
(

ξ0(z,f)
ξ−1(z,f)

)

with

A(z) :=
(

aα(z)−1 0
0 a1−α(z)−1

)
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and

(
ξ0(z, f)
ξ−1(z, f)

)
=

( 〈
H

(1)
α (

√
z̄·)φ0, (H0 − z̄)−1f

〉
〈
H

(1)
1−α(

√
z̄·)φ−1, (H0 − z̄)−1f

〉
)

=

( 〈F(H0 − z)−1H
(1)
α (

√
z̄·)φ0, f̂

〉
〈F(H0 − z)−1H

(1)
1−α(

√
z̄·)φ−1, f̂

〉
)

=

( 〈F0(H0 − z)−1H
(1)
α (

√
z̄·), f̂0

〉
R+〈F−1(H0 − z)−1H

(1)
1−α(

√
z̄·), f̂−1

〉
R+

)

=

( 〈
(X2 − z)−1F0H

(1)
α (

√
z̄·), f̂0

〉
R+〈

(X2 − z)−1F−1H
(1)
1−α(

√
z̄·), f̂−1

〉
R+

)

where 〈·, ·〉R+ denotes the scalar product in L2(R+, rdr).

We shall now calculate separately the limit as ε → 0 of the different terms. We recall the
convention that for z ∈ C \ R+ on choose k =

√
z with =(z) > 0. For λ ∈ R+ one sets

limε↘0

√
λ + iε =: κ with κ ∈ R+. We first observe that for ν ∈ (0, 1) one has

aν(λ+) := lim
ε↘0

aν(λ + iε) = − 2νi

sin(πν)Γ(1− ν)
κ−ν

but

aν(λ−) := lim
ε↘0

aν(λ− iε) = − 2νie−iπν

sin(πν)Γ(1− ν)
κ−ν .

Similarly, one observes that

M(λ±) := lim
ε↘0

M(λ± iε) = − 2
π

sin(πα)

(
Γ(1−α)2 e∓iπα

4α κ2α 0

0
Γ(α)2 e∓iπ(1−α)

41−α κ2(1−α)

)
.

Note that M(λ+) = M(λ−)∗. Finally, the most elaborated limit is calculated in the next
lemma.

Lemma 4.5.2. For m ∈ Z, ν ∈ (0, 1) and f ∈ C∞
c (R+) one has

lim
ε↘0

ε
〈
(X2 − z)−1FmH(1)

ν (
√

z̄·), f〉
R+

= ieiπν/2(−1)|m|f(κ) .

Proof. Let us start by recalling that for w ∈ C satisfying −π
2 < arg(w) ≤ π one has [1,

eq. 9.6.4] :

H(1)
ν (w) =

2
iπ

e−iπν/2 Kν(−iw) ,

where Kν is the modified Bessel function of the second kind and of order ν. Then, for
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r ∈ R+ it follows that (by using [114, Sec. 13.45] for the last equality)

[FmH(1)
ν (

√
z̄·)](r)

= (−i)|m|l.i.m.

∫

R+

ρJ|m|(rρ)H(1)
ν

(√
z̄ρ

)
dρ

= (−i)|m|
2
iπ

e−iπν/2l.i.m.

∫

R+

ρJ|m|(rρ)Kν

(− i
√

z̄ρ
)
dρ

= (−i)|m|
2
iπ

e−iπν/2 1
r2

l.i.m.

∫

R+

ρJ|m|(ρ)Kν

(
− i

√
z̄

r
ρ
)
dρ

= c
1
r2

(
− i

√
z̄

r

)−2−|m|
2F1

( |m|+ ν

2
+ 1,

|m| − ν

2
+ 1; |m|+ 1;−

(
− i

√
z̄

r

)−2)

where 2F1 is the Gauss hypergeometric function [1, Chap. 15] and c is given by

c := (−i)|m|
2
iπ

e−iπν/2 Γ
( |m|+ν

2 + 1
)
Γ
( |m|−ν

2 + 1
)

Γ(|m|+ 1)
.

Now, observe that
(
− i

√
z̄

r

)−2−|m|
= −(−i)−|m|

(√
z̄

r

)−2−|m|
and −

(
− i

√
z̄

r

)−2
= r2

z̄ .
Thus, one has obtained

[FmH(1)
ν (

√
z̄·)](r) = d

1
r2

(√z̄

r

)−2−|m|
2F1

( |m|+ ν

2
+ 1,

|m| − ν

2
+ 1; |m|+ 1;

r2

z̄

)

with

d = − 2
iπ

e−iπν/2 Γ
( |m|+ν

2 + 1
)
Γ
( |m|−ν

2 + 1
)

Γ(|m|+ 1)
.

By taking into account Equality 15.3.3 of [1] one can isolate from the 2F1-function a factor
which is singular when the variable goes to 1:

2F1

( |m|+ ν

2
+ 1,

|m| − ν

2
+ 1; |m|+ 1;

r2

z̄

)

=
1

1− r2z̄−1 2F1

( |m|+ ν

2
,
|m| − ν

2
; |m|+ 1;

r2

z̄

)

= − z̄

r2 − z̄
2F1

( |m|+ ν

2
,
|m| − ν

2
; |m|+ 1;

r2

z̄

)
.

Altogether, one has thus obtained:

ε
[
(X2 − z)−1FmH(1)

ν (
√

z̄·)](r)

= −d
ε

(r2 − z̄)(r2 − z)
z̄

r2

(√z̄

r

)−2−|m|
2F1

( |m|+ ν

2
,
|m| − ν

2
; |m|+ 1;

r2

z̄

)
.

Now, observe that

ε

(r2 − z̄)(r2 − z)
=

ε

(r2 − λ + iε)(r2 − λ− iε)
=

ε

(r2 − λ)2 + ε2
=: πδε(r2 − λ)
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which converges to πδ(r2−λ) in the sense of distributions onR as ε goes to 0. Furthermore,
the map

R+ 3 r 7→ 2F1

( |m|+ ν

2
,
|m| − ν

2
; |m|+ 1;

r2

λ− iε

)
∈ C

is locally uniformly convergent as ε → 0 to a continuous function which is equal for r =
κ =

√
λ to Γ(|m| + 1)

[
Γ
( |m|+ν

2 + 1
)
Γ
( |m|−ν

2 + 1
)]−1. By considering trivial extensions

on R, it follows that

lim
ε↘0

ε
〈
(X2 − z)−1FmH(1)

ν (
√

z̄·), f〉
R+

= −d̄π lim
ε↘0

∫

R+

rδε(r2 − λ)
z̄

r2

(√z̄

r

)−2−|m|
2F1

( |m|+ ν

2
,
|m| − ν

2
; |m|+ 1;

r2

z̄

)
f(r)dr

= − d̄π

2κ
κ(−1)−|m|

Γ(|m|+ 1)

Γ
( |m|+ν

2 + 1
)
Γ
( |m|−ν

2 + 1
)f(κ)

= ieiπν/2(−1)|m|f(κ) .

By adding these different results and by taking Lemma 4.3.3 into account, one has thus
proved:

Lemma 4.5.3. For any f of the form
∑

m∈Z fmφm with fm = 0 except for a finite number
of m for which f̂m ∈ C∞

c (R+) and for any g ∈ C∞
c (R2 \ {0}), one has

lim
ε↘0

− ε

π

〈
(H0 − λ + iε)−1f, γ(λ− iε)

(
DM(λ− iε)− C

)−1
Dγ(λ + iε)∗g

〉

= − 1
π

〈(
H

(1)
α (κ·)φ0

H
(1)
1−α(κ·)φ−1

)T
·A(λ+)

(
DM(λ+)− C

)−1
DA(λ−)∗

(
ieiπα/2f̂0(κ)

−ieiπ(1−α)/2f̂−1(κ)

)
, g

〉

Before stating the main result on WCD− , let us first present the explicit form of the station-
ary wave operator W̃AB− . Note that for this operator the equality between the time dependent
approach and the stationary approach is known [2, 32, 100], and that a preliminary version
of the following result has been given in [89]. So, let us observe that since the operator HAB

α

leaves each subspace Hm invariant [100], it gives rise to a sequence of channel operators
HAB

α,m acting on Hm. The usual operator H0 admitting a similar decomposition, the station-
ary wave operators W̃AB± can be defined in each channel, i.e. separately for each m ∈ Z. Let
us immediately observe that the angular part does not play any role for defining such oper-
ators. Therefore, we shall omit it as long as it does not lead to any confusion, and consider
the channel wave operators W̃AB±,m from Hr to Hr.

The following notation will be useful: T := {z ∈ C | |z| = 1} and

δα
m = 1

2π
(|m| − |m + α|) =

{ −1
2πα if m ≥ 0
1
2πα if m < 0

.

Proposition 4.5.4. For each m ∈ Z, one has

WAB
±,m = W̃AB

±,m = ϕ±m(A) ,
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with ϕ±m ∈ C
(
[−∞, +∞],T

)
given explicitly by

ϕ±m(x) := e∓iδα
m

Γ
(

1
2(|m|+ 1 + ix)

)

Γ
(

1
2(|m|+ 1− ix)

) Γ
(

1
2(|m + α|+ 1− ix)

)

Γ
(

1
2(|m + α|+ 1 + ix)

) (4.14)

and satisfying ϕ±m(±∞) = 1 and ϕ±m(∓∞) = e∓2iδα
m .

Proof. As already mentioned, the first equality in proved in [100]. Furthermore it is also
proved there that for any f ∈ Hr and r ∈ R+ one has

[WAB
±,m f ](r) = i|m| l.i.m.

∫

R+

κJ|m+α|(κr)e∓iδα
m [Fmf ](κ)dκ .

In particular, if f ∈ C∞
c (R+), this expression can be rewritten as

s− lim
N→∞

e∓iδα
m

∫ N

0
κJ|m+α|(κr)

[ ∫ ∞

0
sJ|m|(sκ)f(s)ds

]
dκ

= s− lim
N→∞

e∓iδα
m

∫ ∞

0
sf(s)

[ ∫ N

0
κJ|m|(sκ)J|m+α|(κr)dκ

]
ds

= s− lim
N→∞

e∓iδα
m

∫ ∞

0

s

r
f(s)

[ ∫ Nr

0
κJ|m|( s

r κ)J|m+α|(κ)dκ
]ds

r

= e∓iδα
m

∫ ∞

0

s

r

[ ∫ ∞

0
κJ|m|( s

r κ)J|m+α|(κ)dκ
]
f(s)

ds

r
,

(4.15)

where the last term has to be understood in the sense of distributions onR+. The distribution
between square brackets has been computed in [63, Prop. 2] but we shall not use here its
explicit form.

Now, by comparing (4.15) with (4.13), one observes that the channel wave operator
WAB±,m is equal on a dense set in Hr to ϕ±m(A) for a function ϕ±m whose inverse Fourier
transform is the distribution which satisfies for y ∈ R:

ϕ̌±m(y) =
√

2πe∓iδα
m e−y

[ ∫ ∞

0
κJ|m|(e−y κ)J|m+α|(κ)dκ

]
.

The Fourier transform of this distribution can be computed. Explicitly one has (in the sense
of distributions) :

ϕ±m(x) = e∓iδα
m

∫

R
e−ixy e−y

[ ∫

R+

κJ|m|(e−y κ)J|m+α|(κ)dκ
]
dy

= e∓iδα
m

∫

R+

κ(1−ix)−1 J|m+α|(κ)dκ

∫

R+

s(1+ix)−1 J|m|(s)ds

which is the product of two Mellin transforms. The explicit form of these transforms are
presented in [79, Eq. 10.1] and a straightforward computation leads directly to the expression
(4.14). The second equality of the statement follows then by a density argument.

The additional properties of ϕ±m can easily be obtained by taking into account the equality
Γ(z) = Γ(z) valid for any z ∈ C as well as the asymptotic development of the function Γ as
presented in [1, Eq. 6.1.39].
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Since the wave operators WAB± admit a decomposition into channel wave operators, so
does the scattering operator. The channel scattering operator SAB

m := (WAB
+,m)∗ WAB−,m,

acting from Hr to Hr, is simply given by

SAB
m = ϕ+

m(A)ϕ−m(A) = e2iδα
m .

Now, let us set Hint := H0 ⊕ H−1 which is clearly isomorphic to Hr ⊗ C2, and con-
sider the decomposition H = Hint ⊕ H⊥int. It follows from the considerations of Section
4.2 that for any pair (C,D) the operator W̃CD± is reduced by this decomposition and that
W̃CD−

∣∣
H⊥int

= WCD−
∣∣
H⊥int

= WAB−
∣∣
H⊥int

. Since the form of WAB− has been exposed above, we

shall concentrate only of the restriction of W̃CD− to Hint. For that purpose, let us define a
matrix valued function which is closely related to the scattering operator. For κ ∈ R+ we set

S̃CD
α (κ) := 2i sin(πα)

(
Γ(1−α)e−iπα/2

2α κα 0

0 Γ(α)e−iπ(1−α)/2

21−α κ(1−α)

)

·
(

D

(
Γ(1−α)2 e−iπα

4α κ2α 0

0 Γ(α)2 e−iπ(1−α)

41−α κ2(1−α)

)
+

π

2 sin(πα)
C

)−1

D

·
(

Γ(1−α)e−iπα/2

2α κα 0

0 −Γ(α)e−iπ(1−α)/2

21−α κ(1−α)

)
. (4.16)

Theorem 4.5.5. For any pair (C, D) satisfying (4.7), the restriction of the wave operator
WCD− to Hint satisfies the equality

WCD
−

∣∣
Hint

= W̃CD
−

∣∣
Hint

=
(

ϕ−0 (A) 0

0 ϕ−−1(A)

)
+

(
ϕ̃0(A) 0

0 ϕ̃−1(A)

)
S̃CD

α (
√

H0), (4.17)

where ϕ̃m ∈ C
(
[−∞, +∞],C

)
for m ∈ {0,−1}. Explicitly, for every x ∈ R, ϕ̃m(x) is

given by

1
2π

e−iπ|m|/2 eπx/2 Γ
(

1
2(|m|+ 1 + ix)

)

Γ
(

1
2(|m|+ 1− ix)

)Γ
(1

2
(1 + |m + α| − ix)

)
Γ
(1

2
(1− |m + α| − ix)

)

and satisfies ϕ̃m(−∞) = 0 and ϕ̃m(+∞) = 1.

Proof. a) The stationary representation W̃CD− is defined by the formula [118, Def. 2.7.2]:

〈
W̃CD
− f, g

〉
=

∫ ∞

0
lim
ε↘0

ε

π

〈
(H0 − λ + iε)−1f, (HCD

α − λ + iε)−1g
〉

dλ

for any f of the form
∑

m∈Z fmφm with fm = 0 except for a finite number of m for which
f̂m ∈ C∞

c (R+) and g ∈ C∞
c (R2 \ {0}). By taking Krein resolvent formula into account, we

can first consider the expression
∫ ∞

0
lim
ε↘0

ε

π

〈
(H0 − λ + iε)−1f, (HAB

α − λ + iε)−1g
〉

dλ
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which converges to [2, 32, 100]:∫ ∞

0

〈 ∑

m∈Z
i|m| eiδα

mJ|m+α|(κ·) f̂m(κ)φm, g
〉

κ dκ .

This expression was the starting point for the formulae derived in Proposition 4.5.4. This
leads to the first term in the r.h.s. of (4.17).

b) The second term to analyze is

−
∫ ∞

0
lim
ε↘0

ε

π

〈
(H0−λ+iε)−1f, γ(λ−iε)

(
DM(λ−iε)−C

)−1
Dγ(λ+iε)∗g

〉
dλ . (4.18)

By using then Lemma 4.5.3 and by performing some simple calculations, one obtains that
(4.18) is equal to ∫ ∞

0

〈( 1
2
iαH

(1)
α (κ·)φ0

1
2
i1−αH

(1)
1−α(κ·)φ−1

)T
S̃CD

α (κ)
(

f̂0(κ)

f̂−1(κ)

)
, g

〉
κ dκ .

Now, it is proved below that the operator Tm defined for m ∈ {0,−1} on F∗[C∞
c (R+)]

by

[Tmf ](r) :=
1
2
i|m+α|

∫ ∞

0
H

(1)
|m+α|(κr) [Fmf ](κ)κdκ (4.19)

satisfies the equality Tm = ϕ̃m(A) with ϕ̃m given in the above statement. The stationary
expression is then obtained by observing that F∗S̃CD

α (K)F = S̃CD
α (

√
H0), where S̃CD

α (K) is
the operator of multiplication by the function S̃CD

α (·). Finally, the equality between the time
dependent wave operator and the stationary wave operator is a consequence of Lemma 4.5.1
and of [118, Thm. 5.2.4].

c) By comparing (4.19) with (4.13), one observes that the operator Tm is equal on a dense
set in Hr to ϕ̃m(A) for a function ϕ̃m whose inverse Fourier transform is the distribution
which satisfies for y ∈ R:

ˇ̃ϕm(y) =
1
2

√
2πe−iδα

m ey

∫

R+

κH
(1)
|m+α|(e

y κ)J|m|(κ)dκ .

As before, the Fourier transform of this distribution can be computed. Explicitly one has (in
the sense of distributions) :

ϕ̃m(x) =
1
2

e−iδα
m

∫

R
e−ixy ey

[ ∫

R+

κH
(1)
|m+α|(e

y κ)J|m|(κ)dκ
]
dy

=
1
2

e−iδα
m

∫

R+

κ(1+ix)−1 J|m|(κ)dκ

∫

R+

s(1−ix)−1 H
(1)
|m+α|(s)ds

=
1
2π

e−iπ|m|/2 (−i)ix Γ
(

1
2(|m|+ 1 + ix)

)

Γ
(

1
2(|m|+ 1− ix)

)

·Γ(1
2
(1 + |m + α| − ix)

)
Γ
(1
2
(1− |m + α| − ix)

)
.

The last equality is obtained by taking into account the relation between the Hankel function
H

(1)
ν and the Bessel function Kν of the second kind as well as the Mellin transform of the

functions Jν and the function Kν as presented in [79, Eq. 10.1 & 11.1].

The additional properties of ϕ̃m can easily be obtained by using the asymptotic develop-
ment of the function Γ as presented in [1, Eq. 6.1.39].
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4.6 Scattering operator

In this section, we concentrate on the scattering operator and on its asymptotic values for
large and small energies.

Proposition 4.6.1. The restriction of the scattering operator S(HCD
α , H0) to Hint is explic-

itly given by

S(HCD
α ,H0)

∣∣
Hint

= SCD
α (

√
H0) with SCD

α (κ) :=
(

e−iπα 0
0 eiπα

)
+ S̃CD

α (κ) .

Proof. Let us first recall that the scattering operator can be obtained from WCD− by the for-
mula [11, Prop. 4.2]:

s− lim
t→+∞ eitH0 e−itHWCD

− = S(HCD
α ,H0).

We stress that the completeness has been taken into account for this equality. Now, let us
set U(t) := e−it ln(H0)/2, where ln(H0) is the self-adjoint operator obtained by functional
calculus. By the intertwining property of the wave operators and by the invariance principle,
one also has

s− lim
t→+∞U(−t)WCD

− U(t) = S(HCD
α ,H0).

On the other hand, the operator ln(H0)/2 is the generator of translations in the spectrum
of A, i.e. U(−t)ϕ(A)U(t) = ϕ(A+ t) for any ϕ : R→ C. Since {U(t)}t∈R is also reduced
by the decomposition (4.1), it follows that

s− lim
t→+∞U(−t)

[
WCD
−

∣∣
Hint

]
U(t)

= s− lim
t→+∞U(−t)

[(
ϕ−0 (A) 0

0 ϕ−−1(A)

)
+

(
ϕ̃0(A) 0

0 ϕ̃−1(A)

)
S̃CD

α (
√

H0)
]
U(t)

=
(

ϕ−0 (+∞) 0

0 ϕ−−1(+∞)

)
+

(
ϕ̃0(+∞) 0

0 ϕ̃−1(+∞)

)
S̃CD

α (
√

H0).

The initial statement is then obtained by taking the asymptotic values mentioned in Proposi-
tion 4.5.4 and Theorem 4.5.5 into account.

Even if the unitarity of the scattering operator follows from the general theory we give
below a direct verification in order to better understand its structure. In the next statement,
we only provide the value of the scattering matrix at energy 0 and energy equal to +∞.
However, more explicit expressions for SCD

α (κ) are exhibited in the proof.

Proposition 4.6.2. The map

R+ 3 κ 7→ SCD
α (κ) ∈ M2(C) (4.20)

is continuous, takes values in the set U(2) and has explicit asymptotic values for κ = 0 and
κ = +∞. More explicitly, depending on C, D or α one has:

i) If D = 0, then SCD
α (κ) =

(
e−iπα 0

0 eiπα

)
,



88 CHAPTER 4. A-B MODEL

ii) If det(D) 6= 0, then SCD
α (+∞) =

(
eiπα 0

0 e−iπα

)
,

iii) If dim[ker(D)] = 1 and α = 1/2, then SCD
α (+∞) = (2P− 1)

(
i 0
0 −i

)
, where P is the

orthogonal projection onto ker(D)⊥,

iv) If ker(D) =
( C

0

)
or if dim[ker(D)] = 1, α < 1/2 and ker(D) 6= (

0
C

)
, then

SCD
α (+∞) =

(
e−iπα 0

0 e−iπα

)
,

v) If ker(D) =
(

0
C

)
or if dim[ker(D)] = 1, α > 1/2 and ker(D) 6= ( C

0

)
, then

SCD
α (+∞) =

(
eiπα 0

0 eiπα

)
.

Furthermore,

a) If C = 0, then SCD
α (0) =

(
eiπα 0

0 e−iπα

)
,

b) If det(C) 6= 0, then SCD
α (0) =

(
e−iπα 0

0 eiπα

)
,

c) If dim[ker(C)] = 1 and α = 1/2, then SCD
α (0) = (1 − 2Π)

(
i 0
0 −i

)
, where Π is the

orthogonal projection on ker(C)⊥.

d) If ker(C) =
(

0
C

)
or if dim[ker(C)] = 1, α > 1/2 and ker(C) 6= ( C

0

)
, then SCD

α (0) =(
e−iπα 0

0 e−iπα

)
,

e) If ker(C) =
( C

0

)
or if dim[ker(C)] = 1, α < 1/2 and ker(C) 6= (

0
C

)
, then SCD

α (0) =(
eiπα 0

0 eiπα

)
.

Proof. Let us fix κ > 0 and set S := SCD
α (κ). For shortness, we also set L := π

2 sin(πα) C
and

B = B(κ) :=
(

Γ(1−α)
2α κα 0

0
Γ(α)

21−α κ(1−α)

)
, Φ :=

(
e−iπα/2 0

0 e−iπ(1−α)/2

)
, J :=

(
1 0
0 −1

)
.

Note that the matrices B, Φ and J commute with each other, that the matrix B is self-adjoint
and invertible, and that J and Φ are unitary.

I) It is trivially checked that if D = 0 the statement i) is satisfied.

II) Let us assume det(D) 6= 0, i.e. D is invertible. Without loss of generality and as
explained at the end of Section 4.3, we assume than that D = 1 and that the matrix C is
self-adjoint. Then one has

S = Φ2 J + 2i sin(πα)BΦ(B2 Φ2 + L)−1BΦJ

= BΦ(B2 Φ2 + L)−1
[
B

(
Φ2 + 2i sin(πα)

)
+ LB−1

]
ΦJ.

By taking the equality Φ2 + 2i sin(πα) = Φ−2 into account, it follows that

S = BΦ(B2 Φ2 + L)−1
(
BΦ−2 + LB−1

)
ΦJ

= Φ
(
Φ2 + B−1 LB−1

)−1(Φ−2 + B−1 LB−1
)
ΦJ

= Φ
(
B−1 LB−1 + cos(πα)J − i sin(πα)

)−1(
B−1 LB−1 + cos(πα)J + i sin(πα)

)
ΦJ .
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Since the matrix B−1 LB−1 + cos(πα)J is self-adjoint, the above expression can be rewrit-
ten as

S = Φ
B−1 LB−1 + cos(πα)J + i sin(πα)
B−1 LB−1 + cos(πα)J − i sin(πα)

ΦJ (4.21)

which is clearly a unitary operator. The only dependence on κ in the terms B is continuous
and one has

lim
κ→+∞SCD

α (κ) = Φ
cos(πα)J + i sin(πα)
cos(πα)J − i sin(πα)

ΦJ =
(

eiπα 0
0 e−iπα

)

which proves the statement ii)

III) We shall now consider the situation det(D) = 0 but D 6= 0. Obviously, ker(D) is
of dimension 1. So let p = (p1, p2) be a vector in ker(D) with ‖p‖ = 1. By (4.12) and by
using the notation introduced in that section one has

S = Φ2 J + 2i sin(πα)BΦI (P B2 Φ2 I + `)−1P BΦJ. (4.22)

Note that the matrix of P := IP : C2 → C2, i.e. the orthogonal projection onto p⊥, is given
by

P =
( |p2|2 −p1p̄2

−p̄1p2 |p1|2
)

and that PB2Φ2I is just the multiplication by the number

c(κ) = b2
1(κ) |p2|2 e−iπα − b2

2(κ) |p1|2 eiπα, (4.23)

with b1(κ) = Γ(1−α)
2α κα and b2(κ) = Γ(α)

21−α κ(1−α).

In the special case α = 1/2, the matrices B and Φ have the special form B =
√

π
2 κ1/2

and φ = e−iπ/4. Clearly, one also has b1 = b2 =
√

π
2 κ1/2 := b and c(κ) = −i b2. In that

case, the expression (4.22) can be rewritten as

S = i

[
πκ/2− i`

πκ/2 + i`
P + (P− 1)

]
J (4.24)

which is the product of unitary operators and thus is unitary. Furthermore, the dependence
in κ is continuous and the asymptotic value is easily determined. This proves statement iii)

If α 6= 1/2, let us rewrite S as

S = Φ
(
c(κ) + `

)−1[2 i sin(πα)BPB + c(κ) + `
]
ΦJ . (4.25)

Furthermore, by setting X− :=
(
b2
1 |p2|2 − b2

2 |p1|2
)

and X+ :=
(
b2
1 |p2|2 + b2

2 |p1|2
)

one has

c(κ) + ` = cos(πα)X− + `− i sin(πα)X+

and

M := 2 i sin(πα)BPB+c(κ)+` =
(

eiπα X− + ` −2 i sin(πα)b1 b2 p1 p̄2

−2 i sin(πα)b1 b2 p̄1 p2 e−iπα X− + `

)
.
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With these notations, the unitary of S easily follows from the equality det(M) = |c(κ)+`|2.
The continuity in κ of all the expressions also implies the expected continuity of the map
(4.20). Finally, by taking (4.23) and the explicit form of M into account, the asymptotic
values of SCD

α (κ) for the cases iv) and v) can readily be obtained.

IV) Let us now consider the behavior of the scattering matrix near the zero energy. If
C = 0, then det(D) 6= 0 and one can use (4.21) with L = 0. The statement a) follows easily.

V) Assume that det(C) 6= 0. In this case, it directly follows from (4.16) that S̃CD
α (0) =

0, and then S(0) =
(

e−iπα 0
0 eiπα

)
which proves b).

VI) We now assume that dim[ker(C)] = 1 and consider two cases.

Firstly, if det(D) 6= 0 we can assume as in II) that C is self-adjoint and use again (4.21).
Introducing the entries of L,

L =
(

l11 l12

l12 l22

)

one obtains

B−1 LB−1 + cos(πα)J + i sin(πα)
B−1 LB−1 + cos(πα)J − i sin(πα)

=
1

b2
1 l22 e−iπα − b2

2 l11 eiπα − b2
1 b2

2

·
(

b2
1 l22 eiπα − b2

2 l11 eiπα − b2
1 b2

2 e2iπα b1 b2 l12 (e−iπα − eiπα)
b1 b2 l12 (e−iπα − eiπα) b2

1 l22 e−iπα − b2
2 l11 e−iπα − b2

1 b2
2 e−2iπα

)
.

For α 6= 1/2 one easily obtains the result stated in d) and e). For α = 1/2, it follows that

lim
κ↘0

B−1 LB−1 + cos(πα)J + i sin(πα)
B−1 LB−1 + cos(πα)J − i sin(πα)

=
2

tr(L)
L− 1,

and it only remains to observe that L = tr(L) Π, where Π is the orthogonal projection on
ker(L)⊥ = ker(C)⊥. This proves c).

Secondly, let us assume that dim[ker(D)] = 1. By (4.11) there exists U ∈ U(2) such
that ker(C) = ker(1−U) and ker(D) = ker(1 + U). As a consequence, one has ker(C) =
ker(D)⊥ and then P = 1 − Π. On the other hand, we can use the expressions for the
scattering operator obtained in III). However, observe that CI = C

∣∣
ker(D)⊥ = C

∣∣
ker(C)

= 0
so we only have to consider these expressions in the special case ` = 0. The asymptotic at 0
energy are then easily deduced from these expressions.

By summing the results obtained for det(D) 6= 0 and for dim[ker(D)] = 1, and since
D = 0 is not allowed if det(C) = 0, one proves the cases c), d) and e).

Remark 4.6.3. As can be seen from the proof, the scattering matrix is independent of the
energy in the following cases only:

• D = 0, then SCD
α (κ) =

(
e−iπα 0

0 eiπα

)
,

• C = 0, then SCD
α (κ) =

(
eiπα 0

0 e−iπα

)
, see (4.21),

• ker(C) = ker(D)⊥ =
( C

0

)
, then SCD

α (κ) =
(

eiπα 0
0 eiπα

)
, see (4.25),
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• ker(C) = ker(D)⊥ =
(

0
C

)
, then SCD

α (κ) =
(

e−iπα 0
0 e−iπα

)
, see (4.25),

• α = 1/2 and det(C) = det(D) = 0, then SCD
α (κ) = (2P− 1)

(
i 0
0 −i

)
, where P is the

orthogonal projection on ker(D)⊥ ≡ ker(C), see (4.24).

4.7 Final remarks

As mentioned before, the parametrization of the self-adjoint extensions of Hα with the pair
(C, D) satisfying (4.7) is highly none unique. For the sake of convenience, we recall here a
one-to-one parametrization of all self-adjoint extensions and reinterpret a part of the results
obtained before in this framework.

So, let U ∈ U(2) and set

C = C(U) :=
1
2
(1− U) and D = D(U) =

i

2
(1 + U). (4.26)

It is easy to check that C and D satisfy both conditions (4.7). In addition, two different
elements U,U ′ of U(2) lead to two different self-adjoint operators HCD

α and HC′D′
α with

C = C(U), D = D(U), C ′ = C(U ′) and D′ = D(U ′), cf. [52]. Thus, without ambiguity
we can write HU

α for the operator HCD
α with C,D given by (4.26). Moreover, the set {HU

α |
U ∈ U(2)} describes all self-adjoint extensions of Hα, and, by (4.10), the map U → HU

α is
continuous in the norm resolvent topology. Let us finally mention that the normalization of
the above map has been chosen such that H−1

α ≡ H10
α = HAB

α .

Obviously, we could use various parametrizations for the set U(2). For example, one
could set

U = U(η, a, b) = eiη

(
a −b
b a

)

with η ∈ [0, 2π) and a, b ∈ C satisfying |a|2 + |b|2 = 1, which is the parametrization used
in [2] (note nevertheless that the role of the unitary parameter was quite different). We could
also use the parametrization inspired by [32]:

U = U(ω, a, b, q) = eiω

(
q eia −(1− q2)1/2 e−ib

(1− q2)1/2 eib q e−ia

)

with ω, a, b ∈ [0, 2π) and q ∈ [0, 1]. However, the following formulae look much simpler
without such an arbitrary choice, and such a particularization can always be performed later
on.

We can now rewrite part of the previous results in terms of U :

Lemma 4.7.1. Let U ∈ U(2). Then,

i) For z ∈ ρ(HAB
α ) ∩ ρ(HU

α ) the resolvent equation holds:

(HU
α − z)−1 − (HAB

α − z)−1 = −γ(z)
[
(1 + U)M(z) + i(1− U)

]−1(1 + U)γ(z̄)∗ ,

ii) The number of negative eigenvalues of HU
α coincides with the number of negative

eigenvalues of the matrix i(U − U∗),
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iii) The value z ∈ R− is an eigenvalue of HU
α if and only if det

(
(1+U)M(z)+i(1−U)

)
=

0, and in that case one has

ker(HU
α − z) = γ(z) ker

(
(1 + U)M(z) + i(1− U)

)
.

The wave operators can also be rewritten in terms of the single parameter U . We shall
not do it here but simply express the asymptotic values of the scattering operator SU

α :=
S(HU

α ,H0) in terms of U . If λ ∈ C is an eigenvalue of U , we denote by Vλ the corresponding
eigenspace.

Proposition 4.7.2. One has:

i) If U = −1, then SU
α (κ) ≡ SAB

α =
(

e−iπα 0
0 eiπα

)
,

ii) If −1 6∈ σ(U), then SU
α (+∞) =

(
eiπα 0

0 e−iπα

)
,

iii) If −1 ∈ σ(U) with multiplicity one and α = 1/2, then SU
α (+∞) = (2P− 1)

(
i 0
0 −i

)
,

where P is the orthogonal projection onto V⊥−1,

iv) If V−1 =
( C

0

)
or if −1 ∈ σ(U) with multiplicity one, α < 1/2 and V−1 6=

(
0
C

)
, then

SU
α (+∞) =

(
e−iπα 0

0 e−iπα

)
,

v) If V−1 =
(

0
C

)
or if −1 ∈ σ(U) with multiplicity one, α > 1/2 and V−1 6=

( C
0

)
, then

SU
α (+∞) =

(
eiπα 0

0 eiπα

)
.

Furthermore,

a) If U = 1, then SU
α (0) =

(
eiπα 0

0 e−iπα

)
,

b) If 1 6∈ σ(U), then SU
α (0) =

(
e−iπα 0

0 eiπα

)
,

c) If 1 ∈ σ(U) with multiplicity one and α = 1/2, then SU
α (0) = (1−2Π)

(
i 0
0 −i

)
, where

Π is the orthogonal projection on V⊥1 .

d) If V1 =
(

0
C

)
or if 1 ∈ σ(U) with multiplicity one, α > 1/2 and V1 6=

( C
0

)
, then

SU
α (0) =

(
e−iπα 0

0 e−iπα

)
,

e) If V1 =
( C

0

)
or if 1 ∈ σ(U) with multiplicity one, α < 1/2 and V1 6=

(
0
C

)
, then

SU
α (0) =

(
eiπα 0

0 eiπα

)
.

Remark 4.7.3. The scattering matrix is independent of the energy in the following cases
only:

• U = −1, then SU
α (κ) ≡ SAB

α =
(

e−iπα 0
0 eiπα

)
,

• U = 1, then SU
α (κ) =

(
eiπα 0

0 e−iπα

)
, see (4.21),
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• U =
(

1 0
0 −1

)
, then SU

α (κ) =
(

eiπα 0
0 eiπα

)
, see (4.25),

• U =
(−1 0

0 1

)
, then SU

α (κ) =
(

e−iπα 0
0 e−iπα

)
, see (4.25),

• α = 1/2 and σ(U) = {−1, 1}, then SU
α = (2P−1)

(
i 0
0 −i

)
, where P is the orthogonal

projection on V1, see (4.24).





Chapter 5

Levinson’s theorem and higher
degree traces for Aharonov-Bohm
operators

5.1 Introduction

In recent work [60, 61, 62, 64, 90] it was advocated that Levinson’s theorem is of topological
nature, namely that it should be viewed as an index theorem. The relevant index theorem
occurs naturally in the framework of non-commutative topology, that is, C∗-algebras, their
K-theory and higher traces (unbounded cyclic cocycles). The analytical hypothesis which
has to be fulfilled for the index theoretic formulation to hold is that the wave operators of
the scattering system lie in a certain C∗-algebra. In the examples considered until now, the
index theorem substantially extends the usual Levinson’s theorem which relates the number
of bound states of a physical system to an expression depending on the scattering part of
the system. In particular it sheds new light on the corrections due to resonances and on the
regularization which are often involved in the proof of this relation. It also emphasizes the
influence of the restriction of the waves operators at thresholds energies.

In the present paper we extend these investigations in two directions. On the one hand,
we apply the general idea for the first time to a magnetic system. Indeed, the Aharonov-
Bohm operators describe a two-dimensional physical system involving a singular magnetic
field located at the origin and perpendicular to the plane of motion. On the other hand, due
to the large number of parameters present in this model, we can develop a new topological
equality involving higher degree traces. Such an equality, which we call a higher degree
Levinson’s theorem, extends naturally the usual Levinson’s theorem (which corresponds to
a relation between an 0-trace and a 1-trace) and it is apparently the first time that a relation
between a 2-trace and a 3-trace is put into evidence in a physical context. While the precise
physical meaning of this equality deserves more investigations, we have no doubt that it can
play a role in the theory of topological transport and/or of adiabatic pumping [24].

Let us describe more precisely the content of this paper. In Section 5.2 we recall the
contruction of the Aharonov-Bohm operators and present part of the results obtained in the

95
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previous chapter. Earlier references for the basic properties of these operators are [2, 3, 32,
89, 100]. In particular, we recall the explicit expressions for the wave operators in terms
of functions of the free Laplacian and of the generator of the dilation group in R2. Let us
mention that the theory of boundary triples, as presented in [27] was extensively used in the
previous chapter for the computation of these explicit expressions.

In Section 5.3 we state and prove a version of Levinson’s theorem adapted to our model,
see Theorem 5.3.1. It will become clear at that moment that a naive approach of this theorem
involving only the scattering operator would lead to a completely wrong result. Indeed, the
corrections due to the restriction of the wave operators at 0-energy and at energy equal to
+∞ will be explicitly computed. Adding these different contributions leads to a first proof
of Levinson’s theorem. All the various situations, which depend on the parameters related
to the flux of the magnetic field and to the description of the self-adjoint extensions, are
summarized in Section 5.3.3. Let us stress that this proof is rather lengthy but that it leads to
a very precise result. Note that up to this point, no C∗-algebraic knowledge is required, all
proofs are purely analytical.

The last two sections of the paper contain the necessary algebraic framework, the two
topological statements and their proofs. So Section 5.4 contains a very short introduction
to K-theory, cyclic cohomology, n-traces, Connes’ pairing and the dual boundary maps.
Obviously, only the very few necessary information on these subjects is presented, and part
of the constructions are over-simplified. However, the authors tried to give a flavor of this
necessary background for non-experts, but any reader familiar with these constructions can
skip Section 5.4 without any loss of understanding in the last part of the paper.

In the first part of Section 5.5, we construct a suitable C∗-algebra E which contains the
wave operators. For computational reasons, this algebra should neither be too small nor too
large. In the former case, the computation of its quotient by the ideal of compact opera-
tors would be too difficult and possibly not understandable, in the latter case the deducible
information would become too vague. In fact, the algebra we propose is very natural once
the explicit form of the wave operators is known. Once the quotient of the algebra E by the
compact operators is computed, the new topological version of Levinson’s theorem can be
stated. This is done in Theorem 5.5.3 and in that case its proof is contained in a few lines.
Note furthermore that there is a big difference between Theorem 5.3.1 and the topological
statement (and its corollary). In the former case, the proof consisted in checking that the sum
of various explicit contributions is equal to the number of bound states of the corresponding
system. In the latter case, the proof involves a topological argument and it clearly shows the
topological nature of Levinson’s theorem. However, the statement is global, and the contri-
butions due to the scattering operator and to the restrictions at 0-energy and at energy +∞
can not be distinguished. For that reason, both approaches are complementary. Note that the
topological approach opens the way towards generalisations which could hardly be guessed
from the purely analytical approach.

Up to this point, the flux of the magnetic field as well as the parameters involved in the
description of the self-adjoint extension were fixed. In the second topological statement,
we shall consider a smooth boundaryless submanifold of the parameter space and perform
some computations as these parameters vary on the manifold. More precisely, we first state
an equality between a continuous family of projections on the bound states and the image
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through the index map of a continuous family of unitary operators deduced from the wave
operators, see Theorem 5.5.5. These unitary operators contain a continuous family of scat-
tering operators, but also the corresponding continuous family of restrictions at energies 0
and +∞. Note that this result is still abstract, in the sense that it gives an equality between an
equivalent class in the K0-theory related to the bounded part of the system with an equivalent
class in the K1-theory related to the scattering part of the system, but nothing prevents this
equality from being trivial in the sense that it yields 0 = 0.

In the final part of the paper, we choose a 2-dimensional submanifold and show that the
second topological result is not trivial. More precisely, we explicitly compute the pairings
of the K-equivalent classes with their respective higher degree traces. On the one hand
this leads to the computation of the Chern number of a bundle defined by the family of
projections. For the chosen manifold this number is equal to 1, and thus is not trivial. By
duality of the boundary maps, it follows that the natural 3-trace applied on the family of
unitary operators is also not trivial. The resulting statement is provided in Proposition 5.5.7.
Note that this statement is again global. A distinction of each contribution could certainly be
interesting for certain applications, but its computation could be rather tedious and therefore
no further investigations have been performed in that direction.

5.2 The Aharonov-Bohm model

In this section, we briefly recall the construction of the Aharonov-Bohm operators and
present a part of the results obtained in the previous chapter to which we refer for details.
We also mention [2, 32, 100] for earlier works on these operators.

5.2.1 The self-adjoint extensions

Let H denote the Hilbert space L2(R2) with its scalar product 〈·, ·〉 and its norm ‖ · ‖. For
any α ∈ (0, 1), we set Aα : R2 \ {0} → R2 by

Aα(x, y) = −α
( −y

x2 + y2
,

x

x2 + y2

)
,

corresponding formally to the magnetic field B = αδ (δ is the Dirac delta function), and
consider the operator

Hα := (−i∇−Aα)2, D(Hα) = C∞
c

(
R2 \ {0}) .

Here C∞
c (Ξ) denotes the set of smooth functions on Ξ with compact support. The closure

of this operator inH, which is denoted by the same symbol, is symmetric and has deficiency
indices (2, 2).

We briefly recall the parametrization of the self-adjoint extensions of Hα from the pre-
vious chapter. Some elements of the domain of the adjoint operator H∗

α admit singularities
at the origin. For dealing with them, one defines linear functionals Φ0, Φ−1, Ψ0, Ψ−1 on
D(H∗

α) such that for f ∈ D(H∗
α) one has, with θ ∈ [0, 2π) and r ↘ 0,

2πf(r cos θ, r sin θ) = Φ0(f)r−α + Ψ0(f)rα + e−iθ
(
Φ−1(f)rα−1 + Ψ−1(f)r1−α

)
+ O(r).
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The family of all self-adjoint extensions of the operator Hα is then indexed by two matrices
C, D ∈ M2(C) which satisfy the following conditions:

(i) CD∗ is self-adjoint, (ii) det(CC∗ + DD∗) 6= 0, (5.1)

and the corresponding extensions HCD
α are the restrictions of H∗

α onto the functions f satis-
fying the boundary conditions

C

(
Φ0(f)
Φ−1(f)

)
= 2D

(
αΨ0(f)

(1− α)Ψ−1(f)

)
.

For simplicity, we call admissible a pair of matrices (C, D) satisfying the above conditions.

Remark 5.2.1. The parametrization of the self-adjoint extensions of Hα with all admissible
pairs (C, D) is very convenient but non-unique. At a certain point, it will be useful to have a
one-to-one parametrization of all self-adjoint extensions. So, let us consider U ∈ U(2) and
set

C(U) := 1
2(1− U) and D(U) = i

2(1 + U).

It is easy to check that C(U) and D(U) satisfy both conditions (5.1). In addition, two
different elements U,U ′ of U(2) lead to two different self-adjoint operators H

C(U)D(U)
α

and H
C(U ′)D(U ′)
α , cf. [52]. Thus, without ambiguity we can write HU

α for the operator
H

C(U)D(U)
α . Moreover, the set {HU

α | U ∈ U(2)} describes all self-adjoint extensions of
Hα. Let us also mention that the normalization of the above maps has been chosen such that
H−1

α ≡ H10
α = HAB

α which corresponds to the standard Aharonov-Bohm operator studied
in [3, 100].

The essential spectrum of HCD
α is absolutely continuous and covers the positive half

line [0, +∞). The discrete spectrum consists of at most two negative eigenvalues. More
precisely, the number of negative eigenvalues of HCD

α coincides with the number of negative
eigenvalues of the matrix CD∗.

The negative eigenvalues are the real negative solutions of the equation

det
(
DM(z)− C

)
= 0

where M(z) is, for z < 0,

M(z) = − 2
π

sin(πα)


Γ(1− α)2

(
− z

4

)α
0

0 Γ(α)2
(
− z

4

)1−α


 ,

and there exists an injective map γ(z) : C2 → H depending continuously on z ∈ C \
[0,+∞) and calculated explicitly in the previous chapter such that for each z < 0 one has
ker(HCD

α − z) = γ(z) ker
(
DM(z)− C

)
.
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5.2.2 Wave and scattering operators

One of the main result of the previous chapter is an explicit description of the wave operators.
We shall recall this result below, but we first need to introduce the decomposition of the
Hilbert space H with respect to a special basis. For any m ∈ Z, let φm be the complex
function defined by [0, 2π) 3 θ 7→ φm(θ) := eimθ√

2π
. One has then the canonical isomorphism

H ∼=
⊕

m∈Z
Hr ⊗ [φm] , (5.2)

where Hr := L2(R+, rdr) and [φm] denotes the one dimensional space spanned by φm. For
shortness, we write Hm for Hr ⊗ [φm], and often consider it as a subspace of H. Let us still
set Hint := H0 ⊕H−1 which is clearly isomorphic to Hr ⊗ C2.

Let us also recall that the unitary dilation group {Uτ}τ∈R is defined on any f ∈ H and
x ∈ R2 by

[Uτ f](x) = eτ f(eτx) .

Its self-adjoint generator A is formally given by 1
2(X · (−i∇) + (−i∇) ·X), where X is the

position operator and −i∇ is its conjugate operator. All these operators are essentially self-
adjoint on the Schwartz space on R2. Clearly, the group of dilations as well as its generator
leave each subspace Hm invariant.

Let us now consider the wave operators

WCD
− := W−(HCD

α ,H0) = s− lim
t→−∞ eitHCD

α e−itH0 .

where H0 := −∆. It is well known that for any admissible pair (C,D) the operator WCD± is
reduced by the decomposition H = Hint ⊕ H⊥int and that WCD− |H⊥int

= WAB− |H⊥int
. The re-

striction toH⊥int is further reduced by the decomposition (5.2) and it is proved in Proposition
4.5.4 that the channel wave operators satisfy for each m ∈ Z,

WAB
−,m = ϕ−m(A) ,

with ϕ−m explicitly given for x ∈ R by

ϕ−m(x) := eiδα
m

Γ
(

1
2(|m|+ 1 + ix)

)

Γ
(

1
2(|m|+ 1− ix)

) Γ
(

1
2(|m + α|+ 1− ix)

)

Γ
(

1
2(|m + α|+ 1 + ix)

)

and

δα
m = 1

2π
(|m| − |m + α|) =

{ −1
2πα if m ≥ 0
1
2πα if m < 0

.

It is also proved in Theorem 4.5.5 that

WCD
− |Hint

=
(

ϕ−0 (A) 0

0 ϕ−−1(A)

)
+

(
ϕ̃0(A) 0

0 ϕ̃−1(A)

)
S̃CD

α

(√
H0

)
(5.3)

with ϕ̃m(x) given for m ∈ {0,−1} by

1
2π

e−iπ|m|/2 eπx/2 Γ
(

1
2(|m|+ 1 + ix)

)

Γ
(

1
2(|m|+ 1− ix)

)Γ
(

1
2(1 + |m + α| − ix)

)
Γ
(

1
2(1− |m + α| − ix)

)
.
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Clearly, the functions ϕ−m and ϕ̃m are continuous on R. Furthermore, these functions
admit limits at ±∞: ϕ−m(−∞) = 1, ϕ−m(+∞) = e2iδα

m , ϕ̃m(−∞) = 0 and ϕ̃m(+∞) = 1.
Note also that the expression for the function S̃CD

α (·) is given for κ ∈ R+ by

S̃CD
α (κ) := 2i sin(πα)

(
Γ(1−α)e−iπα/2

2α κα 0

0 Γ(α)e−iπ(1−α)/2

21−α κ(1−α)

)

·
(

D

(
Γ(1−α)2 e−iπα

4α κ2α 0

0 Γ(α)2 e−iπ(1−α)

41−α κ2(1−α)

)
+

π

2 sin(πα)
C

)−1

D

·
(

Γ(1−α)e−iπα/2

2α κα 0

0 −Γ(α)e−iπ(1−α)/2

21−α κ(1−α)

)
.

As usual, the scattering operator is defined by the formula

SCD
α :=

[
WCD

+

]∗
WCD
− .

Then, the relation between this operator and S̃CD
α is of the form

SCD
α |Hint

= SCD
α (

√
H0) with SCD

α (κ) :=
(

e−iπα 0
0 eiπα

)
+ S̃CD

α (κ) . (5.4)

The following result has been obtained in Proposition 4.6.2 and will be necessary further on:

Proposition 5.2.2. The map

R+ 3 κ 7→ SCD
α (κ) ∈ U(2)

is continuous and has explicit asymptotic values for κ = 0 and κ = +∞. More explicitly,
depending on C, D and α one has:

i) If D = 0, then SCD
α (κ) =

(
e−iπα 0

0 eiπα

)
,

ii) If det(D) 6= 0, then SCD
α (+∞) =

(
eiπα 0

0 e−iπα

)
,

iii) If dim[ker(D)] = 1 and α = 1/2, then SCD
α (+∞) = (2P− 1)

(
i 0
0 −i

)
, where P is the

orthogonal projection onto ker(D)⊥,

iv) If ker(D) =
( C

0

)
or if dim[ker(D)] = 1, α < 1/2 and ker(D) 6= (

0
C

)
, then

SCD
α (+∞) =

(
e−iπα 0

0 e−iπα

)
,

v) If ker(D) =
(

0
C

)
or if dim[ker(D)] = 1, α > 1/2 and ker(D) 6= ( C

0

)
, then

SCD
α (+∞) =

(
eiπα 0

0 eiπα

)
.

Furthermore,

a) If C = 0, then SCD
α (0) =

(
eiπα 0

0 e−iπα

)
,
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b) If det(C) 6= 0, then SCD
α (0) =

(
e−iπα 0

0 eiπα

)
,

c) If dim[ker(C)] = 1 and α = 1/2, then SCD
α (0) = (1 − 2Π)

(
i 0
0 −i

)
, where Π is the

orthogonal projection on ker(C)⊥.

d) If ker(C) =
(

0
C

)
or if dim[ker(C)] = 1, α > 1/2 and ker(C) 6= ( C

0

)
, then SCD

α (0) =(
e−iπα 0

0 e−iπα

)
,

e) If ker(C) =
( C

0

)
or if dim[ker(C)] = 1, α < 1/2 and ker(C) 6= (

0
C

)
, then SCD

α (0) =(
eiπα 0

0 eiπα

)
.

5.3 The 0-degree Levinson’s theorem, a pedestrian approach

In this section, we state a Levinson’s type theorem adapted to our model. The proof is
quite ad-hoc and will look like a recipe, but a much more conceptual one will be given
subsequently. The main interest in this pedestrian approach is that it shows the importance
of the restriction of the wave operators at 0-energy and at energy equal to +∞. Let us remind
the reader interested in the algebraic approach that the present proof can be skipped without
any loss of understanding in the following sections.

Let us start by considering again the expression (5.3) for the operator WCD− |Hint
. It

follows from the explicit expressions for the functions ϕ−m, ϕ̃m and S̃CD
α that WCD− |Hint

is a
linear combination of product of functions of two non-commuting operators with functions
that are respectively continuous on [−∞,∞] and on [0,∞] and which take values in M2(C).
For a reason that will become limpid in the algebraic framework, we shall consider the
restrictions of these products of functions on the endpoints of the closed intervals. Namely,
let us first set for x ∈ R and κ ∈ R+

Γ1(C, D, α, x) :=
(

ϕ−0 (x) 0

0 ϕ−−1(x)

)
+

(
ϕ̃0(x) 0

0 ϕ̃−1(x)

)
S̃CD

α (0) , (5.5)

Γ2(C, D, α, κ) := SCD
α (κ) , (5.6)

Γ3(C, D, α, x) :=
(

ϕ−0 (x) 0

0 ϕ−−1(x)

)
+

(
ϕ̃0(x) 0

0 ϕ̃−1(x)

)
S̃CD

α (+∞) , (5.7)

Γ4(C, D, α, κ) := 1. (5.8)

Clearly, Γ1(C, D, α, ·) and Γ3(C, D,α, ·) are continuous functions on [−∞,∞] with values
in M2(C), and Γ2(C,D, α, ·) and Γ4(C, D,α, ·) are continuous functions on [0,∞] with
values in M2(C). Now, we set ¤ ⊂ [0,∞] × [−∞,∞] for the union of the four parts:
¤ = B1∪B2∪B3∪B4, with B1 = {0}× [−∞,∞], B2 = [0,∞]×{+∞}, B3 = {+∞}×
[−∞,∞] and B4 = [0,∞]× {−∞}. Then, we naturally define the function Γ(C, D,α, ·) :
¤ → M2(C) by the relations Γ

(
C, D,α, (0, x)

)
= Γ1(C, D,α, x), Γ

(
C, D,α, (κ,∞)

)
=

Γ2(C, D,α, κ), Γ
(
C, D,α, (∞, x)

)
= Γ3(C,D, α, x) and finally Γ

(
C, D,α, (κ,−∞)

)
=

Γ4(C, D,α, κ). In fact, since the following relations hold: Γ1(C, D,α,∞) = Γ2(C, D,α, 0),
Γ2(C, D,α,∞) = Γ3(C, D, α,∞), Γ3(C, D, α,−∞) = Γ4(C, D,α,∞), Γ4(C,D, α, 0) =
Γ1(C, D,α,−∞), one easily observes that Γ(C, D, α, ·) is a continuous function on ¤ with
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values in U(2). Thus, since Γ(C,D, α, ·) ∈ C
(
¤, U(2)

)
, we can define the winding number

wind
[
Γ(C, D, α, ·)] of the map

¤ 3 ζ 7→ det[Γ(C, D,α, ζ)] ∈ T

with orientation of ¤ chosen clockwise. Here T denotes the set of complex numbers of
modulus 1. The following statement is our Levinson’s type theorem.

Theorem 5.3.1. For any α ∈ (0, 1) and any admissible pair (C, D) one has

wind
[
Γ(C, D, α, ·)] = −#σp(HCD

α ) = −#{negative eigenvalues of CD∗} .

Proof. The first equality is proved below by a case-by-case study. The equality between the
cardinality of σp(HCD

α ) and the number of negative eigenvalues of the matrix CD∗ has been
shown in Lemma 4.3.2.

We shall now calculate separately the contribution to the winding number from the func-
tions Γ1(C, D,α, ·), Γ2(C, D,α, ·) and Γ3(C,D, α, ·). The contribution due to the scattering
operator is the one given by Γ2(C, D,α, ·). It will be rather clear that a naive approach of
Levinson’s theorem involving only the contribution of the scattering operator would lead to
a completely wrong result. The final results are presented in Section 5.3.3.

5.3.1 Contributions of Γ1(C, D, α, ·) and Γ3(C,D, α, ·)
In this section we calculate the contributions due to Γ1(C,D, α, ·) and Γ3(C, D,α, ·) which
were introduced in (5.5) and (5.7). For that purpose, recall first the relation

SCD
α (κ) :=

(
e−iπα 0

0 eiπα

)
+ S̃CD

α (κ) .

Since SCD
α (0) and SCD

α (+∞) are diagonal in most of the situations, as easily observed in
Proposition 5.2.2, let us define for a ∈ C and m ∈ {0,−1} the following functions:

ϕm(·, a) := ϕ−m(·) + aϕ̃m(·) .

Then, by a simple computation one obtains

ϕm(x, a) =
Γ
(

1
2(|m|+ 1 + ix)

)

Γ
(

1
2(|m|+ 1− ix)

) Γ
(

1
2(|m + α|+ 1− ix)

)

Γ
(

1
2(|m + α|+ 1 + ix)

) ·

·
[
eiδα

m + ae−iπ|m|/2 eπx/2

2 sin
(

π
2 (1 + |m + α|+ ix)

)
]
.

Let us mention that the equality

Γ(z)Γ
(
1− z) =

π

sin(πz)
(5.9)

for z = 1
2(1 + |m + α| + ix) has been used for this calculation. In the case a = 0, the

function ϕm(·, 0) clearly takes its values in T. We shall now consider the other two special
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cases ϕ0(·, eiπα−e−iπα) and ϕ−1(·, e−iπα−eiπα) which will appear naturally subsequently.
Few more calculations involving some trigonometric relations and the same relation (5.9)
lead to

ϕ0(x, eiπα − e−iπα) = eiπα/2 Γ
(

1
2(1 + ix)

)

Γ
(

1
2(1− ix)

) Γ
(

1
2(1 + α− ix)

)

Γ
(

1
2(1 + α + ix)

) sin
(

π
2 (1 + α− ix)

)

sin
(

π
2 (1 + α + ix)

)

= eiπα/2 Γ
(

1
2(1 + ix)

)

Γ
(

1
2(1− ix)

) Γ
(

1
2(1− α− ix)

)

Γ
(

1
2(1− α + ix)

)

and to

ϕ−1(x, e−iπα − eiπα) = −e−iπα/2 Γ
(
1 + 1

2 ix
)

Γ
(
1− 1

2 ix
) Γ

(
1− 1

2(α + ix)
)

Γ
(
1− 1

2(α− ix)
) sin

(
π
2 (α + ix)

)

sin
(

π
2 (α− ix)

)

= −e−iπα/2 Γ
(
1 + 1

2 ix
)

Γ
(
1− 1

2 ix
) Γ

(
1
2(α− ix)

)

Γ
(

1
2(α + ix)

) .

Clearly, both functions are continuous and take values in T. Furthermore, since ϕ−m and
ϕ̃m have limits at ±∞, so does the functions ϕm(·, a). It follows that the variation of the
arguments of the previous functions can be defined. More generally, for any continuously
differentiable function ϕ : [−∞,∞] → T we set

Var[ϕ] :=
1
i

∫ ∞

−∞
ϕ(x)−1 ϕ′(x)dx .

Let us first state a convenient formula. Its proof is given in the Appendix 5.6.1.

Lemma 5.3.2. Let a, b > 0. For ϕa,b(x) := Γ(a+ix)
Γ(a−ix)

Γ(b−ix)
Γ(b+ix) one has Var[ϕa,b] = 2π(a− b).

As an easy corollary one obtains

Corollary 5.3.3. The following equalities hold:

i) Var[ϕm(·, 0)] = 2δα
m for m ∈ {0,−1},

ii) Var[ϕ0(·, eiπα − e−iπα)] = πα,

iii) Var[ϕ−1(·, e−iπα − eiπα)] = π(2− α).

Let us now set
φ1(C, D, α) := Var

[
det

(
Γ1(C, D,α, ·))]

and
φ3(C,D, α) := −Var

[
det

(
Γ3(C, D, α, ·))].

The sign ” − ” in the second definition comes from the sense of the computation of the
winding number: from +∞ to −∞. By taking into account the above information and the
expression SCD

α (0) and SCD
α (+∞) recalled in Proposition 5.2.2 one can prove:

Proposition 5.3.4. One has
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i) If D = 0, then φ3(C, D,α) = 0,

ii) If det(D) 6= 0, then φ3(C, D,α) = −2π,

iii) If ker(D) =
( C

0

)
or if dim[ker(D)] = 1, α < 1/2 and ker(D) 6= (

0
C

)
, then

φ3(C, D, α) = −2π(1− α),

iv) If ker(D) =
(

0
C

)
or if dim[ker(D)] = 1, α > 1/2 and ker(D) 6= ( C

0

)
, then

φ3(C, D, α) = −2πα,

v) If dim[ker(D)] = 1 and α = 1/2, then φ3(C, D,α) = −π.

Furthermore,

a) If C = 0, then φ1(C, D,α) = 2π,

b) If det(C) 6= 0, then φ1(C, D,α) = 0,

c) If ker(C) =
(

0
C

)
or if dim[ker(C)] = 1, α > 1/2 and ker(C) 6= ( C

0

)
, then

φ1(C, D, α) = 2π(1− α),

d) If ker(C) =
( C

0

)
or if dim[ker(C)] = 1, α < 1/2 and ker(C) 6= (

0
C

)
, then

φ1(C, D, α) = 2πα,

e) If dim[ker(C)] = 1 and α = 1/2, then φ1(C, D,α) = π.

Proof. Statements i) to iv) as well as statements a) to d) are easily obtained simply by tak-
ing the asymptotic values of SCD

α (·) into account. So let us concentrate on the remaining
statements.

Let p = (p1, p2) ∈ C2 with ‖p‖ = 1, and let

P =
( |p2|2 −p1p̄2

−p̄1p2 |p1|2
)

be the orthogonal projection onto p⊥. For x ∈ R, let us also set

ϕ(P, x) :=
(

ϕ−0 (x) 0

0 ϕ−−1(x)

)
+

(
ϕ̃0(x) 0

0 ϕ̃−1(x)

)
2P

(
i 0
0 −i

)

whose determinant is equal to

g(x) := ϕ−0 (x)ϕ−−1(x) + 2iϕ̃0(x)ϕ−−1(x) |p2|2 − 2iϕ−0 (x) ϕ̃−1(x)|p1|2 .

By taking the explicit expressions for these functions one obtains

g(x) =
Γ
(

1
2(1 + ix)

)

Γ
(

1
2(1− ix)

) Γ
(

1
2(3

2 − ix)
)

Γ
(

1
2(3

2 + ix)
) Γ

(
1
2(2 + ix)

)

Γ
(

1
2(2− ix)

) Γ
(

1
2(3

2 − ix)
)

Γ
(

1
2(3

2 + ix)
)

·
(
1 + ieiπ/4 eπx/2

π
Γ
(

1
2(1

2 − ix)
)
Γ
(

1
2(3

2 + ix)
))

.
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Now, by setting z = 3
4 + ix

2 and by some algebraic computations one obtains

1 + ieiπ/4 eπx/2

π
Γ
(

1
2(1

2 − ix)
)
Γ
(

1
2(3

2 + ix)
)

= 1 +
i

π
e−iπ(z−1) Γ(1− z)Γ(z) = 1− i

e−iπz

sin(πz)

= −i
cos(πz)
sin(πz)

= −i
1

tan
(

3π
4 + iπx

2

)

= −i
tanh(πx

2 )− i

tanh(πx)
2 ) + i

.

Thus, one finally obtains that

g(x) = −i
Γ
(

1
2(1 + ix)

)

Γ
(

1
2(1− ix)

) Γ
(

1
2(3

2 − ix)
)

Γ
(

1
2(3

2 + ix)
) Γ

(
1
2(2 + ix)

)

Γ
(

1
2(2− ix)

) Γ
(

1
2(3

2 − ix)
)

Γ
(

1
2(3

2 + ix)
) tanh(πx

2 )− i

tanh(πx
2 ) + i

.

Note that this function does not depend on the projection P at all.

Clearly one has

Var[g] = Var[ϕ 1
2
, 3
4
] + Var[ϕ1, 3

4
] + Var

[tanh(π·
2 )− i

tanh(π·
2 ) + i

]
= −π

2
+

π

2
+ π = π.

Now, by observing that φ3(C, D,α) = −Var[g] in the case v), one concludes that in this
special case φ3(C, D,α) = −π.

For the case e), observe that by setting P := 1−Π, one easily obtains that in this special
case Γ1(C,D, α, ·) = ϕ(P, ·). It follows that φ1(C, D,α) = Var[g] and then φ1(C, D,α) =
π.

5.3.2 Contribution of Γ2(C, D, α, ·)
Recall first that Γ2(C, D,α, ·) defined in (5.6) is equal to SCD

α (·). We are interested here
in the phase of det

(
SCD

α (κ)
)

acquired as κ runs from 0 to +∞; we denote this phase by

φ2(C, D, α). Note that if det
(
SCD

α (κ)
)

= f̄(κ)
f(κ) for a non-vanishing continuous function

f : R+ → C∗, then

φ2(C, D,α) = −2
(
arg f(+∞)− arg f(0)

)
,

where arg : R+ → R is a continuous function defined by the argument of f . In the sequel,
we shall also use the notation θ : C∗ → (−π, π] for the principal argument of a complex
number different from 0.

Now, let us consider κ > 0 and set S(κ) := SCD
α (κ). For shortness, we also set L :=

π
2 sin(πα) C and

B :=
(

b1(κ) 0
0 b2(κ)

)
=

(
Γ(1−α)

2α κα 0

0
Γ(α)

21−α κ(1−α)

)
, Φ :=

(
e−iπα/2 0

0 e−iπ(1−α)/2

)
,
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and J :=
(

1 0
0 −1

)
. Note that the matrices B, Φ and J commute with each other, that the

matrix B is self-adjoint and invertible, and that J and Φ are unitary.

I) If D = 0, then SCD
α is constant and φ2(C,D, α) = 0.

II) Let us assume det(D) 6= 0, i.e. D is invertible. Without loss of generality, we may
assume that D = 1, as explained in Section 4.3, and that C and hence L are self-adjoint. We
write C = (cjk), L = (ljk) and we then use the expression

S(κ) = Φ
B−1 LB−1 + cos(πα)J + i sin(πα)
B−1 LB−1 + cos(πα)J − i sin(πα)

ΦJ , (5.10)

derived in the previous chapter. By direct calculation one obtains det
(
S(κ)

)
= f̄(κ)

f(κ) with

f(κ) = det
(
B−1LB−1 + cos(πα)J − i sin(πα)

)

= det(L)b−2
1 (κ)b−2

2 (κ)− 1 + cos(πα)
(
l22 b−2

2 (κ)− l11 b−2
1 (κ)

)

−i sin(πα)
(
l11 b−2

1 (κ) + l22 b−2
2 (κ)

)
(5.11)

and f is non-vanishing as the determinant of an invertible matrix.

For the computation of φ2(C, D,α) we shall have to consider several cases. We first
assume that det(C) 6= 0, which is equivalent to det(L) 6= 0. In that case one clearly has
det

(
SCD

α (0)
)

= det
(
SCD

α (+∞)
)
, and then φ2(C,D, α) will be a multiple of 2π. Further-

more, note that θ
(
f(+∞)

)
= π and that θ

(
f(0)

)
= 0 if det(L) > 0 and θ

(
f(0)

)
= π if

det(L) < 0.

Assuming that l11 l22 ≥ 0 (which means that =f is either non-negative or non-positive,
and its sign is opposite to that of tr(L)), one has the following cases:

II.1) If tr(C) > 0 and det(C) > 0, then =f < 0 and φ2(C, D, α) = 2π,

II.2) If tr(C) > 0 and det(C) < 0, then =f < 0 and φ2(C, D, α) = 0,

II.3) If tr(C) < 0 and det(C) > 0, then =f > 0 and φ2(C, D, α) = −2π,

II.4) If tr(C) < 0 and det(C) < 0, then =f > 0 and φ2(C, D, α) = 0,

II.5) If c11 = c22 = 0 (automatically det(C) < 0), then f is real and non-vanishing, hence
φ2(C, D, α) = 0.

Now, if l11l22 < 0 the main difference is that the parameter α has to be taken into
account. On the other hand, one has det(L) < 0 which implies that arg f(+∞)− arg f(0)
has to be a multiple of 2π. For the computation of this difference, observe that the equation
=f(κ) = 0 (for κ ≥ 0) is equivalent to

b−2
1 (κ)

b−2
2 (κ)

= − l22

l11
⇐⇒ κ2α−1 = 22α−1 Γ(α)

Γ(1− α)

√
− l11

l22
. (5.12)

For α 6= 1/2 this equation has a unique solution κ0, and it follows that the sign of =f(κ)
will be different for κ < κ0 and for κ > κ0 (and will depend on α and on the relative sign of
l11 and l22).
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Let us now estimate <f(κ0). We have

<f(κ) = det(L)b−2
1 (κ)b−2

2 (κ)− 1 + cos(πα)
(
l22 b−2

2 (κ)− l11 b−2
1 (κ)

)

≤ −|l11 l22|b−2
1 (κ)b−2

2 (κ)− 1 + | cos(πα)|(∣∣l22|b−2
2 (κ) + |l11|b−2

1 (κ)
)

= −
(
|l11 l22|b−2

1 (κ)b−2
2 (κ) + 1− | cos(πα)|(∣∣l22|b−2

2 (κ) + |l11|b−2
1 (κ)

))

= −(
1− | cos(πα)|)(|l11 l22|b−2

1 (κ)b−2
2 (κ) + 1

)

−| cos(πα)|(|l11|b−2
1 (κ)− 1

)(|l22 |b−2
2 (κ)− 1

)
.

Hence using (5.12) and the equality − l22
l11

= |l22|
|l11| one obtains

<f(κ0) ≤ −(
1− | cos(πα)|)(|l11l22| b−2

1 (κ0)b−2
2 (κ0) + 1

)− | cos(πα)|(|l22|b−2
2 (κ0)− 1

)2

< 0.

This estimate implies that 0 is not contained in the interior of the curve f(R+), which means
that arg f(+∞)− arg f(0) = 0 for all α 6= 1/2.

For the special case α = 1/2, the equation (5.12) has either no solution or holds for
all κ ∈ R+. In the former situation, =f has always the same sign, which means that the
arg f(+∞) − arg f(0) = 0. In the latter situation, f is real, and obviously arg f(+∞) −
arg f(0) = 0. In summary, one has obtained:

II.6) If c11 c22 < 0, then φ2(C, D,α) = 0.

Let us now assume that det(C) = 0 but C 6= 0, i.e. det(L) = 0 but L 6= 0. In that case
one simply has

f(κ) = −1 + cos(πα)
(
l22 b−2

2 (κ)− l11 b−2
1 (κ)

)− i sin(πα)
(
l11 b−2

1 (κ) + l22 b−2
2 (κ)

)
.

Furthermore, one always has l11l22 ≥ 0, which means that =f is either non-negative or non-
positive. Then, since θ

(
f(+∞)

)
= π, it will be sufficient to calculate the value θ

(
f(0)

)
.

i) Assume first that l11 = 0, which automatically implies that l22 6= 0 and l12 = l21 = 0.
Then one has

f(κ) = −1 + cos(πα) l22 b−2
2 (κ)− i sin(πα) l22 b−2

2 (κ)

and

θ
(
f(0)

)
=

{
−πα if l22 > 0
π(1− α) if l22 < 0

.

By taking into account the sign of =f , one then obtains

arg f(+∞)− arg f(0) =

{
−π(1− α) if l22 > 0
πα if l22 < 0

.

ii) Similarly, if we assume now that l22 = 0, we then have l11 6= 0, l12 = l21 = 0 and

f(κ) = −1− cos(πα) l11 b−2
1 (κ)− i sin(πα) l11 b−2

1 (κ).
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It then follows that

θ
(
f(0)

)
=

{
πα if l11 < 0
−π(1− α) if l11 > 0

and

arg f(+∞)− arg f(0) =

{
π(1− α) if l11 < 0
−πα if l11 > 0

.

iii) Assume now that l11 l22 6= 0 (which means automatically l11l22 > 0) and that α =
1/2. Since b1(κ) = b2(κ) =: b(κ) one then easily observes that f(κ) = −1−i tr(L)b−2(κ),
θ
(
f(0)

)
= −π

2 sign
(
tr(L)

)
and arg f(+∞)− arg f(0) = −π

2 sign
(
tr(L)

)
.

iv) Assume that l11 l22 6= 0 and that α < 1/2. In this case one can rewrite

f(κ) = −1 + cos(πα)b−2
2 (κ)

(
l22 − l11

b2
2(κ)

b2
1(κ)

)
− i sin(πα)b−2

2 (κ)
(
l22 + l11

b2
2(κ)

b2
1(κ)

)
.

Since b2(κ)/b1(κ) → 0 as κ ↘ 0, one has the same limit values and phases as in i).

v) Similarly, if l11 l22 6= 0 and α > 1/2, we have the same limit and phases as in ii).

In summary, if det(C) = 0 and C 6= 0 one has obtained:

II.7) If c11 = 0 and tr(C) > 0, or if c11 c22 6= 0, tr(C) > 0 and α < 1/2, then
φ2(C, D, α) = 2π(1− α),

II.8) If c11 = 0 and tr(C) < 0, or if c11 c22 6= 0, tr(C) < 0 and α < 1/2, then
φ2(C, D, α) = −2πα,

II.9) If c22 = 0 and tr(C) > 0, or if c11 c22 6= 0, tr(C) > 0 and α > 1/2, then
φ2(C, D, α) = 2πα,

II.10) If c22 = 0 and tr(C) < 0, or if c11 c22 6= 0, tr(C) < 0 and α > 1/2, then
φ2(C, D, α) = −2π(1− α),

II.11) If c11 c22 6= 0, tr(C) > 0 and α = 1/2, then φ2(C, D, α) = π,

II.12) If c11 c22 6= 0, tr(C) < 0 and α = 1/2, then φ2(C, D, α) = −π.

III) If C = 0, then SCD
α is constant and φ2(C, D,α) = 0.

IV) We shall now consider the situation det(D) = 0 but D 6= 0. Obviously, ker(D) is of
dimension 1. So let p = (p1, p2) be a vector in ker(D) with ‖p‖ = 1. Let us also introduce

c(κ) = b2
1(κ) |p2|2 e−iπα − b2

2(κ) |p1|2 eiπα

and

X− :=
(
b2
1(κ) |p2|2 − b2

2(κ) |p1|2
)
, X+ :=

(
b2
1(κ) |p2|2 + b2

2(κ) |p1|2
)

.

In that case it has been shown in the previous chapter that

S = Φ
(
c(κ) + `

)−1
M(κ)ΦJ ,
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where

M(κ) :=
(

eiπα X− + ` −2 i sin(πα)b1(κ)b2(κ)p1 p̄2

−2 i sin(πα)b1(κ)b2(κ) p̄1 p2 e−iπα X− + `

)

and ` is a real number which will be specified below. Note that det
(
M(κ)

)
= |c(κ) + `|2

which ensures that S is a unitary operator. Therefore, by setting

g(κ) := c(κ) + `

= cos(πα)
(
b2
1(κ) |p2|2 − b2

2(κ) |p1|2
)

+ `− i sin(πα)
(
b2
1(κ) |p2|2 + b2

2(κ) |p1|2
)
,

one has
φ2(C, D, α) = −2

(
arg g(+∞)− arg g(0)

)
,

where arg : R+ → R is a continuous function defined by the argument of g. Note already
that we always have =g < 0.

We first consider the special case α = 1/2. In that case we have b1(κ) = b2(κ) =: b(κ),
and then

g(κ) = `− ib2(κ).

If ` 6= 0, we have θ
(
g(0)

)
= θ(`) and θ

(
g(+∞)

)
= −π/2. Therefore

arg g(+∞)− arg g(0) =

{
−π/2 if ` > 0
π/2 if ` < 0

.

If ` = 0, then g is pure imaginary, hence arg g(+∞) − arg g(0) = 0. In summary, for
det(D) = 0 but D 6= 0, one has already obtained:

IV.1) If ` > 0 and α = 1/2, then φ2(C,D, α) = π,

IV.2) If ` = 0 and α = 1/2, then φ2(C,D, α) = 0,

IV.3) If ` < 0 and α = 1/2, then φ2(C,D, α) = −π.

Let us now consider the case α < 1/2, and assume first that ` 6= 0. It follows that
θ
(
g(0)

)
= θ(`). To calculate θ

(
g(+∞)

)
one has to consider two subcases. So, on the one

hand let us assume in addition that p1 6= 0. Then one has

g(κ) = `− cos(πα)b2
2(κ)

(
|p1|2 − b2

1(κ)
b2
2(κ)

|p2|2
)
− i sin(πα)b2

2(κ)
(
|p1|2 +

b2
1(κ)

b2
2(κ)

|p2|2
)
.

Since b1(κ)/b2(κ) → 0 as κ → +∞, one obtains θ
(
g(+∞)

)
= −π(1− α) and

arg g(+∞)− arg g(0) =

{
−π(1− α), if ` > 0
πα, if ` < 0

.

On the other hand, if p1 = 0, then one has

g(κ) = ` + b2
1(κ)

(
cos(πα)− i sin(πα)

)
,
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which implies that θ
(
g(+∞)

)
= −πα and that

arg g(+∞)− arg g(0) =

{
−πα, if ` > 0
π(1− α), if ` < 0

.

Now, let us assume that ` = 0. In this case the above limits for κ → +∞ still hold, so
we only need to calculate θ

(
g(0)

)
. Firstly, if p2 6= 0, we have

g(κ) = cos(πα)b2
1(κ)

(
|p2|2 − b2

2(κ)
b2
1(κ)

|p1|2
)
− i sin(πα)b2

1(κ)
(
|p2|2 +

b2
2(κ)

b2
1(κ)

|p1|2
)
,

and since b2(κ)/b1(κ) → 0 as κ ↘ 0 it follows that θ
(
g(0)

)
= −πα. Secondly, if p2 = 0,

then
g(κ) = −b2

2(κ)
(

cos(πα) + i sin(πα)
))

,

and we get θ
(
g(0)

)
= −π(1− α).

In summary, for det(D) = 0, D 6= 0 and α < 1/2, we have obtained

IV.4) if ` < 0 and p1 6= 0, then φ2(C,D, α) = −2πα,

IV.5) if ` < 0 and p1 = 0, then φ2(C,D, α) = −2π(1− α),

IV.6) if ` > 0 and p1 6= 0, then φ2(C,D, α) = 2π(1− α),

IV.7) if ` > 0 and p1 = 0, then φ2(C,D, α) = 2πα,

IV.8) if ` = 0, p1 6= 0 and p2 6= 0 then φ2(C,D, α) = 2π(1− 2α),

IV.9) if ` = 0 and p1 = 0 or if ` = 0 and p2 = 0, then φ2(C,D, α) = 0.

The case det(D) = 0, D 6= 0 and α > 1/2 can be treated analogously. We simply state
the results:

IV.10) if ` < 0 and p2 6= 0, then φ2(C,D, α) = −2π(1− α),

IV.11) if ` < 0 and p2 = 0, then φ2(C,D, α) = −2πα,

IV.12) if ` > 0 and p2 6= 0, then φ2(C,D, α) = 2πα,

IV.13) if ` > 0 and p2 = 0, then φ2(C,D, α) = 2π(1− α),

IV.14) if ` = 0, p1 6= 0 and p2 6= 0 then φ2(C,D, α) = −2π(1− 2α),

IV.15) if ` = 0 and p1 = 0 or if ` = 0 and p2 = 0, then φ2(C,D, α) = 0.

Let us finally recall some relationship between the constant ` and the matrices C and
D in the case IV). As explained before, we can always assume that C = (1 − U)/2 and
D = i(1 + U)/2 for some U ∈ U(2). Recall that in deriving the equalities (IV.1)–(IV.15)
we assumed dim[ker(D)] = 1, i.e. −1 is an eigenvalue of U of multiplicity 1. Let eiθ,
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θ ∈ (−π, π) be the other eigenvalue of U . Then by the construction explained in the previous
chapter, one has

` =
π

2 sin(πα)
1− eiθ

i(1 + eiθ)
= − π

2 sin(πα)
sin

(
θ
2

)

cos
(

θ
2

) .

On the other hand, the eigenvalues of the matrix CD∗ = i(U − U∗)/4 are λ1 = 0 and

λ2 = i(eiθ − e−iθ)/4 = −1
2 sin(θ) = − sin

(
θ
2

)
cos

(
θ
2

)
.

It follows that λ2 and ` have the same sign. Therefore, in (IV.1)–(IV.15) one has: ` < 0 if
CD∗ has one zero eigenvalue and one negative eigenvalue, ` = 0 if CD∗ = 0 and ` > 0 if
CD∗ has one zero eigenvalue and one positive eigenvalue.

5.3.3 Case-by-case results

In this section we finally collect all previous results and prove the case-by-case version of
Levinson’s theorem. The interest of this analysis is that the contribution of the 0-energy
operator Γ1(C, D, α, ·) and the contribution of the operator Γ3(C,D, α, ·) at +∞-energy
are explicit. Here, Levinson’s theorem corresponds to the equality between the number of
bound states of HCD

α and − 1
2π

∑4
j=1 φj(C, D,α). This is proved again by comparing the

column 3 with the column 7 (the contribution of Γ4(C,D, α, ·) defined in (5.8) is always
trivial).

For simplicity, we shall write H for HCD
α and φj for φj(C, D, α). We also recall that the

number #σp(H) of eigenvalues of H is equal to the number of negative eigenvalues of the
matrix CD∗, as shown in Lemma 4.3.2.

We consider first the very special situations:

No Conditions #σp(H) φ1 φ2 φ3
∑

j φj

I D = 0 0 0 0 0 0
III C = 0 0 2π 0 −2π 0

Now, if det(D) 6= 0 and det(C) 6= 0, we set E := D−1C =: (ejk) and obtains:

No Conditions #σp(H) φ1 φ2 φ3
∑

j φj

II.1 e11e22 ≥ 0, tr(E) > 0, det(E) > 0 0 0 2π −2π 0
II.2 e11e22 ≥ 0, tr(E) > 0, det(E) < 0 1 0 0 −2π −2π

II.3 e11e22 ≥ 0, tr(E) < 0, det(E) > 0 2 0 −2π −2π −4π

II.4 e11e22 ≥ 0, tr(E) < 0, det(E) < 0 1 0 0 −2π −2π

II.5 e11 = e22 = 0, det(E) < 0 1 0 0 −2π −2π

II.6 e11 e22 < 0 1 0 0 −2π −2π

If det(D) 6= 0, det(C) = 0 and if we still set E := D−1C one has:
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No Conditions #σp(H) φ1 φ2 φ3
∑

j φj

II.7.a e11 = 0, tr(E) > 0 0 2πα 2π(1− α) −2π 0
II.7.b e11 e22 6= 0, tr(E) > 0, α < 1/2 0 2πα 2π(1− α) −2π 0
II.8.a e11 > 0, tr(E) < 0 1 2πα −2πα −2π −2π

II.8.b e11 e22 6= 0, tr(E) < 0, α < 1/2 1 2πα −2πα −2π −2π

II.9.a e22 = 0, tr(E) > 0 0 2π(1− α) 2πα −2π 0
II.9.b e11 e22 6= 0, tr(E) > 0, α > 1/2 0 2π(1− α) 2πα −2π 0
II.10.a e22 = 0, tr(E) < 0 1 2π(1− α) −2π(1− α) −2π −2π

II.10.b e11 e22 6= 0, tr(E) < 0, α > 1/2 1 2π(1− α) −2π(1− α) −2π −2π

II.11 e11 e22 6= 0, tr(E) > 0, α = 1/2 0 π π −2π 0
II.12 e11 e22 6= 0, tr(E) < 0, α = 1/2 1 π −π −2π −2π

On the other hand, if dim[ker(D)] = 1 and α = 1/2 one has:

No Conditions #σp(H) φ1 φ2 φ3
∑

j φj

IV.1 ` > 0 0 0 π −π 0
IV.2 ` = 0 0 π 0 −π 0
IV.3 ` < 0 1 0 −π −π −2π

If dim[ker(D)] = 1, α < 1/2 and if (p1, p2) ∈ ker(D) one obtains:

No Conditions #σp(H) φ1 φ2 φ3
∑

j φj

IV.4 ` < 0, p1 6= 0 1 0 −2πα −2π(1− α) −2π

IV.5 ` < 0, p1 = 0 1 0 −2π(1− α) −2πα −2π

IV.6 ` > 0, p1 6= 0 0 0 2π(1− α) −2π(1− α) 0
IV.7 ` > 0, p1 = 0 0 0 2πα −2πα 0
IV.8 ` = 0, p1 p2 6= 0 0 2πα 2π(1− 2α) −2π(1− α) 0

IV.9.a ` = 0, p1 = 0 0 2πα 0 −2πα 0
IV.9.b ` = 0, p2 = 0 0 2π(1− α) 0 −2π(1− α) 0

Finally, if dim[ker(D)] = 1, α > 1/2 and (p1, p2) ∈ ker(D) one has:

No Conditions #σp(H) φ1 φ2 φ3
∑

j φj

IV.10 ` < 0, p2 6= 0 1 0 −2π(1− α) −2πα −2π

IV.11 ` < 0, p2 = 0 1 0 −2πα −2π(1− α) −2π

IV.12 ` > 0, p2 6= 0 0 0 2πα −2πα 0
IV.13 ` > 0, p2 = 0 0 0 2π(1− α) −2π(1− α) 0
IV.14 ` = 0, p1 p2 6= 0 0 2π(1− α) −2π(1− 2α) −2πα 0

IV.15.a ` = 0, p1 = 0 0 2πα 0 −2πα 0
IV.15.b ` = 0, p2 = 0 0 2π(1− α) 0 −2π(1− α) 0



5.4. K-GROUPS, N -TRACES AND THEIR PAIRINGS 113

5.4 K-groups, n-traces and their pairings

In this section, we give a very short account on the K-theory for C∗-algebras and on various
constructions related to it. Our aim is not to present a thorough introduction to these subjects
but to recast the result obtained in the previous section in the most suitable framework. For
the first part, we refer to [99] for an enjoyable introduction to the subject.

5.4.1 K-groups and boundary maps

The K0-group of a unital C∗-algebra E is constructed from the homotopy classes of projec-
tions in the set of square matrices with entries in E . Its addition is induced from the addition
of two orthogonal projections: if p and q are orthogonal projections, i.e. pq = 0, then also
p+q is a projection. Thus, the sum of two homotopy classes [p]0+[q]0 is defined as the class
of the sum of the block matrices [p ⊕ q]0 on the diagonal. This new class does not depend
on the choice of the representatives p and q. K0(E) is defined as the Grothendieck group of
this set of homotopy classes of projections endowed with the mentioned addition. In other
words, the elements of the K0-group are given by formal differences: [p]0− [q]0 is identified
with [p′]0− [q′]0 if there exists a projection r such that [p]0 +[q′]0 +[r]0 = [p′]0 +[q]0 +[r]0.
In the general non-unital case the construction is a little bit more subtle.

The K1-group of a C∗-algebra E is constructed from the homotopy classes of unitaries
in the set of square matrices with entries in the unitisation of E . Its addition is again defined
by: [u]1 + [v]1 = [u ⊕ v]1 as a block matrix on the diagonal. The homotopy class of the
added identity is the neutral element.

Now, let us consider three C∗-algebras J , E and Q such that J is an ideal of E and Q is
isomorphic to the quotient E/J . Another way of saying this is that J and Q are the left and
right part of an exact sequence of C∗-algebras

0 → J i→ E q→ Q→ 0, (5.13)

i being an injective morphism and q a surjective morphism satisfying ker q = im i. There
might not be any reasonable algebra morphism between J and Q but algebraic topology
provides us with homomorphisms between their K-groups: ind : K1(Q) → K0(J ) and
exp : K0(Q) → K1(J ), the index map and the exponential map. These maps are also
referred to as boundary maps. For the sequel we shall be concerned only with the index map.
It can be computed as follows: If u is a unitary in Q then there exists a unitary w ∈ M2(E)
such that q(w) =

(
u 0
0 u∗

)
. It turns out that w ( 1 0

0 0 ) w∗ lies in the unitisation of i
(
M2(J )

)
so that

(
[w ( 1 0

0 0 ) w∗]0 − [( 1 0
0 0 )]0

)
defines an element of K0(J ). ind([u]1) is that element.

With a little luck there exists even a partial isometry w ∈ E such that q(w) = u. Then
(1− w∗w) and (1− ww∗) are projections in J and we have the simpler formula

ind[u]1 =
[
1− w∗w

]
0
− [

1− ww∗
]
0

. (5.14)

5.4.2 Cyclic cohomology, n-traces and Connes’ pairing

For this part, we refer to [31, Sec. III] or to the short surveys presented in [65, Sec. 5] or in
[66, Sec. 4 & 5]. For simplicity, we denote by N the set of natural number including 0.
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Given a complex algebra B and any n ∈ N, let Cn
λ (B) be the set of (n + 1)-linear func-

tional on B which are cyclic in the sense that any η ∈ Cn
λ (B) satisfies for each w0, . . . , wn ∈

B:
η(w1, . . . , wn, w0) = (−1)nη(w0, . . . , wn) .

Let b : Cn
λ (B) → Cn+1

λ (B) be the Hochschild coboundary map defined for w0, . . . , wn+1 ∈
B by

[bη](w0, . . . , wn+1)

:=
n∑

j=0

(−1)jη(w0, . . . , wjwj+1, . . . , wn+1) + (−1)n+1η(wn+1w0, . . . , wn) .

An element η ∈ Cn
λ (B) satisfying bη = 0 is called a cyclic n-cocyle, and the cyclic coho-

mology HC(B) of B is the cohomology of the complex

0 → C0
λ(B) → · · · → Cn

λ (B) b→ Cn+1
λ (B) → . . . .

A convenient way of looking at cyclic n-cocycles is in terms of characters of a graded
differential algebra over B. So, let us first recall that a graded differential algebra (A, d)
is a graded algebra A together with a map d : A → A of degree +1. More precisely,
A := ⊕∞j=0Aj with each Aj an algebra over C satisfying the property Aj Ak ⊂ Aj+k, and
d is a graded derivation satisfying d2 = 0. In particular, the derivation satisfies d(w1w2) =
(dw1)w2 + (−1)deg(w1)w1(dw2), where deg(w1) denotes the degree of the homogeneous
element w1.

A cycle (A, d,
∫

) of dimension n is a graded differential algebra (A, d), withAj = 0 for
j > n, endowed with a linear functional

∫
: A → C satisfying

∫
dw = 0 if w ∈ An−1 and

for wj ∈ Aj , wk ∈ Ak : ∫
wjwk = (−1)jk

∫
wkwj .

Given an algebra B, a cycle of dimension n over B is a cycle (A, d,
∫

) of dimension n
together with a homomorphism ρ : B → A0. In the sequel, we will assume that this map is
injective and hence identify B with a subalgebra of A0 (and do not write ρ anymore). Now,
if w0, . . . , wn are n + 1 elements of B, one can define the character η(w0, . . . , wn) ∈ C by
the formula:

η(w0, . . . , wn) :=
∫

w0 (dw1) . . . (dwn) . (5.15)

As shown in [31, Prop.III.1.4], the map η : Bn+1 → C is a cyclic (n + 1)-linear functional
on B satisfying bη = 0, i.e. η is a cyclic n-cocycle. Conversely, any cyclic n-cocycle arises
as the character of a cycle of dimension n over B. Let us also mention that a third description
of any cyclic n-cocycle is presented in [31, Sec. III.1.α] in terms of the universal differential
algebra associated with B.

We can now introduce the precise definition of a n-trace over a Banach algebra. For an
algebra B that is not necessarily unital, we denote by B̃ := B ⊕ C the algebra obtained by
adding a unit to B.
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Definition 5.4.1. A n-trace on a Banach algebra B is the character of a cycle (A, d,
∫

) of
dimension n over a dense subalgebra B′ of B such that for all w1, . . . , wn ∈ B′ and any
x1, . . . , xn ∈ B̃′ there exists a constant c = c(w1, . . . , wn) such that

∣∣∣∣
∫

(x1dw1) . . . (xndwn)
∣∣∣∣ ≤ c‖x1‖ . . . ‖xn‖ .

Remark 5.4.2. Typically, the elements of B′ are suitably smooth elements of B on which the
derivation d is well defined and for which the r.h.s. of (5.15) is also well defined. However,
the n-trace η can sometimes be extended to more general elements (w0, . . . , wn) ∈ Bn+1 by
a suitable reinterpretation of the l.h.s. of (5.15).

The importance of n-traces relies on their duality relation with K-groups. Recall first
that Mq(B) ∼= Mq(C)⊗ B and that tr denotes the standard trace on matrices. Now, let B be
a C∗-algebra and let ηn be a n-trace on B with n ∈ N even. If B′ is the dense subalgebra of
B mentioned in Definition 5.4.1 and if p is a projection in Mq(B′), then one sets

〈ηn, p〉 := cn [tr⊗ηn](p, . . . , p).

Similarly, if B is a unital C∗-algebra and if ηn is a n-trace with n ∈ N odd, then for any
unitary u in Mq(B′) one sets

〈ηn, u〉 := cn [tr⊗ηn](u∗, u, u∗, . . . , u)

the entries on the r.h.s. alternating between u and u∗. The constants cn are given by

c2k =
1

(2πi)k

1
k!

, c2k+1 =
1

(2πi)k+1

1
22k+1

1
(k + 1

2)(k − 1
2) · · · 1

2

.

There relations are referred to as Connes’ pairing between K-theory and cyclic coho-
mology of B because of the following property, see [30, Thm. 2.7] for a precise statement
and for its proof: In the above framework, the values 〈ηn, p〉 and 〈ηn, u〉 depend only of the
K0-class [p]0 of p and of the K1-class [u]1 of u, respectively.

We now illustrate these notions with two basic examples which will be of importance in
the sequel.

Example 5.4.3. If B = K(H), the algebra of compact operators on a Hilbert space H,
then the linear functional

∫
on B is given by the usual trace Tr on the set K1 of trace class

elements ofK(H). Furthermore, since any projection p ∈ K(H) is trace class, it follows that
〈η0, p〉 ≡ 〈Tr, p〉 is well defined for any such p and that this expression gives the dimension
of the projection p.

For the next example, let us recall that det denotes the usual determinant of elements of
Mq(C).

Example 5.4.4. If B = C
(
S1,Mq(C)

)
for some q ≥ 1, let us fix B′ := C1

(
S1,Mq(C)

)
. We

parameterize S1 by the real numbers modulo 2π using θ as local coordinate. As usual, for
any w ∈ B′ (which corresponds to an homogeneous element of degree 0), one sets [dw](θ) :=
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w′(θ) dθ (which is now an homogeneous element of degree 1). Furthermore, we define the
graded trace

∫
v dθ :=

∫ π
−π tr[v(θ)] dθ for an arbitrary element v dθ of degree 1. This

defines the 1-trace η1. A unitary element in u ∈ C1
(
S1,Mq(C)

)
(or rather its class) pairs

as follows:

〈η1, u〉 = c1[tr⊗η1](u∗, u) :=
1

2πi

∫ π

−π
tr[u(θ)∗u′(θ)]dθ . (5.16)

For this example, the extension of this expression for any unitary u ∈ C
(
S1,Mq(C)

)
is quite

straightforward. Indeed, let us first rewrite u =: eiϕ for some ϕ ∈ C1
(
S1, Mq(R)

)
and set

β(θ) := det[u(θ)]. By using the equality det[eiϕ] = ei tr[ϕ], one then easily observed that
the quantity (5.16) is equal to

1
2πi

∫ π

−π
β(θ)∗β′(θ)dθ .

But this quantity is known to be equal to the winding number of the map β : S1 → T, a
quantity which is of topological nature and which only requires that the map β is continuous.
Altogether, one has thus obtained that the l.h.s. of (5.16) is nothing but the winding number
of the map det[u] : S1 → T, valid for any unitary u ∈ C

(
S1,Mq(C)

)
.

5.4.3 Dual boundary maps

We have seen that an n-trace η over B gives rise to a functional on Ki(B) for i = 1 or
i = 2, i.e. the map 〈η, ·〉 is an element of Hom(Ki(B),C). In that sense n-traces are dual
to the elements of the (complexified) K-groups. An important question is whether this dual
relation is functorial in the sense that morphisms between the K-groups of different algebras
yield dual morphisms on higher traces. Here we are in particular interested in a map on
higher traces which is dual to the index map, i.e. a map # which assigns to an even trace η
an odd trace #η such that

〈η, ind(·)〉 = 〈#η, ·〉. (5.17)

This situation gives rise to equalities between two numerical topological invariants.

Such an approach for relating two topological invariants has already been used at few
occasions. For example, it has been recently shown that Levinson’s theorem corresponds
to a equality of the form (5.17) for a 0-trace and a 1-trace [62]. In Section 5.5.3 we shall
develop such an equality for a 2-trace and a 3-trace. On the other hand, let us mention that
similar equalities have also been developed for the exponential map in (5.17) instead of the
index map. In this framework, an equality involving a 0-trace and a 1-trace has been put
into evidence in [58]. It gives rise to a relation between the pressure on the boundary of a
quantum system and the integrated density of states. Similarly, a relation involving 2-trace
and a 1-trace was involved in the proof of the equality between the bulk-Hall conductivity
and the conductivity of the current along the edge of the sample, see [65, 66].

5.5 Topological Levinson’s theorems

In this section we introduce the algebraic framework suitable for the Aharonov-Bohm model.
In fact, the following algebras were already introduced in [61] for the study of the wave op-



5.5. TOPOLOGICAL LEVINSON’S THEOREMS 117

erators in potential scattering on R. The similar form of the wave operators in the Aharonov-
Bohm model and in the model studied in that reference allows us to reuse part of the con-
struction and the abstract results. Let us stress that the following construction holds for fixed
α and (C, D). These parameters will vary only at the end of the section.

5.5.1 The algebraic framework

For the construction of the C∗-algebras, let us introduce the operator B := 1
2 ln(H0), where

H0 = −∆ is the usual Laplace operator on R2. The crucial property of the operators A
and B is that they satisfy the canonical commutation relation [A,B] = i so that A generates
translations in B and vice versa,

eiBtAe−iBt = A + t, eiAsBe−iAs = B − s.

Furthermore, both operators leave the subspaces Hm invariant. More precisely, for any es-
sentially bounded functions ϕ and η on R, the operator ϕ(A)η(B) leaves each of these
subspaces invariant. Since all the interesting features of the Aharonov-Bohm model take
place in the subspace Hint

∼= L2(R+, rdr)⊗C2, we shall subsequently restrict our attention
to this subspace and consider functions ϕ, η defined on R and taking values in M2(C).

Now, let E be the closure in B(Hint) of the algebra generated by elements of the form
ϕ(A)ψ(H0), where ϕ is a continuous function on R with values in M2(C) which converges
at±∞, and ψ is a continuous functionR+ with values in M2(C) which converges at 0 and at
+∞. Stated differently, ϕ ∈ C

(
R,M2(C)

)
with R = [−∞,+∞], and ψ ∈ C

(
R+,M2(C)

)
with R+ = [0,+∞]. Let J be the norm closed algebra generated by ϕ(A)ψ(H0) with
functions ϕ and ψ for which the above limits vanish. Obviously, J is an ideal in E , and the
same algebras are obtained if ψ(H0) is replaced by η(B) with η ∈ C

(
R,M2(C)

)
or η ∈

C0

(
R,M2(C)

)
, respectively. Furthermore, the ideal J is equal to the algebra of compact

operators K(Hint), as shown in [61, Sec. 4].

Let us already mention the reason of our interest in defining the above algebra E . Since
for m ∈ {0,−1} the functions ϕ−m and ϕ̃m have limits at ±∞, and since S̃CD

α also has
limits at 0 and +∞, it follows from (5.3) that the operator WCD− |Hint

belongs to E . Since
J = K(Hint), the image of WCD− |Hint

by the quotient map q : E → E/J corresponds to the
image of WCD− |Hint

in the Calkin algebra. This motivates the following computation of the
quotient E/J .

To describe the quotient E/J we consider the square ¥ := R+ × R whose boundary ¤
is the union of four parts: ¤ = B1∪B2∪B3∪B4, with B1 = {0}×R, B2 = R+×{+∞},
B3 = {+∞} × R and B4 = R+ × {−∞}. We can then view Q := C

(
¤,M2(C)

)
as the

subalgebra of

C
(
R,M2(C)

)⊕ C
(
R+,M2(C)

)⊕ C
(
R,M2(C)

)⊕ C
(
R+, M2(C)

)

given by elements (Γ1,Γ2, Γ3, Γ4) which coincide at the corresponding end points, that is,
Γ1(+∞) = Γ2(0), Γ2(+∞) = Γ3(+∞), Γ3(−∞) = Γ4(+∞), Γ4(0) = Γ1(−∞). The
following lemma corresponds to results obtained in [43, Sec. 3.5] rewritten in our framework.

Lemma 5.5.1. E/J is isomorphic to Q. Furthermore, for any ϕ ∈ C
(
R,M2(C)

)
and for

any ψ ∈ C
(
R+,M2(C)

)
, the image of ϕ(A)ψ(H0) through the quotient map q : E → Q
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is given by Γ1(·) = ϕ(·)ψ(0), Γ2(·) = ϕ(+∞)ψ(·), Γ3(·) = ϕ(·)ψ(+∞) and Γ4(·) =
ϕ(−∞)ψ(·).

Stated differently, the algebras J , E and Q are part of the short exact sequence of C∗-
algebras (5.13). And as already mentioned, the operator WCD− |Hint

clearly belongs to E .
Furthermore, its image through the quotient map q can be easily computed, and in fact has
already been computed. Indeed, the function Γ(C, D, α, ·) introduced in Section 5.3 is pre-
cisely q

(
WCD− |Hint

)
, as we shall see it in the following section.

Remark 5.5.2. We still would like to provide an alternative description of the above algebras
and of the corresponding short exact sequence. Since ¤ is isomorphic toT, one first observes
thatQ ≡ C

(
¤,M2(C)

)
is isomorphic to C

(
T,M2(C)

)
. Furthermore, by Stone-Weierstrass

Theorem one clearly has that C(T) is the C∗-algebra generated by the continuous bijective
function u : T 3 λ 7→ u(λ) := λ ∈ T ⊂ C with winding number 1. Then, up to a natural
equivalence there are not so many C∗-algebras B which fit into an exact sequence of the
form 0 → K → B → C(T) → 0, with K the algebra of compact operators. In fact, it
turns out that they are classified by the Fredholm-index of a lift û of u [33, Thm. IX.3.3]. In
the present case we can use an exactly solvable model to find out that û can be taken to be
an isometry of co-rank 1 and hence this index is −1 [61]. Our extension is thus what one
refers to as the Toeplitz extension. This means that E is the tensor product of M2(C) with the
C∗-algebra generated by an element û satisfying û∗û = 1 and ûû∗ = 1− e00 where e00 is a
rank 1 projection. The surjection q is uniquely defined by q(û) = u. Our exact sequence is
thus the tensor product with M2(C) of the exact sequence

0 → K i→ C∗(û)
q→ C∗(u) → 0. (5.18)

5.5.2 The 0-degree Levinson’s theorem, the topological approach

We can now state the topological version of Levinson’s theorem.

Theorem 5.5.3. For each α ∈ (0, 1) and each admissible pair (C, D), one has WCD− |Hint
∈

E . Furthermore, q
(
WCD− |Hint

)
= Γ(C,D, α, ·) ∈ Q and the following equality holds

ind[Γ(C,D, α, ·)]1 = −[PCD
α ]0 ,

where PCD
α is the orthogonal projection on the space spanned by the bound states of HCD

α .

Remark 5.5.4. Recall that by Atkinson’s theorem the image of any Fredholm operator
F ∈ B(Hint) in the Calkin algebra B(Hint)/K(Hint) is invertible. Then, since the wave
operators WCD− |Hint

is an isometry and a Fredholm operator, it follows that each function
Γj(C,D, α, ·) takes values in U(2). In fact, this was already mentioned when the functions
Γj(C,D, α, ·) were introduced.

Proof of Theorem 5.5.3. The image of WCD− |Hint
through the quotient map q is easily ob-

tained by taking the formulae recalled in Lemma 5.5.1 into account. Then, since WCD− |Hint

is a lift for Γ(C, D,α, ·), the image of [Γ(C,D, α, ·)]1 though the index map is obtained by
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the formula (5.14):

ind[Γ(C, D, α, ·)]1 =
[
1− (

WCD
− |Hint

)∗
WCD
− |Hint

]
0
− [

1−WCD
− |Hint

(
WCD
− |Hint

)∗]
0

= [0]0 −
[
PCD

α

]
0

.

Theorem 5.5.3 covers the K-theoretic part of Levinson’s theorem. In order to get a gen-
uine Levinson’s theorem, by which we mean an equality between topological numbers, we
need to add the dual description, i.e. identify higher traces on J and Q and a dual boundary
map. As a matter of fact, the algebras considered so far are too simple to allow for non-
trivial results in higher degree and so we must content ourselves here to identify a suitable
0-trace and 1-trace which can be applied to PCD

α and Γ(C, D,α, ·), respectively. Clearly,
only the usual trace Tr can be applied on the former term, cf. Example 5.4.3 of Section 5.4.
On the other hand, since Γ(C, D,α, ·) ∈ C

(
¤, U(2)

)
, we can define the winding number

wind
[
Γ(C, D, α, ·)] of the map

¤ 3 ζ 7→ det[Γ(C,D, α, ζ)] ∈ T
with orientation of ¤ chosen clockwise, cf. Example 5.4.4 of Section 5.4. Then, the already
stated Theorem 5.3.1 essentially reformulates the fact that the 0-trace is mapped to the 1-
trace by the dual of the index map. The first equality of Theorem 5.3.1 can then be found in
Proposition 7 of [61] and the equality between the cardinality of σp(HCD

α ) and the number
of negative eigenvalues of the matrix CD∗ has been shown in Lemma 4.3.2.

5.5.3 Higher degree Levinson’s theorem

The previous theorem is a pointwise 0-degree Levinson’s theorem. More precisely, it was
obtained for fixed C, D and α. However, it clearly calls for making these parameters degrees
of freedom and thus to include them into the description of the algebras. In the context of
our physical model this amounts to considering families of self-adjoint extensions of Hα.
For that purpose we use the one-to-one parametrization of these extensions with elements
U ∈ U(2) introduced in Remark 5.2.1. We denote the self-adjoint extension corresponding
to U ∈ U(2) by HU

α .

So, let us consider a smooth and compact orientable n-dimensional manifold X without
boundary. Subsequently, we will choose for X a two-dimensional submanifold of U(2) ×
(0, 1). Taking continuous functions over X we get a new short exact sequence

0 → C(X,J ) → C(X, E) → C(X,Q) → 0 . (5.19)

Furthermore, recall that J is endowed with a 0-trace and the algebraQ with a 1-trace. There
is a standard construction in cyclic cohomology, the cup product, which provides us with
a suitable n-trace on the algebra C(X,J ) and a corresponding n + 1-trace on the algebra
C(X,Q), see [31, Sec. III.1.α]. We describe it here in terms of cycles.

Recall that any smooth and compact manifold Y of dimension d naturally defines a
structure of a graded differential algebra (AY , dY ), the algebra of its smooth differential k-
forms. If we assume in addition that Y is orientable so that we can choose a global volume
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form, then the linear form
∫
Y can be defined by integrating the d-forms over Y . In that case,

the algebra C(Y ) is naturally endowed with the d-trace defined by the character of the cycle
(AY , dY ,

∫
Y ) of dimension d over the dense subalgebra C∞(Y ).

For the algebra C(X,J ), let us recall that J is equal to the algebra K(Hint) and that the
0-trace on J was simply the usual trace Tr. So, let K1 denote the trace class elements of
K(Hint). Then, the natural graded differential algebra associated with C∞(X,K1) is given
by (AX ⊗ K1, dX). The resulting n-trace on C(X,J ) is then defined by the character of
the cycle (AX ⊗ K1, dX ,

∫
X ⊗Tr) over the dense subalgebra C∞(X,K1) of C(X,J ). We

denote it by ηX .

For the algebra C(X,Q), let us recall that Q = C
(
¤,M2(C)

)
with ¤ ∼= S1, and

thus C(X,Q) ∼= C
(
X × S1,M2(C)

) ∼= C(X × S1) ⊗ M2(C). Since X × S1 is a com-
pact orientable manifold without boundary, the above construction applies also to C

(
X ×

S1, M2(C)
)
. More precisely, the exterior derivation on X × S1 is the sum of dX and dS1

(the latter was denoted simply by d in Example 5.4.4). Furthermore, we consider the natural
volume form on X × S1. Note because of the factor M2(C) the graded trace of the cycle
involves the usual matrix trace tr. Thus the resulting n + 1-trace is the character of the cycle
(AX×S1 ⊗M2(C), dX + dS1 ,

∫
X×S1 ⊗ tr). We denote it by #ηX .

Having these constructions at our disposal we can now state the main result of this sec-
tion. For the statement, we use the one-to-one parametrization of the extensions of Hα intro-
duced in Remark 5.2.1 and let α ∈ (0, 1). We consider a family {W−(HU

α ,H0)}(U,α)∈X ∈
B(Hint), parameterized by some compact orientable and boundaryless submanifold X of
U(2) × (0, 1). This family defines a map W : X → E , W(U,α) = W−(HU

α , H0), a
map Γ : X → Q, Γ(U,α, ·) = Γ

(
C(U), D(U), α, ·) = q(W−(HU

α ,H0)), and a map
P : X → J , P(U,α) = PU

α the orthogonal projection of the subspace of Hint spanned by
the bound states of HU

α .

Theorem 5.5.5. Let X be a smooth, compact and orientable n-dimensional submanifold of
U(2) × (0, 1) without boundary. Let us assume that the map W : X → E is continuous.
Then the following equality holds:

ind[Γ]1 = −[P]0

where ind is the index map from K1

(
C(X,Q)

)
to K0

(
C(X,J )

)
. Furthermore, the numer-

ical equality 〈
#ηX , [Γ]1

〉
= −〈

ηX , [P]0
〉

(5.20)

also holds.

Proof. For the first equality we can simply repeat pointwise the proof of Theorem 5.5.3.
Since we required W to be continuous, its kernel projection P is continuous as well. The
second equality follows from of a more general formula stating that the map ηX 7→ #ηX

is dual to the boundary maps [39]. We also mention that another proof can be obtained by
mimicking the calculation given in the Appendix of [65]. For the convenience of the reader,
we sketch it in the Appendix 5.6.2 and refer to [65] for details.

Let us point out that r.h.s. of (5.20) is the Chern number of the vector bundle given by the
eigenstates of HU

α . The next section is devoted to a computation of this number for a special
choice of manifold X .
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5.5.4 An example of a non trivial Chern number

We shall now choose a 2-dimensional manifold X and show that the above relation between
the corresponding 2-trace and 3-trace is not trivial. More precisely, we shall choose a mani-
fold X such that the r.h.s. of (5.20) is not equal to 0.

For that purpose, let us fix two complex numbers λ1, λ2 of modulus 1 with =λ1 < 0 <
=λ2 and consider the set X ⊂ U(2) defined by :

X =
{

V
(

λ1 0
0 λ2

)
V ∗ | V ∈ U(2)

}
.

Clearly, X is a two-dimensional smooth and compact manifold without boundary, which can
be parameterized by

X =
{(

ρ2λ1 + (1− ρ2)λ2 ρ(1− ρ2)1/2 eiφ(λ1 − λ2)
ρ(1− ρ2)1/2 e−iφ(λ1 − λ2) (1− ρ2)λ1 + ρ2λ2

)
| ρ ∈ [0, 1] and φ ∈ [0, 2π)

}
.

(5.21)

Note that the (θ, φ)-parametrization of X is complete in the sense that it covers all the man-
ifold injectively away from a subset of codimension 1, but it has coordinate singularities at
ρ ∈ {0, 1}.

By Lemma 4.7.1, for each U ≡ U(ρ, φ) ∈ X the operator HU
α has a single negative

eigenvalue z ≡ z(U) defined by the equality det
(
(1 + U)M(z) + i(1 − U)

)
= 0, and one

has
ker(HU

α − z) = γ(z) ker
(
(1 + U)M(z) + i(1− U)

)
. (5.22)

Here, M(z) is the Weyl function which is a 2 × 2 diagonal matrix and γ(z) : C2 → H an
injective linear map (see subsection 5.2.1). The orthogonal projection onto ker(HU

α − z)
is denoted by PU

α and we shall consider E = {Im PU
α | U ∈ X} which is a subbundle

of the trivial bundle X × H. Our next aim is to calculate its Chern number ch(E), first in
terms of the Chern number of a simpler bundle. In view of (5.22) X × C2 3 (U, ξ) 7→
(U, γ(z(U))ξ) ∈ X ×H defines a continuous isomorphism between the subbundle F of the
trivial bundle X × C2 defined by

F =
{

ker
(
(1 + U)M(z) + i(1− U)

) | U ∈ X
}
.

and E, and hence ch(E) = ch(F ). Now, the assumptions on λ1 and λ2 imply that for any
U ∈ X the matrix (1 + U) is invertible and one can then consider the self-adjoint operator

T (U) = i
1− U

1 + U
.

By setting λj =: eiϕj with ϕ1 ∈ (−π, 0) and ϕ2 ∈ (0, π), and then ri = tan ϕi

2 we get

T (U) =
(

ρ2r1 + (1− ρ2)r2 ρ(1− ρ2)1/2eiφ(r1 − r2)
ρ(1− ρ2)1/2e−iφ(r1 − r2) (1− ρ2)r1 + ρ2r2

)
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for some ρ ∈ [0, 1] and φ ∈ [0, 2π) given by (5.21). Thus, by using the parametrization of U
and z in terms of (ρ, φ) one obtains that the bundle E is isomorphic to the bundle G defined
by

G =
{

ker
(
G(ρ, φ)

) | ρ ∈ [0, 1] and φ ∈ [0, 2π)
}
.

with

G(ρ, φ) :=
(

M11

(
z(ρ, φ)

)
+ ρ2r1 + (1− ρ2)r2 ρ(1− ρ2)1/2eiφ(r1 − r2)

ρ(1− ρ2)1/2e−iφ(r1 − r2) M22 (z(ρ, φ)) + (1− ρ2)r1 + ρ2r2

)
.

Recall that z(ρ, φ) is defined by the condition det
(
G(ρ, φ)

)
= 0, i.e.

(
M11

(
z(ρ, φ)

)
+ρ2r1+(1−ρ2)r2

)·(M22 (z(ρ, φ))+(1−ρ2)r1+ρ2r2

)
= (r1−r2)2(1−ρ2)ρ2.

(5.23)
Finally, since M(z) is self-adjoint for z ∈ R−, the matrix G(ρ, φ) is self-adjoint, and hence
kerG(ρ, φ) =

(
ImG(ρ, φ)

)⊥. In particular, if one defines the bundle

H =
{

ImG(ρ, φ) | ρ ∈ [0, 1] and φ ∈ [0, 2π)
}

(5.24)

one obviously has G + H = X × C2, and then ch(G) = −ch(H) as the Chern number of
the trivial bundle X × C2 is zero. In summary, ch(E) = −ch(H), which we are going to
calculate after the following remark.

Remark 5.5.6. Let A : X → M2(C) be a continuously differentiable map with A(x) of
rank 1 for all x ∈ X . Let us recall how to calculate the Chern number of the bundle
B = {Im A(x) | x ∈ X}. Assume that the first column A1 of A vanishes only on a finite set
Y . If Y is empty, the bundle is trivial and ch(B) = 0. So let us assume that Y is non-empty.
Let P (x) be the matrix of the orthogonal projection onto Im A(x) in C2. By definition, one
has

ch(B) =
1

2πi

∫

X
tr

(
P dXP ∧ dXP

)
.

Now, for ε > 0 consider an open set Vε ⊂ X with Y ⊂ Vε, having a C1 boundary and
such that volX Vε → 0 as ε → 0. By continuity and compactness, the differential form
tr

(
P dXP ∧ dXP

)
is bounded, and then

ch(B) =
1

2πi
lim
ε→0

∫

X\Vε

tr
(
P dXP ∧ dXP

)
.

For x ∈ X \ Vε one can consider the vector

ψ(x) =
A1(x)
‖A1(x)‖

and by a direct calculation, one obtains tr
(
P dXP ∧ dXP

)
= dX ψ̄ ∧ dXψ. Since the

differential form dX ψ̄ ∧ dXψ is exact, then dX ψ̄ ∧ dXψ = dX(ψ̄ dXψ) and by Stokes’
theorem, one obtains

ch(B) =
1

2πi
lim
ε→0

∫

∂Vε

ψ̄ dXψ.
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Let us apply the above constructions to the bundle (5.24). Since (r1 − r2) 6= 0 the first
column G1(ρ, φ) of the matrix G(ρ, φ) can potentially vanish only for ρ = 0 or for ρ = 1. As
already mentioned, these two points are the coordinate singularities of the parametrization.
But by a local change of parametrization, one easily get rid of this pathology. Thus, we first
consider ρ = 1 and let (θ1, θ2) ∈ (−1, 1)2 be a local parametrization of a neighbourhood
of the point ρ = 1 which coincides with (θ1, θ2) = (0, 0). Let G̃ be the expression of the
function G in the coordinates (θ1, θ2) and in a neighbourhood of the point ρ = 1. For this
function one has

G̃1(0, 0) =
(

M11

(
z(0, 0)

)
+ r1

0

)

Now, note that under our assumptions one has r1 < 0 and r2 > 0. As seen from the
explicit expressions for M , the entries of M(z) are negative for z < 0. Then the term
M11

(
z(0, 0)

)
+r1 can not be equal to 0 and this also holds for the first coefficient of G̃1(0, 0).

For ρ = 0 let (ϑ1, ϑ2) ∈ (−1, 1)2 be a local parametrization of a neighbourhood of the
point ρ = 0 which coincides with (ϑ1, ϑ2) = (0, 0). Let again Ĝ be the expression of the
function G in the coordinates (ϑ1, ϑ2) and in a neighbourhood of the point ρ = 0. Then one
has

Ĝ1(0, 0) =
(

M11

(
z(0, 0)

)
+ r2

0

)
.

In that case, since M22(z) + r1 is strictly negative for any z ∈ R− one has M11

(
z(0, 0)

)
+

r2 = 0 in order to satisfy Equation (5.23). Therefore, the corresponding point ρ = 0 belongs
to Y , as introduced in Remark 5.5.6. Therefore, in our case Y consists in a single point y
corresponding to ρ = 0.

Now, for ε > 0 consider the set

Vε =
{(

ρ2λ1 + (1− ρ2)λ2 ρ(1− ρ2)1/2 eiφ(λ1 − λ2)
ρ(1− ρ2)1/2 e−iφ(λ1 − λ2) (1− ρ2)λ1 + ρ2λ2

)

| ρ ∈ [0, ε) and φ ∈ [0, 2π)
}

.

Obviously, this set satisfies the conditions of Remark 5.5.6. We can then represent

G1(ρ, φ) =
(

M11

(
z(ρ, φ)

)
+ ρ2r1 + (1− ρ2)r2

ρ(1− ρ2)1/2e−iφ(r1 − r2)

)
=:

(
g(ρ, φ)

f(ρ)e−iφ

)

with f, g real, and set

ψ(ρ, φ) :=
G1(ρ, φ)
‖G1(ρ, φ)‖ =




g(ρ, φ)√
f2(ρ) + g2(ρ, φ)

f(ρ)e−iφ

√
f2(ρ) + g2(ρ, φ)


 .
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Then one has
∫

∂Vε(y)
ψ̄ dXψ

=
∫ 2π

0

[ g√
f2 + g2

∂φ

( g√
f2 + g2

)
+

fei·
√

f2 + g2
∂φ

( fe−i·
√

f2 + g2

)]
(ε, φ)dφ

= −i

∫ 2π

0

[ f2

f2 + g2

]
(ε, φ)dφ

Thus, one has obtained that

ch(H) = − 1
2π

lim
ε→0

∫ 2π

0

f2(ε)
f2(ε) + g2(ε, φ)

dφ. (5.25)

Furthermore, note that Equation (5.23) can be rewritten as g(ρ, φ)h(ρ, φ) = f2(ρ), where
h(ρ, φ) =

(
M22 (z(ρ, φ)) + (1 − ρ2)r1 + ρ2r2

)
does not vanish in a sufficiently small

neighbourhood of the point ρ = 0. Then one has g(ρ, φ) = o
(
f(ρ)

)
uniformly in φ as r

tends to 0. By substituting this observation into (5.25) one obtains

ch(H) = − 1
2π

∫ 2π

0
lim
ε→0

f2(ε)
f2(ε) + g2(ε, φ)

dφ = − 1
2π

∫ 2π

0
dφ = −1.

As a consequence, by returning to the original bundle E, one has obtained ch(E) = −ch(H) =
1.

As a corollary, one easily prove:

Proposition 5.5.7. Let λ1, λ2 be two complex numbers of modulus 1 with =λ1 < 0 < =λ2

and consider the set X ⊂ U(2) defined by (5.21). Then the map W : X → E is continuous
and the following equality holds:

1
24π2

∫

X×¤
tr

[
Γ∗ dX×¤Γ ∧ dX×¤Γ∗ ∧ dX×¤Γ

]
= 1

Proof. Continuity of X 3 U 7→ W−(HU
α ,H0) ∈ E is proved in Appendix 5.6.3. The

equation is an application of Theorem 5.5.5 with n = 2 with ηX defined by the first Chern
character over X: 〈ηX , [P]0〉 = 1

2πi

∫
X Tr

[
P dXP ∧ dXP

]
= ch(E).

5.6 Appendix

5.6.1 Proof of Lemma 5.3.2

Denote for brevity ϕ = ϕa,b. We first observe that

ϕ(x)−1ϕ′(x) = i
(Γ′(a + ix)

Γ(a + ix)
+

Γ′(a− ix)
Γ(a− ix)

− Γ′(b− ix)
Γ(b− ix)

− Γ′(b + ix)
Γ(b + ix)

)
.
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Since the function Γ is real on the real positive axis, let us choose a continuous determination
of the logarithm, denoted by log, such that log

(
Γ(y + ix)

)|x=0 ∈ R for any y ∈ R∗+. Then,
one observes that

ϕ(x)−1ϕ′(x) =
d
dx

I(x, a, b)

with

I(x, a, b) := log
(
Γ(a + ix)

)− log
(
Γ(a− ix)

)
+ log

(
Γ(b− ix)

)− log
(
Γ(b + ix)

)
.

It follows that

Var[ϕ] =
1
i

[
lim

x→∞ I(x, a, b)− lim
x→−∞ I(x, a, b)

]
=

2
i

lim
x→∞ I(x, a, b) .

Now, let us denote by ln the principal determination of the logarithm, i.e. ln(z) =
ln(|z|) + iθ(z), where θ : C∗ → (−π, π] is the principal argument of z. We recall from
[1, Eq. 6.1.37] that for z →∞ with |θ(z)| < π:

Γ(z) ∼= e−z e(z−1/2) ln(z) (2π)1/2
(
1 + O(z−1)

)
.

For z = y + ix, the term e−z e(z−1/2) ln(z) can be rewritten as

e−y e(y−1/2) ln(
√

x2+y2) e−xθ(y+ix) exp
{− i

(
x−x ln

(√
x2 + y2

)− (y−1/2)θ(y + ix)
)}

.

It follows that for |x| large enough, one has

log
(
Γ(y + ix)

) ∼= −y + (y − 1/2) ln
(√

x2 + y2
)− xθ(y + ix) + 1

2 ln(2π)

−i
(
x− x ln

(√
x2 + y2

)− (y − 1/2)θ(y + ix)
)

.

By taking this asymptotic development into account, one obtains:

I(x, a, b) ∼= −x
[
θ(a + ix) + θ(a− ix)− θ(b− ix)− θ(b + ix)

]

+ix
[
2 ln

(√
a2 + x2

)− 2 ln
(√

b2 + x2
)]

+i(a− 1
2)

[
θ(a + ix)− θ(a− ix)

]
+ i(b− 1

2)
[
θ(b− ix)− θ(b + ix)

]
.

Clearly, for any x one has

θ(a + ix) + θ(a− ix)− θ(b− ix)− θ(b + ix) = 0 .

Furthermore, some calculations of asymptotic developments show that

lim
|x|→∞

x
[
2 ln

(√
a2 + x2

)− 2 ln
(√

b2 + x2
)]

= 0 .

It thus follows that

lim
x→∞ I(x, a, b)

= i lim
x→∞

{
(a− 1

2)
[
θ(a + ix)− θ(a− ix)

]
+ (b− 1

2)
[
θ(b− ix)− θ(b + ix)

]}

= i(a− 1
2)

[
π
2 −

(− π
2

)]
+ i(b− 1

2)
[(− π

2 )− π
2

]

= iπ(a− b) .
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5.6.2 Proof of Theorem 5.5.5

As already mentioned, we simply sketch the proof of the second equality of Theorem 5.5.5
mimicking the approach of the Appendix of [65]. Note that this proof is based on the alter-
native description of the C∗-algebras provided in Remark 5.5.2.

Proof of the second statement of Theorem 5.5.5. 1) Let us first observe that the short ex-
act sequence (5.18) illuminates better the K-theory associated with the relevant algebras.
Indeed, the relations for û tell us immediately that 1 − e00 and 1 are Murray-von Neu-
mann equivalent and hence define the same K0-element in E . It follows that the two maps
K0(i) : K0(K) → K0

(
C∗(û)

)
and K1(i) : K1(K) → K1

(
C∗(û)

)
are the zero maps, so

that the six-term exact sequence splits into two short exact sequences, see [99, Chap. 12]
for more information on the six-term exact sequence. From this one may conclude that the
inclusion j : C 3 1 7→ 1 ∈ C∗(û) induces an isomorphism in K-theory. The two exact
sequences in K-theory therefore become for i = 0, 1 mod 2:

0 → Ki(C)
Ki(j)−→ Ki(C∗(u)) δi→ Ki−1(K) → 0,

where δi are the boundary maps, and in particular δ1 = ind.

Let us now consider a smooth and compact orientable n-dimensional manifold X without
boundary and the associated short exact sequence introduced in Section 5.5.3. The above
description has the following generalisation: C(X, E) ∼= C

(
X, M2(C)

) ⊗ C∗(û) and the
map j′ : C

(
X, M2(C)

) → C
(
X,M2(C)

) ⊗ C∗(û), f 7→ j′(f) ≡ f ⊗ 1, induces an
isomorphism in K-theory. Furthermore, the short exact sequence (5.19) is isomorphic to the
following one:

0 → C
(
X, M2(C)

)⊗K(
L2(R+)

) → C
(
X,M2(C)

)⊗C∗(û) → C
(
X, M2(C)

)⊗C∗(u) → 0 .
(5.26)

This short exact sequence is the Toeplitz extension of the crossed product of the algebra
C

(
X, M2(C)

)
by the trivial action of Z. Note that Pimsner and Voiculescu have considered

the general case of an action of Z on a C∗-algebra [83]. Our interest in (5.26) relies on the
study of a more general short exact sequence performed in the Appendix of [65] (in that
reference, the action of Z is general) and on the corresponding dual boundary maps.

2) Once this framework is settled, the next part of the proof consists in constructing a
right inverse for ind. The map j : C

(
X, M2(C)

) → C
(
X,M2(C)

) ⊗ K(
L2(R+)

)
, j(f) =

f ⊗ e00 induces an isomorphism in K-theory [99]. It is hence sufficient to construct a pre-
image under ind of an element of the form [j(P )]0 where P is a projection in C

(
X,M2(C)

)⊗
Mk(C). Here k is arbitrary and in principle higher k are needed, but for simplicity of the
notation we shall set k = 1, the more general case being a simple adaptation. Let U ∈
C

(
X, M2(C)

)⊗ C∗(u) be given by U = 1⊗ u, and set UP := U j(P ) +
(
1− j(P )

)
. Then

one has to show that UP is a unitary in C
(
X, M2(C)

)⊗C∗(u) and that ind[UP ]1 = [j(P )]0.
However, this calculation is well-known and in particular is performed in [65, Prop. A.1]) to
which we refer. Note that since the action of Z is trivial, the expression of UP introduced
here is even simpler than the formula presented in that reference.

3) The last step consists in checking that the numerical equality
〈
#ηX , [UP ]1

〉
=

〈
ηX , [P ]0

〉
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holds. Again this direct computation has already been performed in [65, Thm. A.10] to which
we refer for details. Note that the constants c2k and c2k+1 introduced in Section 5.4.2 follow
from this computation. Since the above equality has been proved for arbitrary elements of
the corresponding algebras, we can then apply the result to P ∈ C(X,J ) and recall that
Γ ∈ C(X,Q) is a right inverse to −P for the map ind, i.e. ind[Γ]1 = −[P]0.

5.6.3 Continuity of the wave operator

In this section we show that the map X 3 U 7→ W−(HU
α ,H0) ∈ E is continuous under the

assumptions of Proposition 5.5.7. In view of the representations (5.3) and (5.4) for the wave
operators it is sufficient to show the continuity of the map X 3 U 7→ SU ∈ B, where B is
the space of bounded continuous matrix-valued functions S : [0,+∞] → M2(C) endowed
with the norm ∥∥∥∥

(
s11(·) s12(·)
s21(·) s22(·)

)∥∥∥∥ = max
1≤j,k≤2

sup
κ≥0

∣∣sjk(κ)
∣∣.

Note that we use the notation SU for SCD
α with C = C(U) and D = D(U) defined in

Remark 5.2.1. Let us set

L = L(U) =
π

2 sin(πα)
1− U

i(1 + U)
=: (ljk)

and use again the representation (5.10):

SU (κ) = Φ
B−1 LB−1 + cos(πα)J + i sin(πα)
B−1 LB−1 + cos(πα)J − i sin(πα)

ΦJ ,

with

B ≡ B(κ) :=
(

Γ(1−α)
2α κα 0

0
Γ(α)

21−α κ(1−α)

)
, Φ :=

(
e−iπα/2 0

0 e−iπ(1−α)/2

)
, J :=

(
1 0
0 −1

)
.

Then by observing that the map X 3 U 7→ L(U) ∈ M2(C) is continuous in the usual matrix
norm, it follows that the map

L(X)× [0,∞] 3 (L, κ) 7→ B(κ)−1 LB(κ)−1 + cos(πα)J + i sin(πα)
B(κ)−1 LB(κ)−1 + cos(πα)J − i sin(πα)

∈ M2(C).

is also continuous. This implies the required continuity of the map X 3 U 7→ SU ∈ B.
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operators without singular spectrum. Helv. Phys. Acta 69(1): 13–25, 1996.

[24] G. Bräunlich, G.M. Graf and G. Ortelli. Equivalence of topological and scattering
approaches to quantum pumping. Comm. Math. Phys. 295: 243–259, 2010.
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