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Minimal Escape Velocities for Unitary Evolution Groups

Serge Richard∗

Abstract. Starting from a strict Mourre inequality, the minimal escape velocity for a
unitary evolution group in a Hilbert space is derived under some minimal conditions.
If the self-adjoint generator H of this evolution is a Schrödinger operator and if the
conjugate operator is the generator of dilations, then it follows that H has very
good and easily understandable propagation properties. The striking fact is that
no proof of the absence of singularly continuous spectrum of H is available yet
under such weak conditions.

1 Introduction

This paper is a natural sequel of [12] on the minimal escape velocity for the evo-
lution group generated by a self-adjoint operator in a Hilbert space. By improving
part of the mentioned work (as suggested in [8]) and by applying these new results
to some Schrödinger operators in L2(Rn), we deduce some sharp propagation esti-
mates. The minimal escape velocity is one variant of the generically called minimal
velocity estimates, which are a key ingredient in the proof of asymptotic complete-
ness for various models in quantum mechanics. We refer for example to [19], [21],
[9] and [3] for their importance in the N-body problem, and to [11] and [17] for
their use in some other anisotropic situations.

Let us first concentrate on Schrödinger operators and explain the interest
of our estimates. We consider the Hilbert space H := L2(Rn), the usual Sobolev
space H2 of order two on Rn and the generator A of the dilation group in H.
Let V (Q) be a ∆-bounded operator with relative bound less than one, and let
H := −∆ + V be the corresponding Schrödinger operator in H with domain H2.
Assume that H is of class C1

u(A). The conditions of regularity of H with respect to
A are explained in Section 2, but let us already mention that this requirement is
very weak in the setting of the conjugate operator theory. Assume moreover that
there exists an open interval J of R such that A is strictly conjugate to H on J .
We show then that there exist a strictly positive constant υmin and a dense set of
vectors ϕ in the spectral subspace EH(J)H of H such that for each υ < υmin,

∥
∥χ(|Q| ≤ υt)e−iHtϕ

∥
∥ → 0 as t→ ∞, (1)

where χ(|Q| ≤ υt) is the characteristic function of the ball in Rn centered at the
origin and of radius equal to υt.
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The physical interpretation of this result is that the probability of finding
the state e−iHtϕ in the growing ball goes to zero as the time t goes to infinity.
In other words, the state e−iHtϕ propagates to infinity or “flees the origin” [4]
with a velocity at least equal to υmin. Let us point out that the hypotheses of the
previous estimate are easily fulfilled by Schrödinger operators with very general
N-body potentials or cartesian potentials [17]. In the case where V is a two-body
potential, the relation (1) is similar to some results obtained in [6].

The natural question which arises is about the nature of the spectrum of
H on J . Do such propagation estimates imply the absence of singularly contin-
uous spectrum on J? We do not know the answer but two related works could
corroborate a positive one. We mention first the paper [20] in which a connection
is drawn between the time of sojourn of the state e−iHtϕ in any finite region of
the space and the absolutely continuous subspace of H with respect to H . Sec-
ondly, let us assume for a while that V is a bounded function on Rn satisfying
lim|x|→∞ |x|V (x) = 0. In that case, one shows that the relation (1) holds for the
corresponding Schrödinger operator on any open interval J of R+ with 0 not in
the closure of J (cf. Remark 3). But then, it has been proved in [16] that any
Schrödinger operator −∆ + V in L2

(

[0,∞)
)

, with a bounded function V satis-
fying limx→∞ xV (x) = 0, has purely absolutely continuous spectrum on (0,∞).
Anyway, any proof (based on the method of the conjugate operator) of the abso-
lute continuity of the spectrum of H on J requires a stronger condition than the
C1

u(A)-condition needed above. We refer to Chapter 7 of [1] for the most refined
version of such results.

Let us now develop the abstract side of the minimal escape velocity. We
consider two self-adjoint operators H and A in a Hilbert space H (with norm
‖ · ‖ and scalar product 〈·, ·〉). The starting point is a strict Mourre inequality,
i.e., the existence of an open interval J of R and of a strictly positive constant θ
such that η(H)[iH,A]η(H) ≥ θη2(H) for all smooth real functions η with support
in J . In order to give an unambiguous meaning to that expression, a regularity
condition on H with respect to A must be imposed: H has to be of class C1(A).
But if H is only slightly more regular we are able to state our first main result.
Let us denote by C∞

c (J) the set of all smooth complex functions defined on J
which have a compact support in J . We use the notations χ(A ≤ c) and χ(A ≥ c)
for the spectral projections of the operator A on the intervals (−∞, c] and [c,∞)
respectively.

Theorem 1. Let H and A be self-adjoint operators in H with H of class C1
u(A). As-

sume that there exist an open interval J of R and θ > 0 such that η(H)[iH,A]η(H)
≥ θη2(H) for all real η ∈ C∞

c (J). Let a and t be real numbers. Then for each real
η ∈ C∞

c (J) and for each υ < θ one has

∥
∥χ(A ≤ a+ υt)e−iHtη(H)χ(A ≥ a)

∥
∥ → 0 as t→ ∞ (2)

uniformly in a.
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The localization of the evolution in the spectrum of a conjugate operator
has already a long history. We refer for example to [5], [14], [13] or more recently
to [2] or [18] for different but related results. It is worth mentioning that in all
those references, the operator H has to be more regular with respect to A than in
Theorem 1. However, by requiring more regularity of H one may obtain a better
control on the decrease of the norm in (2), cf. [12] for this kind of results. We point
out that in this reference, H is at least of class C2(A).

Let us finally describe the content of this paper. In Section 2 we introduce
some notations and definitions. The proof of Theorem 1 is given in Section 3. In
certain situations, one has some interest in localizing the evolution in the spectrum
of another self-adjoint operator B rather than in the spectrum of A. Section 4
is devoted to that question and Proposition 3 contains some sufficient conditions
between A andB to that purpose. The last section is the application to Schrödinger
operators. Our second main statement, Theorem 2, is exposed and proved. The
relation (1) previously discussed is then a straightforward corollary of this theorem.

2 Some notations

Almost all the notations and definitions are borrowed from [1], to which we refer for
details. For any positive integer k let Ck(R) be the algebra of complex functions on
R that are k times continuously differentiable. We also consider various subalgebras
of C∞(R) :=

⋂
Ck(R), namely: C∞

pol(R), the functions whose derivatives have at
most polynomial growth at infinity, Sµ(R) with µ ≤ 0, the symbols of degree µ,
and C∞

c (R), the functions with compact support. Let us recall that f ∈ C∞(R) is
a symbol of degree µ if for each k there exists a constant ck such that |f (k)(x)| ≤
ck(1 + x2)

µ−k
2 for all x ∈ R.

We collect some definitions related with the conjugate operator theory. H is a
Hilbert space, B(H) denotes the set of bounded operators in H and {Wt}t∈R is the
unitary group in H generated by a self-adjoint operator A. For any T ∈ B(H), we
write T ∈ Cu(A), T ∈ Ck(A) or T ∈ Ck

u(A) if the mapping R 	 t 
→ W−tTWt ∈
B(H) is continuous in norm, strongly Ck or Ck in norm respectively. By assuming
that T ∈ C1(A), the commutator [iT,A], defined in form sense on the domain
D(A) of A, extends continuously to a bounded operator in H. Let us mention
that T ∈ C1

u(A) if and only if T ∈ C1(A) and [iT,A] belongs to Cu(A). A self-
adjoint operator H in H is of class Ck(A), resp. Ck

u(A), if (H − z)−1 ∈ Ck(A),
resp. (H − z)−1 ∈ Ck

u(A), for some, and then for all, z ∈ C \ σ(H). We have used
the notation σ(H) for the spectrum of H .

Let Φ : [1,∞) 	 t 
→ Φ(t) ∈ B(H) be an operator-valued mapping. We say
that Φ

(

or by a slight abuse of notation Φ(t)
)

belongs to o(t−k) if ‖Φ(t)‖ ∈ o(t−k)
or to O(t−k) if ‖Φ(t)‖ ∈ O(t−k), i.e., if limt→∞ tk‖Φ(t)‖ = 0 or if tk‖Φ(t)‖ ≤ c <
∞ for all t ≥ 1.

We shall use on R the Fourier measure dx := (2π)−1/2dx, where dx is the
usual Lebesgue measure. Then a function f : R → C belongs to L1(R) if ‖f‖L1 :=
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∫

R
|f(x)|dx <∞. For such a function, its Fourier transform Ff ≡ f̂ is defined by

f̂(x) :=
∫

R
e−ixyf(y)dy. We recall that F extends canonically to an isomorphism

of the space of tempered distributions S ∗(R) onto itself.
For any complex Radon measure on R (simply called measure), we use the

notation ν(x)dx for ν(dx). With such a measure ν we associate its variation |ν|,
i.e., the smallest positive measure such that |ν(Ω)| ≤ |ν|(Ω) for each bounded and
closed subset Ω of R. The measure ν is integrable on R if |ν|(R) <∞. The space of
all integrable measures on R is identified with a subspace of S ∗(R) by the formula
〈f, ν〉 :=

∫

R
f(x)ν(x)dx, where f is any element of the space S (R) of tempered

test functions on R and 〈·, ·〉 is the duality between S (R) and S ∗(R).
We are finally in position to recall a functional calculus. Let A be a self-

adjoint operator in H and f ∈ S ∗(R) such that f̂ is an integrable measure on R.
Then for any ϕ, ψ ∈ H, one has (cf. Definition 3.2.7 of [1]):

〈ϕ, f(A)ψ〉 :=
∫

R

〈ϕ, eiAxψ〉f̂(x)dx. (3)

3 The abstract theory

We first consider a self-adjoint operator A in H and prove estimates for operators
which have a certain regularity with respect to A. In the sequel, it is assumed that
a and s are real numbers with s ≥ 1 and that f, h, η, . . . are real functions.

Lemma 1. Consider a bounded operator T ∈ C1(A) and let h be a bounded C∞
pol(R)-

function such that ĥ′ is an integrable measure on R. The norm of the commutator
[

T, h
(

A−a
s

)]

is then less or equal to 1
s‖[T,A]‖‖ĥ′‖L1.

In the following proofs, we write As for the operator A−a
s .

Proof. By using the commutator expansions given in Theorem 5.5.3 of [1], one has
the following equality in form sense on any core for A:

[T, h(As)] =
1
s

∫ 1

0

dτ

∫

R

eiAsτx[T,A]eiAs(1−τ)xĥ′(x)dx.

Since T ∈ C1(A) the commutator [T,A] extends continuously to a bounded oper-
ator in H, and the estimate on the norm follows straightforwardly. �

Corollary 1. Assume that T and h satisfy the hypotheses of Lemma 1 and that h
has support in (−∞, 0]. Then the norm of the operator χ(A− a ≥ 0)Th

(
A−a

s

)

is
less or equal to 1

s‖[T,A]‖‖ĥ′‖L1 .

Proof. Since χ(x ≥ 0)h
(

x
s

)

= 0 for any s ≥ 1 and all x ∈ R, one has the equality:

χ(A− a ≥ 0)Th(As) = χ(A− a ≥ 0)[T, h(As)].

The conclusion is then implied by Lemma 1. �
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Lemma 2. Consider a bounded operator B ∈ Cu(A) and let h be a L∞(R)-function
such that ĥ is an integrable measure on R. Then the commutator

[

B, h
(

A−a
s

)]

belongs to o(s0), uniformly in a.

Proof. By using the functional calculus introduced in equation (3), one has:

‖[B, h(As)]‖ ≤ ∫

R

∥
∥
∥e

i
s AxBe−

i
s Ax −B

∥
∥
∥ |ĥ(x)|dx

≤ 2‖B‖ ∫

|x|≥s1/2 |ĥ(x)|dx+
∫

|x|<s1/2

∥
∥
∥e

i
s AxBe−

i
s Ax −B

∥
∥
∥ |ĥ(x)|dx. (4)

The first term of (4) goes to 0 as s increases, and the second term is less or equal
to sup|y|<s−1/2

∥
∥eiAyBe−iAy −B

∥
∥ ‖ĥ‖L1 . By the regularity of B with respect to

A, this belongs to o(s0). �

The next proposition imposes some apparently strong conditions on a certain
function. But we shall show in a subsequent remark the existence of a class of
functions satisfying all those requirements.

Proposition 1. Let H be a self-adjoint operator in H of class C1
u(A). Assume that

there exist an open interval J of R and θ > 0 such that η(H)[iH,A]η(H) ≥ θη2(H)
for all η ∈ C∞

c (J). Let f be a bounded C∞
pol(R)-function such that f ′ = −g2 for

some bounded C∞
pol(R)-function g. Moreover assume that f̂ ′, ĝ and ĝ′ are integrable

measures on R. Then for each η ∈ C∞
c (J) the operator η(H)

[

iH, f
(

A−a
s

)]

η(H)
satisfies the estimate

η(H)
[

iH, f

(
A− a

s

)]

η(H) ≤ θ

s
η(H)f ′

(
A− a

s

)

η(H) + o(s−1), (5)

where o(s−1) is uniform in a.

Proof. a) Let η̃ ∈ C∞
c (J) be such that η̃η = η. We set T := Hη̃(H) (which belongs

to C1
u(A) by Corollary 6.2.6 (b) of [1]) and denote by B the continuous extension

of the operator formally given by [iT,A]
(

B belongs to Cu(A)
)

. One observes that
η(H)[iH, f(As)]η(H) = η(H)[iT, f(As)]η(H) and that the strict Mourre inequality
can be rewritten as η(H)Bη(H) ≥ θη2(H) for all η ∈ C∞

c (J).
Through the use of the commutator expansions of Theorem 5.5.3 of [1], one

obtains the following equality:

[iT, f(As)] =
1
s
Rs +

1
s
Bf ′(As) (6)

with Rs =
∫ 1

0 dτ
∫

R

(

e
i
s AτxBe−

i
s Aτx −B

)

eiAsxf̂ ′(x)dx.

Since the terms on the r.h.s. of (6) are bounded, the l.h.s. term of (5) extends
continuously to η(H)

{
1
sRs + 1

sBf
′(As)

}

η(H).
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b) Let us now observe that 1
sBf

′(As) = − 1
sg(As)Bg(As) + o(s−1), where

o(s−1) is independent of a (we have used Lemma 2). Moreover, since η(H) ∈
C1(A), some commutator calculations based on Lemma 1 show that

− 1
sη(H)g(As)Bg(As)η(H) = − 1

sg(As)η(H)Bη(H)g(As) +O(s−2)

≤ − θ
sg(As)η2(H)g(As) +O(s−2) = θ

sη(H)f ′(As)η(H) +O(s−2),

where O(s−2) is independent of a.
c) It only remains to show that Rs belongs to o(s0) uniformly in a. One has

that its norm is less or equal to

2‖B‖
∫

|x|≥s1/2
|f̂ ′(x)|dx+

∫ 1

0

dτ

∫

|x|<s1/2

∥
∥
∥e

i
s AτxBe−

i
s Aτx −B

∥
∥
∥ |f̂ ′(x)|dx. (7)

The first term of (7) goes to 0 as s increases. The second term of (7) is less or equal
to sup|y|<s−1/2

∥
∥eiAyBe−iAy −B

∥
∥ ‖f̂ ′‖L1, which belongs to o(s0) by the regularity

of B with respect to A. One observes that both convergences are uniform in a. �

Remark 1. Consider g ∈ Sµ(R) for some µ < −1. Since g2 ∈ S2µ(R) and g′ ∈
Sµ−1(R), then ĝ, ĝ2 and ĝ′ are integrable measures on R (Proposition 5.4.5 of [1]).
Moreover if f(x) := − ∫ x

0 g
2(y)dy, then f belongs to C∞

pol(R) and satisfies all the
assumptions of Proposition 1.

Proposition 2. Let H be a self-adjoint operator in H of class C1
u(A). Assume that

there exist an open interval J of R and θ > 0 such that η(H)[iH,A]η(H) ≥ θη2(H)
for all η ∈ C∞

c (J). Let t be a real number with t ≥ 1. Then for each η ∈ C∞
c (J),

for each f ∈ L∞(R) with support in (−∞, 0] and for each υ < θ, one has

f

(
A− a

t
− υ

)

η(H)e−iHtχ(A− a ≥ 0) ∈ o(t0)

uniformly in a.

The following proof is inspired from that of Theorem 1.1 of [12], but is con-
siderably simpler in our situation.

Proof. a) Let g be a C∞
c (R)-function with support in (υ − θ, 0) and such that

∫ ∞
−∞ g2(y)dy = 1. We set h(x) = − ∫ x

0 g
2(y)dy and observe that h satisfies all

conditions imposed on f in Proposition 1. Furthermore, since h1/2(x−θ)f(x−υ) =
f(x− υ) for all x ∈ R, it is enough to prove that

h1/2

(
A− a

t
− θ

)

η(H)e−iHtχ(A− a ≥ 0) ∈ o(t0) (8)

uniformly in a.
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b) Let us set Φs(t) := η(H)h(At,s)η(H), with At,s equal to A−a−θt
s . For

each ψ ∈ H, we define ψt := e−iHtχ(A − a ≥ 0)ψ. Then (8) is equivalent to the
statement that for all ψ ∈ H,

〈ψt,Φt(t)ψt〉 ≤ o(t0)‖ψ‖2, (9)

with o(t0) independent of ψ and a. One observes that

〈ψt,Φs(t)ψt〉 = 〈ψ0,Φs(0)ψ0〉 +
∫ t

0

d

dτ
〈ψτ ,Φs(τ)ψτ 〉dτ

= 〈ψ0,Φs(0)ψ0〉 − θ

s

∫ t

0

〈ψτ , η(H)h′(Aτ,s)η(H)ψτ 〉dτ

+
∫ t

0

〈ψτ , η(H)[iH, h(Aτ,s)]η(H)ψτ 〉dτ. (10)

By inserting (5) into (10) with a replaced by a+ θτ , we find that

〈ψt,Φs(t)ψt〉 ≤ 〈ψ0,Φs(0)ψ0〉 +
∫ t

0

o(s−1)‖ψ‖2dτ

with o(s−1) independent of a, τ and ψ. Moreover, with the help of Corollary 1,
one gets that

〈ψ0,Φs(0)ψ0〉 ≤ 1
s
‖η‖L∞‖[η(H), A]‖‖ĥ′‖L1‖ψ‖2.

Hence, one has obtained that

〈ψt,Φs(t)ψt〉 ≤ c

s
‖ψ‖2 + to(s−1)‖ψ‖2

with o(s−1) and c independent of a, t and ψ. By setting s = t, this implies (9). �

Proof of Theorem 1. Since χ
(

1
tx− υ ≤ 0

)

= χ (x ≤ υt) for any t ≥ 1 and all
x ∈ R, the statement of the theorem is a special case of Proposition 2 with f(·) =
χ(· ≤ 0). �

4 From one localization to another

The content of this section is inspired from Section 4.4.1 of [10]. The main difference
is that the parameter a is not considered in that monograph.

Let us recall from Lemma 7.2.15 of [1] that if T is a bounded operator be-
longing to C1(A), the closure of the symmetric, densely defined operator T ∗AT
(

D(T ∗AT ) ⊃ D(A)
)

is a self-adjoint operator which we still denote by T ∗AT .
Moreover, D(A) is a core for this operator. Therefore, if H is of class C1(A)
and η̃ ∈ C∞

c (R), the operator η̃(H)Aη̃(H), defined on D(A), admits a unique
self-adjoint extension

(

cf. Theorem 6.2.5 of [1] for the proof that η̃(H) belongs
to C1(A)

)

. We also mention (Proposition 7.2.16 of the same reference) that if
η ∈ C∞

c (R), then η(H) belongs to C1
(

η̃(H)Aη̃(H)
)

.
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Lemma 3. Let H and A be self-adjoint operators in H with H of class C1(A). Let
η, η̃ be C∞

c (R)-functions such that η̃η = η, and let f be a C∞(R)-function such
that f = 0 in a neighborhood of −∞ and f = 1 in a neighborhood of +∞. Then
one has {

f

(
A− a

s

)

− f

(
η̃(H)Aη̃(H) − a

s

)}

η(H) ∈ O(s−1)

uniformly in a.

Proof. Let us set As := A−a
s , Ãs := η̃(H)Aη̃(H)−a

s , R(z) := (As − z)−1 and R̃(z) :=
(Ãs − z)−1 for z ∈ C \ R. For space reasons, we write η for η(H) and η̃ for η̃(H).
Let ϕ, ψ be elements of H. By using Theorem 6.1.4 (b) of [1] for any integer r ≥ 1,
one has that 〈ϕ, {f(As) − f(Ãs)}ηψ〉 is equal to

∑r−1
k=0

1
πk!

∫

R
f (k)(λ)
〈ϕ, ik{R(λ+ i) − R̃(λ+ i)}ηψ〉dλ

+ 1
π(r−1)!

∫ 1

0
dµ

∫

R
µr−1f (r)(λ)
〈ϕ, ir{R(λ+ iµ) − R̃(λ+ iµ)}ηψ〉dλ.

Moreover, one observes that there exist two constants c1 and c2, independent of a
and s, such that for any z ∈ C \ R:

|〈ϕ, {R(z) − R̃(z)}ηψ〉| = |〈{Ãs −As}R(z)ϕ, R̃(z)ηψ〉|
= |〈η{Ãs −As}R(z)ϕ, R̃(z)ψ〉 +

1
s
〈{R(z) − R̃(z)}ϕ, [η, η̃Aη̃]R̃(z)ψ〉|

≤ 1
s
|〈η[A, η̃]R(z)ϕ, R̃(z)ψ〉| + c1

s
{‖R(z)ϕ‖ + ‖R̃(z)ϕ‖}‖R̃(z)ψ‖

≤ c2
s
‖R(z)ϕ‖‖R̃(z)ψ‖ +

c1
s
‖R̃(z)ϕ‖ ‖R̃(z)ψ‖,

where we have used that [R̃(z), η] = 1
s R̃(z)[η, η̃Aη̃]R̃(z). By using then the Hölder

inequality and the identity (cf. Chap. XIII.7, Example 2 of [15]) valid for any
self-adjoint operator K:

∫

R

‖(K − λ− iµ)−1ϕ‖2dλ =
π

|µ| ‖ϕ‖
2,

we find that for µ �= 0,
∣
∣
∣
∣

∫

R

f (k)(λ)
〈ϕ, ik{R(λ+ iµ) − R̃(λ+ iµ)}ηψ〉dλ
∣
∣
∣
∣
≤ d

s|µ| ‖ϕ‖‖ψ‖.

with d = π(c1 + c2)‖f (k)‖L∞ . By choosing r ≥ 2, one has
∫ 1

0
µr−1 1

|µ|dµ <∞, and
we have therefore obtained that

|〈ϕ, {f(As) − f(Ãs)}η(H)ψ〉| ≤ c

s
‖ϕ‖‖ψ‖

for some c independent of a and s. �
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Let us recall from Theorem 6.2.10 of [1] that if A and B are self-adjoint
operators in H with B of class C1(A), then D(A) ∩D(B) is a core for B.

Lemma 4. Let A and B be self-adjoint operators in H. Assume that

i) B is of class C1(A) and A ≤ B on D(A) ∩D(B),

ii)
[

h
(

B
s

)

, A
] ∈ O(s0) for each h ∈ C∞

c (R).

Let f and g be C∞(R)-functions such that max(supp g) < min(suppf). Moreover
assume that f = 1 in a neighborhood of +∞ and that g has compact support. Then
there exists c <∞ independent of a and s such that

∥
∥
∥
∥
g

(
B

s

)

f

(
A− a

s

)∥
∥
∥
∥
≤ c

s
(1 + |a|). (11)

Proof. Let g̃ be in C∞
c (R) such that max(supp g̃) < min(suppf), g̃g = g and 0 ≤

g̃ ≤ 1. Then the operator g̃
(

B
s

)

belongs to C1(A) and the operator g̃
(

B
s

)
A
s g̃

(
B
s

)

,
defined on D(A), admits a unique self-adjoint extension which we denote by Ãs

(cf. the observations made before Lemma 3).
It follows from hypothesis i) that Ãs ≤ g̃

(
B
s

)
B
s g̃

(
B
s

)

< min(suppf) on
D(A), and therefore that f(Ãs) = 0 for any s ≥ 1. In order to obtain (11), it is
hence enough to show that there exists c <∞ independent of a and s such that

∥
∥
∥
∥
g

(
B

s

)

{f(As) − f(Ãs)}
∥
∥
∥
∥
≤ c

s
(1 + |a|).

The rest of the proof is now analogous to that given in Lemma 3 and we
shall only point out the minor difference. Let us set R(z) := (As − z)−1 and
R̃(z) := (Ãs − z)−1 for z ∈ C \ R. One has, in form sense on H, that

g

(
B

s

)

{R(z)− R̃(z)} = R̃(z)g
(
B

s

)

(Ãs −As)R(z)

+
1
s
R̃(z)

[

g̃

(
B

s

)

Ag̃

(
B

s

)

, g

(
B

s

)]

{R(z) − R̃(z)},

and that

R̃(z)g
(
B

s

)

(Ãs −As)R(z) =
1
s
R̃(z)g

(
B

s

) {[

A, g̃

(
B

s

)]

+ a

}

R(z).

Hypothesis ii) is now used in order to obtain a uniform bound for the commutators.
�

We now refine Lemma 4 to the case where B dominates only a localized
version of A.
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Lemma 5. Let H, A and B be self-adjoint operators in H and let η, η̃ be C∞
c (R)-

functions such that η̃η = η. Assume that

i) H is of class C1(A) and of class C1(B), B is of class C1(A),

ii) the operators (B ± i)−1Aη̃(H) defined on D(A) extend continuously to
bounded operators in H,

iii) η̃(H)Aη̃(H) ≤ B on D
(

η̃(H)Aη̃(H)
) ∩D(B),

iv)
[

h
(

B
s

)

, A
] ∈ O(s0) for each h ∈ C∞

c (R).

Let f and g be C∞(R)-functions such that max(supp g) < min(suppf). Moreover
assume that f = 1 in a neighborhood of +∞ and that g has a compact support.
Then there exists c <∞ independent of a and s such that

∥
∥
∥
∥
g

(
B

s

)

f

(
A− a

s

)

η(H)
∥
∥
∥
∥
≤ c

s
(1 + |a|).

Proof. For space reasons, we write η̃ for η̃(H). One has
∥
∥
∥
∥
g

(
B

s

) {

f

(
A− a

s

)

− f

(
η̃Aη̃ − a

s

)

+ f

(
η̃Aη̃ − a

s

)}

η(H)
∥
∥
∥
∥

≤ ‖η‖L∞

∥
∥
∥
∥
g

(
B

s

)

f

(
η̃Aη̃ − a

s

)∥
∥
∥
∥

+O(s−1), (12)

where we have used Lemma 3 and thus obtained that O(s−1) is independent of a.
In order to deal with the first term of (12) we shall use Lemma 4 with η̃Aη̃

instead of A. It follows from hypotheses i) and ii) that B is of class C1(η̃Aη̃) (the
proof is similar to that of Lemma 4.4.7 of [10]). Thus we only have to prove that
[

h
(

B
s

)

, η̃Aη̃
]

belongs to O(s0) for each h ∈ C∞
c (R). This commutator is equal to

(

in form sense on D(A)
)

:
[

h

(
B

s

)

, η̃

]

Aη̃ + η̃

[

h

(
B

s

)

, A

]

η̃ + η̃A

[

h

(
B

s

)

, η̃

]

. (13)

By hypothesis iv) the second term of (13) is bounded uniformly in s. So let us
concentrate on the first term (the third one being similar). Let ϕ, ψ belong to
D(A) and let r be a strictly positive integer. By using Theorem 6.1.4 (b) of [1],
the term 〈ϕ, [h (

B
s

)

, η̃
]

Aη̃ψ〉 is equal to

∑r−1
k=0

1
πk!

∫

R
h(k)(λ)
〈ϕ, ik

[(
B
s − λ− i

)−1
, η̃

]

Aη̃ψ〉dλ

+ 1
π(r−1)!

∫ 1

0
dµ

∫

R
µr−1h(r)(λ)
〈ϕ, ir

[(
B
s − λ− iµ

)−1
, η̃

]

Aη̃ψ〉dλ. (14)

Let us observe that for z ∈ C \ R,
[(

B

s
− z

)−1

, η̃

]

=
(
B

s
− z

)−1

[η̃, B](B − sz)−1,
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where [η̃, B] extends continuously to a bounded operator. By inserting the first
resolvent equation

(B − sλ− isµ)−1 =
{

I + (sλ+ isµ+ i)(B − sλ− isµ)−1
}

(B + i)−1

and by taking into account hypothesis ii), one obtains that for any s ≥ 1,
∣
∣
∣
∣
∣

〈

ϕ,

[(
B

s
− λ− iµ

)−1

, η̃

]

Aη̃ψ

〉∣
∣
∣
∣
∣
≤ c

|µ|2 {|λ| + |µ| + 1)}‖ϕ‖‖ψ‖

where c is independent of s. Finally, by using this estimate in (14) with r ≥ 3 one
finds that ∣

∣
∣
∣

〈

ϕ,

[

h

(
B

s

)

, η̃

]

Aη̃ψ

〉∣
∣
∣
∣
≤ c′‖ϕ‖‖ψ‖

for some constant c′ independent of s. �

Proposition 3. Let H, A and B be self-adjoint operators in H such that H is of
class C1

u(A) and of class C1(B), B of class C1(A) and B ≥ 0. Assume that there
exist an open interval J of R and θ > 0 such that η(H)[iH,A]η(H) ≥ θη2(H) for
all η ∈ C∞

c (J). Let t be a real number with t ≥ 1 and let η, η̃ be C∞
c (J)-functions

such that η̃η = η. Assume moreover that

i) the operators (B ± i)−1Aη̃(H) defined on D(A) extend continuously to
bounded operators in H,

ii) η̃(H)Aη̃(H) ≤ B on D
(

η̃(H)Aη̃(H)
) ∩D(B),

iii)
[

h
(

B
t

)

, A
] ∈ O(t0) for each h ∈ C∞

c (R).

Then for each positive υ < θ, there exists c <∞ independent of a and t such that
∥
∥χ(B ≤ υt)e−iHtη(H)χ(A ≥ a)

∥
∥ ≤ o(t0) +

c

t
|a|,

where o(t0) is uniform in a.

Proof. Let υ′ ∈ (υ, θ) and let g be a C∞
c (R, [0, 1])-function such that supp g ⊂

(−∞, υ′) and g = 1 on [0, υ]. Let f be a C∞(R, [0, 1])-function such that
max(supp g) < min(suppf) and f(x) = 1 for all x ≥ υ′. Since χ(B ≤ υt) =
χ

(
B
t ≤ υ

)

= χ
(

B
t ≤ υ

)

g
(

B
t

)

, one has

∥
∥χ(B ≤ υt)e−iHtη(H)χ(A ≥ a)

∥
∥ ≤

∥
∥
∥
∥
g

(
B

t

)

f

(
A− a

t

)

η(H)
∥
∥
∥
∥

+
∥
∥
∥
∥

{

1 − f

(
A− a

t

)}

e−iHtη(H)χ(A ≥ a)
∥
∥
∥
∥
.

By Lemma 5, there exists a constant c < ∞ independent of a and t such that
the first term on the r.h.s. is less or equal to c

t (1 + |a|). Since {1 − f(· + υ′)} has
support in (−∞, 0], one obtains from Proposition 2 that the second term on the
r.h.s belongs to o(t0) uniformly in a. �
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Remark 2. Since χ(A ≥ a)χ(A ≥ 0) = χ(A ≥ a) for any a ≥ 0, the statement of
Proposition 3 can be rewritten in such a situation: for each a ≥ 0 and each υ < θ,
one has

χ(B ≤ υt)e−iHtη(H)χ(A ≥ a) ∈ o(t0),

where o(t0) is uniform in a.

5 Application to Schrödinger operators

We consider the Hilbert space L2(Rn) and the Sobolev spaces of order s on Rn

denoted by Hs. We recall that for j ∈ {1, . . . , n}, Qj is the operator of multipli-
cation by the variable xj , Pj := −i∇j is a component of the momentum operator
and −∆ is equal to P 2. For any real number a, let us define a− which is equal to
max{−a, 0}.
Theorem 2. Let V (Q) be a ∆-bounded operator with relative bound less than one,
and let H := −∆ + V be the corresponding Schrödinger operator in L2(Rn) with
domain H2. Assume that H is of class C1

u(A), with A := 1
2 (P · Q + Q · P ) the

generator of dilation, and that there exist an open interval J of R and θ > 0 such
that η(H)[iH,A]η(H) ≥ θη2(H) for all η ∈ C∞

c (J). Let a and t be real numbers
with t ≥ 1. Then there exists υmin > 0 such that for each η ∈ C∞

c (J) and each
υ < υmin one has

∥
∥χ(|Q| ≤ υt)e−iHtη(H)χ(A ≥ a)

∥
∥ ≤ o(t0) +

c

t
a−,

where o(t0) is uniform in a, and where c is a positive constant independent of a
and t.

Remark 3. Theorem 9.4.10 of [1] contains some sufficient conditions on the poten-
tial V such that −∆ + V is a N-body Hamiltonian of class C1

u(A). In particular,
if V (Q), [iV (Q), A] are compact operators from H2 to H, from H2 to H−2 re-
spectively, then H is a two-body Hamiltonian of class C1

u(A). For example if V
is a bounded real function on Rn satisfying lim|x|→∞ |x|V (x) = 0, then the cor-
responding two-body Hamiltonian H is of class C1

u(A). Its essential spectrum is
equal to [0,∞) and all its eigenvalues are negative and can accumulate only on
0; moreover, the operator A is strictly conjugate to H on any open interval J of
R+ with 0 not in the closure of J (cf. Corollary 1.4 of [7] and Theorem 7.2.9 and
Corollary 7.2.11 of [1]). Hence Theorem 2 applies andH has very good propagation
properties on J .

Remark 4. We also mention that if the operator V (Q) : H2 → H is compact and
of the usual short-range or long-range type (cf. for example Definition 9.4.15 of
[1]), then the corresponding two-body Hamiltonian H is of class C1

u(A). In fact,
in that situation H satisfies even a slightly stronger regularity condition, the one
required in order to prove a limiting absorption principle.
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Proof of Theorem 2. This theorem is an application of Proposition 3. Let b be any
strictly positive number and let η̃ be a C∞

c (J)-function such that η̃η = η. The
first step consists in verifying that the positive operator B := b〈Q〉 ≡ b(1 +Q2)1/2

is of class C1(A), and that H is of class C1(B). This can be easily obtained with
the help of Theorem 6.3.4 (a) of [1]. Secondly, let us observe that hypothesis ii)
of Proposition 3 is fulfilled if the operator 〈Q〉−1/2η̃(H)Aη̃(H)〈Q〉−1/2 is bounded
and if the value of b is chosen equal to its norm. But this new condition is quite
standard and can be easily proved with some commutators calculations (statement
i) of Lemma 6.2 of [17] may help). The other requirements of Proposition 3 are
then also easily checked. One finishes the proof by setting υmin := θ

b and by taking
into account Remark 2 and the fact that if υ < υ′

b then χ
(

b〈Q〉 ≤ υ′t
)

χ
(|Q| ≤

υt
)

= χ
(|Q| ≤ υt

)

for t large enough. �

One obtains the estimate (1) by observing that the set of vectors of the form
η(H)χ(A ≥ a)ψ with η ∈ C∞

c (J), a ∈ R and ψ ∈ H is dense in the subspace
EH(J)H of H.
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