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About this document

This text is based on the survey paper [14] written in collaboration with A. Bostan and
X. Caruso. Some parts have been expanded or added, while others have been reduced or
deleted to meet the objectives and the format of this mini-course. In particular, readers
interested in the effective aspects, which are not covered in this text, are invited to consult loc.
cit.. The solutions of the exercises included in the present document are given in the very last
section.

1 Algebraicity and D-finiteness

Let’s begin by introducing the main protagonists of these notes: algebraic functions and
differentially finite functions.

Let F be a field extension of Q(x). We recall that f ∈ F is algebraic over Q(x) (or, simply,
algebraic) if f satisfies a polynomial equation

P (x, f) = 0 (1)

for some P (x, Y ) ∈ Q(x)[Y ] \ {0}. Otherwise, f is called transcendental. We recall that the set
of algebraic elements of F is a subfield of F .

Remark 1.1. A typical case is F = Q((x)). Actually, as far as we are concerned with algebraic
extensions of Q(x), one can always assume that F =

⋃
d∈Z≥1

Q((x1/d)) is the field of (formal)
Puiseux series, as the latter field is an algebraically closed field extension of Q(x).

Let us now assume that F is not only a field extension but a differential field extension of
Q(x), i.e., that F is equipped with a derivation F → F , f 7→ f ′ extending the usual derivation
Q(x)→ Q(x), f 7→ f ′. We say that f ∈ F is differentially finite (in short, D-finite) if it satisfies
a linear differential equation of some order r ≥ 1, say

arf
(r) + ar−1f

(r−1) + · · ·+ a1f
′ + a0f = 0, (2)

where the ai belong to Q(x) with ar 6= 0. The set of D-finite elements of F is a differential
subring of F , i.e., a subring of F invariant by the derivation F → F , f 7→ f ′.

Remark 1.2. In connection with Remark 1.1, we emphasize that the general D-finite case
cannot be reduced to the formal Puiseux series case. For example, x

√
2 or e1/x are D-finite but

are not Puiseux series.

Exercise 1 — Prove that f(x) =
∑

n∈Z fnx
n ∈ Q((x)) is D-finite if and only if its sequence

of coefficients (fn)n∈Z is P-recursive, i.e., if and only there exist finitely many polynomials
p0(X), . . . , pd(X) ∈ Q[X] with pd(X) 6= 0 such that, for all n ∈ Z,

pd(n)fn+d + pd−1(n)fn+d−1 + · · ·+ p0(n)fn = 0.

It is a general fact and an old result, already known by Abel, that algebraicity implies D-
finiteness. Precisely, if f satisfies an algebraic equation of the form (1) with P of degree n ≥ 1
in Y , then f also satisfies a differential equation like (2) of order r bounded from above by n.
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This follows easily from the following reasoning. By differentiating P (x, f) = 0 and by using
the chain rule, we obtain the equality

PX(x, f) + f ′PY (x, f) = 0

where PX (resp. PY ) denotes the derivative of P with respect to its first (resp. second) variable.
Therefore, if P is assumed to be a polynomial of minimal degree n ≥ 1 in Y satisfied by f ,
then PY (x, f) is nonzero and, hence, f ′ = −PX(x, f)/PY (x, f) ∈ Q(x)(f). It follows easily
that Q(x)(f) is a differential subfield of F . In particular, the successive derivatives f, f ′, f ′′, . . .
of f belong to Q(x)(f). As Q(x)(f) is a Q(x)-vector space of dimension ≤ n, the successive
derivatives f, f ′, f ′′, . . . are Q(x)-linearly dependent and this concludes the proof.

The converse of Abel’s result is completely false. Most D-finite functions are transcendental,
already for solutions of differential equations of order r = 1; for instance, the exponential
function, that satisfies y′ = y, is transcendental.

Deciding D-finiteness or algebraicity is a classical and (most of the time) difficult question.
In addition to its intrinsic interest, this question has concrete motivations. Here’s an illustration
in combinatorics.

Example 1.3 (Catalan numbers). By definition, a Dyck path is a path drawn in the quarter
plane N2 that starts at (0, 0), consists of steps↗ (directed by the vector (1, 1)) or↘ (directed
by the vector (1,−1)) and finally ends on the x-axis (see Figure 1).

Let Cn be the number of Dyck paths ending at (2n, 0); we say that such paths have
semilength n. For instance C1 = 1 since there is a single Dyck path ending at (2, 0), namely
↗–↘, while C2 = 2 since there are two Dyck paths ending at (4, 0), namely ↗–↗–↘–↘
and ↗–↘–↗–↘. We use the convention that C0 = 1. We notice that any Dyck path of
semilength n+ 1 can be written uniquely as the concatenation of (1) a step↗, (2) a Dyck path
of semilength k−1 (translated by (1, 1)), (3) a step↘ and (4) a Dyck path of semilength n−k.
It follows that the sequence (Cn)n≥0 satisfies the following nonlinear recurrence relation:

Cn =

n∑
k=1

Ck−1Cn−k, for all n ≥ 1.

If y(x) denotes the generating function of the Cn’s, i.e., y(x) =
∑∞

n=0Cnx
n, the previous

relation translates to the algebraic identity

y(x) = 1 + x·y(x)2 (3)

(the summand 1 comes from the fact that C0 = 1), i.e.,

P (x, y(x)) = 0

with P (x, Y ) = xY 2 − Y + 1. Therefore y(x) is algebraic and one can even solve equation (3)
and get the closed formula y(x) = 1−

√
1−4x
2x . From this, one get the formula Cn = 1

n+1

(
2n
n

)
.

Let’s continue as if we didn’t have the previous formula for y(x), but only the equation (3)
and let us derive a linear differential equation satisfied by y(x) using only the equation (3).
Specializing the proof of Abel’s result to the present case, we first differentiate (3) and we get
y′(x) = y(x)2 + 2x y(x) y′(x). Therefore:

y′(x) =
y(x)2

1− 2x y(x)
=

(2x− 1)y(x) + 1

x(1− 4x)
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Figure 1: A Dyck path

(for the latter equality, we first compute an inverse of 1− 2xy(x) in Q(x)(y(x)) by computing a
Bezout relation between 1−2xY and P (x, Y ) = xY 2−Y +1). One obtains the inhomogeneous
differential equation

(4x2 − x)y′(x) + (2x− 1)y(x) + 1 = 0.

From this, we can derive the simpler recurrence relation Cn = 4n−2
n+1 · Cn−1 for all n ≥ 1, from

which we further derive the closed formula Cn = 1
n+1

(
2n
n

)
. Using Stirling’s formula, we also

deduce the asymptotic estimate Cn ∼ 4n/
√
πn3.

This example shows that being able to write down an equation (either algebraic or dif-
ferential) for a generating series can help a lot in studying its coefficients (even if obtaining
explicit closed formulas as we did for the Catalan numbers will not be possible in general).
Besides, in many cases it turns out that the algebraicity of a generating series is the mirror of
a (sometimes hidden) “algebraic” structure on the combinatorial side which often takes the
form of a recursive tree structure: in the previous example, for instance, a Dyck path can be
decomposed as a concatenation of smaller Dyck paths which themselves can be decomposed
similarly, etc. We refer to [26] for a detailed discussion on this topic (including much more
examples).

Let’s restrict our attention to the differential field extension F = Q((x)) of Q(x) (here,
Q((x)) is equipped with the usual derivation given by (

∑
n anx

n)′ =
∑

n annx
n−1). Here

are some properties of the elements of Q((x)) algebraic over Q(x); they do not characterize
algebraicity but they may help to recognize transcendance.

Proposition 1.4. Consider an algebraic f(x) =
∑

n≥0 anx
n ∈ Q[[x]] \ Q[x]. Then f(x) has

a finite nonzero radius of convergence, can be analytically continued along any path in C \
{finitely many points} and admits a convergent Puiseux expansion at any point of C.

Remark 1.5. None of the properties listed in Proposition 1.4 is satisfied by all D-finite elements
of Q[[x]], except the fact that any D-finite germ of analytic function can be analytically
continued along all path avoiding the finitely many singularities of any differential equations it
satisfies (we will come back to this later). Here are counter-examples:

• D-finite power series may be divergent; this is the case of

f(x) =
∑
k≥1

(−1)k−1(k − 1)!xk

that satisfies Euler’s equation given by

x2y′(x) + y(x) = x.
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• Non polynomial D-finite functions may be entire functions; this is the case of ex.

• D-finite power series may not have a Puiseux series expansion at any point; this is the
case of ln(1− x).

In particular, this shows that f(x) =
∑

k≥1(−1)k−1(k − 1)!xk, ex and ln(1 − x) are transcen-
dental.

Proposition 1.6 (Theorems A and D in [47]). Consider an algebraic f(x) =
∑

n≥0 anx
n ∈

Q[[x]] \Q[x]. Then its coefficient sequence (an)n≥0 is such that

an =
βnnr

Γ(r + 1)

m∑
i=0

Ciω
n
i +O(βnnq), (4)

where m ∈ Z≥0, r ∈ Q \ Z<0, q < r, β ∈ Q, and Ci, ωi ∈ Q \ {0} with |ωi| = 1.

This leads to the following useful transcendence criterion.

Corollary 1.7 (“Flajolet’s criterion”). If f(x) =
∑

n≥0 anx
n ∈ Q[[x]] and an ∼ γ βn nr with

either r 6∈ Q \ Z<0, or β /∈ Q, or γ · Γ(r + 1) /∈ Q, then f(x) is transcendental.

Example 1.8. A very simple example of application is ln(1−x) because we have an asymptotic
behavior as in Corollary 1.7 with r = −1.

In a more arithmetic vain, we have:

Proposition 1.9 (Eisenstein (1852)). If f(x) =
∑

k≥0 akx
k ∈ Q[[x]] is algebraic, then there

exists N ∈ N \ {0} such that f(Nx)− f(0) ∈ Z[[x]]. In particular, only a finite number of prime
numbers can divide the denominators of the coefficients ak.

Remark 1.10. This property is not satisfied by all D-finite elements of Q[[x]]; counter-examples
include ln(1− x) and ex.

Consider an algebraic f(x) =
∑

k≥0 akx
k ∈ Q[[x]]. According to Proposition 1.9, only

finitely many primes are involved in the denominators of the coefficients of f . Therefore,
one can consider the reduction fp ∈ Fp((x)) of f modulo almost all prime p. Of course, fp is
algebraic over Fp(x) for almost all prime p.

Is the converse true ? Precisely, consider an f ∈ Q[[x]] that can be reduced modulo p for
almost all prime p (i.e., such that only finitely many primes are involved in the denominators
of the coefficients of f) and assume that, for almost all prime p, its reduction fp ∈ Fp((x)) is
algebraic over Fp(x). Is it true that f is algebraic ? The answer is negative, even if we restrict
our attention to D-finite power series. Indeed, we have already seen that the D-finite power
series

f(x) =
∑
k≥1

(−1)k−1(k − 1)!xk

is transcendental but, for all prime p, its reduction is polynomial and, hence, algebraic.

Remark 1.11. You may object that this is not a good example because the sequence of
coefficients ((−1)k−1(k− 1)!)k≥1 grow too fast. Exercise 2 gives another counter-example with
a sequence of coefficients having moderate growth.
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However, we will see that the converse is true for solutions of first order equations and that
there is a lot to be said for equations of arbitrary order if instead of considering single D-finite
series, we consider full bases of solutions. We will see this in details in the next section.

Exercise 2 — Throughout this exercise, f(x) will denote the series

f(x) =
∞∑
n=0

(
2n

n

)t
xn ∈ Z[[x]]

for t ∈ Z≥2. The aim of this exercise is to prove that f(x) is transcendental. We follow the
proof given in [82].

1. Consider a prime number p. Consider n,m ∈ Z≥0 and i, j ∈ {0, . . . , p− 1}. Prove Lucas’
congruence: (

np+ i

mp+ j

)
≡
(
n

m

)(
i

j

)
(mod p)

2. Prove that, for any odd prime p, the reduction fp(x) ∈ Fp[[x]] of f(x) modulo p is
algebraic over Fp(x) and satisfies

fp(x) = αpfp(x)p

where αp =
∑ p−1

2
i=0

(
2i
i

)t
xi ∈ Fp[x].

3. Let p > 2 be a prime. We set

F (X) = Xp−1 − αp ∈ Fp(x)[X].

We let F (X) =
∏k
i=1 Pi(X) be the irreducible factorization of F (X) in Fp(x)[X]. Let K

be the splitting field of F (X) over Fp(x) and set r = [K : Fp(x)].
a) Prove that each Pi(X) has degree r.
b) Prove that fp has degree r over Fp(x).
c) Prove that r 6= 1.
d) Prove that if p > 3t−1 then r 6= 2.
e) Prove that r divides p− 1.

4. Prove that, for any A > 0, there exist infinitely many primes p such that whenever
m ∈ Z≥1 divides p− 1, then m = 1, 2 or m > A.

5. Conclude.

Exercise 3 — We recall that the Hadamard product of f(x) =
∑

k fkx
k ∈ Q((x)) and g(x) =∑

k gkx
k ∈ Q((x)) is given by

f � g(x) =
∑
k

fkgkx
k ∈ Q((x)).

1. Use the result of Exercise 2 to prove that algebraicity is not necessarily preserved by
Hadamard product.

2. Prove that D-finiteness is preserved by Hadamard product.
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Exercise 4 — Prove that
⋃
d≥1 Fp((x1/d)) is no algebraically closed.

Exercise 5 — (Dieudonné-Dwork Lemma.) Let f(x) =
∑

i≥0 aix
i ∈ 1 + xQp[[x]] be a formal

power series.
1. The first objective of this exercise is to prove that the following properties are equivalent:

(i) The coefficients ai of f(x) are in Zp.
(ii) f(x)p/f(xp) ∈ 1 + pxZp[[x]].
This result is called Dieudonné-Dwork Lemma. We follow the proof given in [77,
p. 409].

a) Prove (i)⇒ (ii).
b) We will now prove (ii)⇒ (i). By assumption, we have

f(x)p = f(xp)

1 + p
∑
j≥1

bjx
j

 (5)

for some bj ∈ Zp. We will prove that the ai belongs to Zp by induction. We have
a0 = 1 ∈ Zp. Consider n ∈ Z>0 and assume that, for all i ∈ {0, . . . , n− 1}, ai ∈ Zp.
Let us prove that an ∈ Zp.

i – Prove that the coefficient of xn in the left-hand side of (5) is of the form

apn/p + pan + terms in pZp

with an/p = 0 when n is not divisible by p.
ii – Prove that the coefficient of xn in the right-hand side of (5) is of the form

an/p + terms in pZp.

iii – Conclude.
2. Let g(x) =

∑
i≥1 aix

i ∈ xQp[[x]] be a formal power series. One can prove that the
following properties are equivalent :
(i) The coefficients of eg(x) ∈ x1 + xQp[[x]] are in Zp.

(ii) g(xp)− pg(x) ∈ pZp[[x]].
a) Prove the implication (ii)⇒(i) using Dieudonné-Dwork Lemma.
b) Consider

f(x) = exp(arctan(x))

which is solution of the following first order differential equation:

y′ =
1

x2 + 1
y.

We set

f(x) = exp(arctan(x)) =
∞∑
n=0

cnx
n

where the cn’s are rational numbers. Determine for which prime p 6= 2 (for
simplicity) all the cn are p-adic integers.
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2 Grothendieck’s conjecture

Grothendieck’s conjecture relates the existence of a full basis of algebraic solutions of the
differential equation (2) to the existence of a full basis of rational solutions of its reductions
modulo almost all prime numbers p. We first examine in detail the case of first order equations
in §2.1 and come to the general case in §2.2.

2.1 The case of equations of order 1: Honda’s theorem

Consider a linear differential operator of order 1

L = ∂x + a(x) (7)

with a(x) ∈ Q(x) and ∂x = d/dx. It makes sense to consider the reduction a(x) mod p ∈
Fp(x) of (the coefficients of) a(x) modulo p for almost all prime numbers p (for instance,
a(x) = 1

2(x−1) can be reduced modulo p for all prime p but p = 2). Thus, one can consider the
reduction

Lp = ∂x + a(x) mod p (8)

of L modulo p for almost all primes p. This is a linear differential operator of order 1 with
coefficients in Fp(x). Our aim is to relate the existence of a nonzero algebraic solution of (7)
to the existence of nonzero rational solutions of the reduced equations (8).

In what follows, we say that an element f of a differential field extension of Q(x) (resp.
Fp(x)) is a solution of L (resp. of Lp) when it is a solution of the corresponding differential
equation, i.e., when L (f) = f ′ + a(x)f = 0 (resp. Lp(f) = f ′ + a(x)f = 0).

2.1.1 Rational and algebraic solutions in characteristic 0: a criterion

What makes the case of first order equations tractable is the fact that there is a simple explicit
criterion for the existence of a nonzero algebraic (or rational) solution.

Proposition 2.1. The monic first order differential operator (7) has a nonzero rational (resp.
algebraic) solution if and only if its constant coefficient a(x) has at most a simple pole with
integral (resp. rational) residue at each point of Q and vanishes at∞.

Proof. We first consider the “rational case”. Let us first assume that a(x) has at most a simple
pole with integral residue at each point of Q and vanishes at∞. We thus have

− a(x) =
m∑
i=1

ni
x− ai

(9)

for some ai ∈ Q and some ni ∈ Z. A straightforward calculation shows that

f(x) =
m∏
i=1

(x− ai)ni (10)

is a nonzero rational solution of (7).
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Conversely, assume that (7) has a nonzero rational solution f(x). This f(x) can be factored
as a product of linear factors f(x) = c

∏m
i=1(x − ai)ni with c ∈ Q×, ai ∈ Q and ni ∈ Z. A

straightforward calculation yields

−a(x) =
f ′(x)

f(x)
=

m∑
i=1

ni
x− ai

.

This shows that a(x) has at most a simple pole with integral residue at each point of Q and
vanishes at∞, as expected.

We now consider the “algebraic case”. Let us first assume that a(x) has at most a simple
pole with rational residue at each point of Q and vanishes at∞. Then, we can argue as we did
above in the rational case, the only differences being that the ni involved in (9) are no longer
in Z but in Q and that (10) is no longer rational but algebraic.

Conversely, assume that (7) has a nonzero algebraic solution f(x). Let M(Y ) = Y N +∑N−1
i=0 mi(x)Y i ∈ Q(x)[Y ] be the minimal polynomial of f(x) over Q(x). By differentiating

the equality M(f) = 0 with respect to x and by using f ′(x) = −a(x)f(x), we get

0 = M(f)′ = NfN−1f ′ +
N−1∑
i=0

m′i(x)f i +
N−1∑
i=0

mi(x)if i−1f ′

= −NfN−1a(x)f +
N−1∑
i=0

m′i(x)f i −
N−1∑
i=0

mi(x)if i−1a(x)f

= −Na(x)fN +

N−1∑
i=0

(m′i(x)−mi(x)ia(x))f i.

Hence, the polynomial P (Y ) = −Na(x)Y N +
∑N−1

i=0 (m′i(x)−mi(x)ia(x))Y i satisfies P (f) = 0.
By minimality of M(Y ), we get P (Y ) = −Na(x)M(Y ). Equating the constant terms in this
equality, we get that m0(x) is a nonzero solution in Q(x) of y′(x) = −Na(x)y(x). Using the
“rational case” treated above, we get that −Na(x) has at most a simple pole with integral
residue at each point of Q and vanishes at ∞. Hence, a(x) has at most a simple pole with
rational residue at each point of Q and vanishes at∞, as expected.

2.1.2 Algebraic solutions: from characteristic 0 to characteristic p

We shall now consider the following question: assuming that (7) has a nonzero algebraic
solution, what can be said about the reduced equation (8)? It is natural to expect that the
latter has a nonzero algebraic solution as well for almost all primes p. Actually, something
even better happens. Let us consider an example.

Example 2.2. Consider the differential equation

y′ =
1

2(x− 1)
y. (11)

It has a nonzero algebraic solution, namely f(x) = (1 − x)1/2. For any prime p 6= 2, one
can consider the reduction of (11) modulo p. Any such reduced equation has a nonzero
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algebraic solution, namely fp(x) = (1−x)1/2. Let us clarify our notations: fp(x) is a root of the
polynomial Y 2 − (1− x) ∈ Fp(x)[Y ], whereas f(x) is a root of the polynomial Y 2 − (1− x) ∈
Q(x)[Y ]. However, the reduction of (11) modulo p can also be written as y′ =

np
x−1y where

np ∈ Z is such that np ≡ 1
2 mod p and, hence f̃p(x) = (1 − x)np is a nonzero solution of the

reduction modulo p of (11). The interesting point is that f̃p(x) is not only algebraic but rational,
contrary to fp(x)!

This phenomenon does not happen in characteristic 0: (11) has an algebraic solution
f(x) = (1 − x)1/2 ∈ Q((x)) but no nonzero rational solution because any other solution
g(x) ∈ Q((x)) is of the form g(x) = λf(x) for some λ ∈ Q. Why is there such a difference
difference between zero and positive characteristic? In characteristic p, the reduction modulo
p of (11) has an algebraic solution fp(x) = (1 − x)1/2 ∈ Fp((x)) and any other solution
gp(x) ∈ Fp((x)) is of the form gp(x) = λfp(x). So far, everything is quite similar to the
characteristic zero case, but there is an important difference: λ is not necessarily in Fp, it
rather belongs to a much bigger field, namely to the field of constants of the differential field
Fp((x)) given by

{u(x) ∈ Fp((x)) | u′(x) = 0} = Fp((xp)).

The phenomenon observed in Example 2.2 is a general fact as shown by Theorem 2.4 below.
Let us first give an analogue in positive characteristic of the “rational case” of Proposition 2.1.

Proposition 2.3. Consider b(x) ∈ Fp(x). The differential equation

y′ + b(x)y = 0

has a nonzero rational solution if and only if b(x) has at most a simple pole with residue in Fp at
each point of Fp and vanishes at∞.

Proof. The proof is entirely similar to the proof of the rational case of Proposition 2.1, it is
sufficient to replace everywhere Q by Fp and Z by Fp.

Exercise 6 — Consider the differential equation

y′ =
1

x2 + 1
y (12)

whose general solution in characteristic zero is c · exp(arctan(x)) where c is a constant. We
are interested in determining whether or not this equation has a rational solution in char-
acteristic p > 0. Proposition 2.3 ensures that, for all b(x) ∈ Fp(x), the differential equation
y′+ b(x)y = 0 has a nonzero rational solution if and only if b(x) has at most a simple pole with
residue in Fp at each point of Fp and vanishes at∞. Using this result, prove the following:

1. The reduction modulo p = 2 of equation (12) has no nonzero rational solution.
2. The reduction modulo p > 2 of equation (12) has a nonzero rational solution if and

only if p ≡ 1 (mod 4).

Theorem 2.4. If (7) has a nonzero algebraic solution, then, for almost all primes p, (8) has a
nonzero rational solution.
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Proof. Proposition 2.1 (and its proof) ensures that

a(x) =
m∑
i=1

ei
x− ai

(13)

for some ai ∈ Q and some ei ∈ Q.
Let us first assume that the ai’s belong to Q. For any prime p, we let Z(p) be the ring of

rational numbers with denominator relatively prime to p. We denote by πp : Z(p) → Fp the
“reduction modulo p” map. For almost all primes p, the ai’s and the ei’s belong to Z(p). For any
such p, we have:

a(x) mod p =

m∑
i=1

πp(ei)

x− πp(ai)

and the result follows from Proposition 2.3.
The proof in the general case is similar but requires basic notions from algebraic number

theory. Let K be a number field containing the ai and the ei. Let OK be the ring of integers
of K. For any prime P of K (which is by definition a prime ideal of OK), we let OK,P be the
valuation ring ofK at P (this is the localization ofOK at P). We denote by κP = OK,P/POK,P
the corresponding residue field and by πP : OK,P → κP the quotient map. The residue field
κP is a finite field of characteristic p such that P ∩ Z = (p). We say that P is above p. For
almost all primes p, for all primes P of K above p (there is always at least one and they are
finitely many), the ai’s and the ei’s belong to OK,P. For such p and P, we have:

a(x) mod p = a(x) modP =

m∑
i=1

πP(ei)

x− πP(ai)
.

Since ei is rational, πP(ei) belongs to the prime subfield Fp of κP. The result follows from
Proposition 2.3.

2.1.3 From characteristic p to characteristic 0

It is now tempting to ask: if (8) has a nonzero rational solution for almost all primes p, does
(7) have a nonzero algebraic solution? The (positive) answer is given by the following result.

Theorem 2.5 (Honda [54]). The converse of Theorem 2.4 holds true, i.e., if, for almost all
primes p, (8) has a nonzero rational solution, then (7) has a nonzero algebraic solution.

Proof. Consider the partial fraction decomposition of a(x):

a(x) = P (x) +

m∑
i=1

ri∑
j=1

αi,j
(x− ai)j

with P (x) ∈ Q[x], ai ∈ Q, αi,j ∈ Q and rj ∈ Z≥1. According to Proposition 2.1, we have to
prove that P (x) and the αi,j ’s for j ≥ 2 are 0 and that the αi,1’s belong to Q.

Let K be a number field containing the ai, the αi,j ’s and the coefficients of P (x). We will
use the notation and terminology (prime P of K, valuation ring OK,P, quotient map πP, etc.)
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introduced in the proof of Theorem 2.4. For almost all primes p, for all primes P of K above p,
the ai’s, the αi,j ’s and the coefficients of P (x) belong to OK,P. For such p and P, we have:

a(x) mod p = a(x) modP = P πP(x) +

m∑
i=1

ri∑
j=1

πP(αi,j)

(x− πP(ai))j
,

where P πP(x) denotes the polynomial obtained from P (x) by applying πP coefficientwise.
Proposition 2.3 ensures that, for almost all primes p, a(x) mod p has at most simple poles,

so, for almost all primes p, for all primes P of K above p, for all j ∈ {2, . . . , ri}, we have
πP(αi,j) = 0, i.e., αi,j ∈ P. This implies that, for all j ∈ {2, . . . , ri}, we have αi,j = 0. Similarly,
Proposition 2.3 also ensures that, for almost all primes p, a(x) mod p vanishes at ∞, so, for
almost all primes p, for all primes P of K above p, P πP(x) = 0. This implies that P (x) = 0.
Last, Proposition 2.3 ensures that, for almost all primes p, for all primes P above p, we have
πP(αi,1) ∈ Fp. Using Kronecker’s Theorem recalled below, we get that αi,1 belongs to Q and
Proposition 2.1 yields the desired result: (7) has a nonzero algebraic solution.

The Kronecker Theorem mentioned above (which is usually seen as a consequence of
Chebotarev’s density Theorem) reads as follows

Theorem 2.6 (Kronecker). An irreducible element P (x) of Q[x] such that, for almost all primes p,
P (x) mod p has a zero in Fp is linear.

2.1.4 Rational solutions in characteristic p and p-curvature

Consider a differential equation
y′ + b(x)y = 0 (14)

with b(x) ∈ Fp(x). We will give an alternative criterion (an alternative to Proposition 2.3) for
determining whether (14) has a nonzero rational solution based on the notion of p-curvature
that we shall now introduce.

Consider the map

∆ : Fp(x) → Fp(x)

f 7→ f ′ + b(x)f.

It is Fp(xp)-linear and satisfies

∀f, g ∈ Fp(x),∆(fg) = f ′g + f∆(g). (15)

The homogeneity follows from the fact that the elements of Fp(xp) are constants of the
differential field Fp(x) in the sense that their derivative is 0 (see Exercise 7 below) implying
that ∆(αg) = α′g + α∆(g) = α∆(g) for all α ∈ Fp(xp) and f ∈ Fp(x).

Exercise 7 — Prove that the field of constants of the differential field Fp(x) is Fp(xp), i.e.,

Fp(xp) = {f(x) ∈ Fp(x) | f ′(x) = 0}.

12



Definition 2.7. The map
∆p : Fp(x)→ Fp(x)

is called the p-curvature of (14).

A remarkable and fundamental fact is:

Proposition 2.8. The p-curvature is not only Fp(xp)-linear but it is also Fp(x)-linear.

Proof. Indeed, a simple induction along with (15) show that, for all k ≥ 0, for all α, f ∈ Fp(x),
we have

∆k(αf) =
k∑
i=0

(
k

i

)
α(i)∆k−i(f).

Taking k = p and using the fact that
(
p
i

)
≡ 0 mod p for all 1 < i < p, we get

∆p(αf) = α(p) + α∆p(f),

and the Fp(x)-homogeneity follows from the fact that α(p) = 0.

As it is Fp(x)-linear, the p-curvature is entirely determined by its value at 1:

∀f ∈ Fp(x), ∆p(f) = ∆p(1)f.

For this reason, we often say that the p-curvature of (14) is ∆p(1) ∈ Fp(x).
Note that we actually have

∆p(1) ∈ Fp(xp).

Indeed, we have, for all f ∈ Fp(x),

∆(∆p(f)) = ∆(∆p(1)f).

But, on the one hand,
∆(∆p(f)) = ∆p(∆(f)) = ∆p(1)∆(f)

and, on the other hand, by (15),

∆(∆p(1)f) = ∆p(1)′f + ∆p(1)∆(f).

Therefore, ∆p(1)′ = 0, so ∆(1) ∈ Fp(xp).

Remark 2.9. The above properties of the p-curvature can also be seen as a consequence of the
fact that (∂x + b(x))p is a central element in Fp(x)〈∂x〉. Indeed, a simple induction along with
the identity (∂x + b(x))f = f ′ + f(∂x + b(x)) shows that, for all f ∈ Fp(x),

(∂x + b(x))pf =

p∑
i=0

(
p

i

)
f (i)(∂x + b(x))p−i = f(∂x + b(x))p,

so (∂x + b(x))p and f commute. Moreover, the equality ∂x = (∂x + b(x))− b(x) and the fact
that (∂x + b(x)) and b(x) commute with (∂x + b(x))p imply that ∂x commute with (∂x + b(x))p
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as well. This proves our claim that (∂x + b(x))p is a central element in Fp(x)〈∂x〉. Now, we
have (

∂x + b(x)
)p

= ∂px + ?∂p−1x + · · ·+ ?∂x + bp(x) (16)

where ? are some unspecified elements of Fp(x) and Exercise 8 below ensures that all terms in
∂ix with 1 ≤ i < p have to vanish, and that bp(x) belongs to Fp(xp). In conclusion, we have the
relation (

∂x + b(x)
)p

= ∂px + bp(x). (17)

This implies that

∆p : Fp(x) → Fp(x)

f 7→ ∆p(f) = f (p) + bp(x)f

is Fp(x)-linear and that ∆p(1) = bp(x) belongs to Fp(xp).
Formula (17) also shows the following:

Proposition 2.10. The p-curvature ∆p(1) = bp(x) is the opposite of the remainder in the right
Euclidean division of ∂px by L = ∂x + b(x).

In particular, the p-curvature vanishes if and only if L divides ∂px in Fp(x)〈∂x〉.

Exercise 8 — Prove that the center Z of Fp(x)〈∂x〉 is equal to Fp(xp)〈∂px〉 (to be compared to
the center Q of Q(x)〈∂x〉).

Proposition 2.11. The differential equation (14) has a nonzero rational solution if and only if
∆p = 0.

Proof. If (14) has a nonzero rational solution f , then ∆(f) = 0 and, hence, ∆p(f) = 0. As ∆p

is Fp(x)-linear, we get ∆p = 0. Conversely, if ∆p = 0, then ∆ has a nonzero kernel and, hence,
(14) has a nonzero rational solution.

We conclude this section by giving inductive and closed formulae for the p-curvature.
For all k ≥ 0, we denote by bk(x) ∈ Fp(x) the constant term of the differential operator(

∂x + b(x)
)k, so that (

∂x + b(x)
)k

= ∂kx + ?∂k−1x + · · ·+ ?∂x + bk(x), (18)

where ? are some unspecified elements of Fp(x). Equating the terms of degree 0 (with respect
to ∂x) in the equality (∂x + b(x))k+1 = (∂x + b(x)) · (∂x + b(x))k, we get the following inductive
formula for computing the bk(x)’s:

∀k ≥ 0, bk+1(x) = b′k(x) + b(x)bk(x). (19)

This gives the desired inductive formula for the p-curvature of (14) since

∆p(1) = bp(x).

Last, one can deduce from (19) the following remarkable closed formula (that does not
extend to higher order equations).

14



Theorem 2.12. We have bp(x) = b(p−1)(x) + b(x)p.

Proof. This proof is due to Jacobson [56]. For another proof, due to Van der Put, see Exercise
9 below. For a positive integer k, let Ik be the set of all tuples α = (α1, . . . , αk) of nonnegative
integers such that

∑k
i=1 iαi = k. A calculation shows that bk(x) is explicitly given by

bk(x) =
∑
α∈Ik

λα · b(x)α1 · b(1)(x)α2 · · · b(k−1)(x)αk ,

where λα is a coefficient in Z determined by the following rule

λα =

k∑
i=1

(αi−1 + 1) · λτi(α) (for α ∈ Ik),

where τi denotes the function from Ik to Ik−1 defined by

τi(α) = (α1, . . . , αi−2, αi−1−1, αi+1, αi+1, . . . , αk−1)

and where we agree that λβ = 0 if β has one negative coordinate. From this relation, one can
check by induction on k that λα (with α = (α1, . . . , αk) ∈ Ik) is given by the closed formula:

λα =
k!

(α1)! · · · (αk)! · (2!)α2 · (3!)α3 · · · (k!)αk
.

In particular, when k = p, we find that the λα’s vanish modulo p for all α ∈ Ip (thanks to
the numerator p!) except when α = (p, 0, . . . , 0) or α = (0, . . . , 0, 1) (because, in those cases,
the numerator cancels with a factor p! in the denominator). Besides, in both cases, one finds
λα = 1. This concludes the proof.

Remark 2.13. If (14) has p-curvature 0, then an explicit rational solution is given by

u0(x) =

p−1∑
k=0

(−1)k
xk

k!
bk(x) =

p−1∑
k=0

(−1)k
xk

k!
∆k(1). (20)

Indeed, using (15), we get, for all k ∈ {1, . . . , p− 1},

∆

(
xk

k!
∆k(1)

)
=

(
xk

k!

)′
∆k(1) +

xk

k!
∆
(

∆k(1)
)

=
xk−1

(k − 1)!
∆k(1) +

xk

k!
∆k+1(1)

and, hence,

∆(u0(x)) = ∆

(
p−1∑
k=0

(−1)k
xk

k!
∆k(1)

)
= ∆(1) +

p−1∑
k=1

(−1)k
(

xk−1

(k − 1)!
∆k(1) +

xk

k!
∆k+1(1)

)
= (−1)p−1

xp−1

(p− 1)!
∆p(1).

It follows that (20) is a solution of (14) if and only if the latter equation has p-curvature 0,
whence our claim. Note that, according to Wilson theorem,

(−1)p−1
xp−1

(p− 1)!
∆p(1) = −(−1)p−1xp−1∆p(1)
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but this will not be used.
But, be careful, (20) may be 0. Indeed, if b = x−1 then ∆(1) = 1′ + x−11 = x−1,

∆2(x−1) = −x−2 + x−1x−1 = 0 and, hence, for all k ∈ Z≥2, ∆k(1) = 0. It follows that
u0(x) = 1− x∆(1) = 0.

However, if b(x) has no pole at 0, then u0(x) has no pole at 0 as well and we have u0(0) = 1.
So u0(x) is nonzero rational solution of y′ + b(x)y = 0.

Note that, more generally, if a ∈ Fp is not a pole of b(x), then

ua(x) =

p−1∑
k=0

(−1)k
(x− a)k

k!
bk(x)

is a nonzero rational solutions of y′ + b(x)y = 0.

Exercise 9 — In this exercise, we give a second proof of the formula bp(x) = b(p−1)(x) + b(x)p

for the p-curvature of the rank 1 equation y′ + b(x)y = 0 with b(x) ∈ Fp(x) after M. van der
Put in [87].

1. Prove that, for any b1(x), b2(x) ∈ Fp(x), the p-curvature of y′ + (b1(x) + b2(x))y = 0 is
equal to the sum of the p-curvatures of y′ + b1(x)y = 0 and y′ + b2(x)y = 0.

2. Explain why it is sufficient to prove the desired formula for the p-curvature in the case
b = cxi with c ∈ Fp(xp) and i ∈ {0, . . . , p− 1}.

3. Prove that the map that associates to an element c of Fp(xp) the p-curvature (seen as an
element of Fp(xp)) of y′ + cxi is of the form

c 7→ cpxip + cp−1ep−1 + · · ·+ ce1

where the ej are elements of Fp(x) not depending on c.
4. Prove that ep−1 = · · · = e2 = 0 and give an explicit expression for e1.
5. Conclude.

Exercise 10 — Give a second proof of Proposition 2.3 stating that, for all b(x) ∈ Fp(x), the
differential equation y′ + b(x)y = 0 has a nonzero rational solution if and only if b(x) has at
most a simple pole with residue in Fp at each point of Fp and vanishes at∞ using the explicit
formula bp(x) = b(p−1)(x) + b(x)p for the p-curvature of y′ + b(x)y = 0 given by Theorem 2.12.

Remark 2.14. There is a link between the p-curvature of first-order linear differential operators
and a fairly famous algorithm for factoring polynomials in Fp[x], designed by Niederreiter
in [70]. This connection seems to have been unnoticed until now. To factor a separable
polynomial f =

∏
i gi of Fp[x], with irreducible gi, Niederreiter considers the space of rational

functions y = h/f solutions of the equation y(p−1) + yp = 0, and shows that as a vector space
over Fp it is generated by the logarithmic derivatives g′i/gi. As a result, factoring boils down to
a linear algebra problem over Fp. This algorithm created a lot of excitement as a promising
alternative to the much more classical one due to Berlekamp [7].

Putting together Theorem 2.4, Theorem 2.5, Proposition 2.11 and Remark 2.9, we obtain
the following result.
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Theorem 2.15. Let L = ∂x + a(x) as in equation (7) and, for almost all prime numbers p,
denote by Lp its reduction modulo p as in equation (8). The following properties are equivalent:

(1) L has a nonzero algebraic solution;

(2) for almost all primes p, Lp has a nonzero rational solution;

(3) for almost all primes p, the p-curvature of Lp vanishes;

(4) for almost all primes p, the operator Lp divides ∂px in Fp(x)〈∂x〉.

Grothendieck’s p-curvature conjecture is a far reaching conjectural generalization of these
equivalences for higher order equations.

2.2 The general case

Let us now consider a linear differential operator of arbitrary order:

L = ∂nx + an−1(x)·∂n−1x + · · ·+ a1(x)·∂x + a0(x) (22)

with ai(x) ∈ Q(x). As in the order-1 case, one can consider the reduction Lp of L modulo p
for almost all primes p. This is a differential operator of order n with coefficients in Fp(x).
Grothendieck’s conjecture relates the algebraicity of the solutions of L to the rationality of the
solutions of Lp for almost all primes p.

In view of the case of order one equations studied above, it is tempting to expect that a
solution of a linear differential equation is algebraic if and only if almost all its reductions
modulo p are algebraic. We have already seen at the end of Section 1 that this expectation is
completely false. We can also ask the following question: if for almost all prime p, Lp admits a
non-zero algebraic (or rational) solution, does L necessarily admit an algebraic solution? The
answer is again negative, as the following example shows.

Example 2.16. Consider the inhomogeneous differential equation of order 1, called Euler
equation, given by

x2y′(x) + y(x) = x. (23)

Note that a formal power series f(x) =
∑

k≥0 akx
k satisfies the latter equation if and only if∑

k≥0
kakx

k+1 +
∑
k≥0

akx
k = x

if and only if a0 = 0, a1 = 1 and, for all k ≥ 0, ak = −(k − 1)ak−1. Therefore, (23) has a
unique formal power series solution given by

f(x) =
∑
k≥1

(−1)k−1(k − 1)!xk.

The reduction fp(x) of f(x) modulo any prime p is polynomial but f(x) is not algebraic (as it
is divergent). The homogenized equation(

x2y′(x) + y(x)

x

)′
= xy′′(x) + (1 +

1

x
)y′(x)− y(x)

x2
= 0

has no nonzero algebraic solutions because its nonzero formal Puiseux series solutions are
scalar multiples of f(x) (exercise) and, hence, are not algebraic. But, for any prime p, its
reduction modulo p has a nonzero polynomial solution.

17



So, the straightforward generalization of Theorem 2.15 cannot be true for higher order
differential operators: there are many examples of differential equations that do not admit
algebraic solutions and whose reductions modulo p have nonzero rational solutions for almost
all p.

The main new insight behind Grothendieck’s conjecture is the brilliant idea to replace the
existence of a unique nonzero solution by the existence of a full basis of solutions.

We recall that the set of solutions of L in Q(x) is a Q-vector space of dimension at most n
by the wronskian lemma (see Exercise 11). When this dimension is maximal, that is, equal
to n, we say that L has a full basis of algebraic solutions. Similarly, it is tempting to look at
the set of solutions of Lp in Fp(x) as an Fp-vector space. However, the example given by the
differential equation y(p) = 0 shows that this vector space may be infinite dimensional (any
element of Fp(x) is a solution of y(p) = 0). The point is that Q is the relevant base field in
characteristic 0 because it is the field of differential constants of Q(x). In characteristic p, the
field of differential constants of Fp(x) is not Fp but Fp(xp) (a differential constant may depend
on x in characteristic p (!)). Now, the wronskian lemma ensures that the set of solutions of Lp

in Fp(x) is an Fp(xp)-vector space of dimension at most n. When this dimension is maximal,
that is, equal to n, we say that Lp has a full basis of rational solutions.

Exercise 11 — (Wronskian Lemma) Let K be a differential field and denote by C = {f ∈
K | f ′ = 0} its field of constants.

1. Consider a differential system Y ′ = AY with A ∈ Mn(K).
a) Prove that any K-linearly dependent family of solutions of Y ′ = AY in Kn is

actually C-linearly dependent.
b) Prove that the C-vector space of solutions of Y ′ = AY in Kn has dimension ≤ n.

2. Consider a differential equation

y(n) + an−1y
(n−1) + · · ·+ a0y = 0

with coefficients a0, . . . , an−1 ∈ K. Prove that the C-vector space of solutions in K of
the latter differential equation has dimension ≤ n.

We are now ready to state Grothendieck’s conjecture.

Conjecture 2.17 (Grothendieck’s conjecture). For a differential operator L ∈ Q(x)〈∂x〉 as in
equation (22), the following properties are equivalent:

(1) L has a full basis of algebraic solutions;

(2) for almost all primes p, Lp has a full basis of rational solutions.

Consider the linear differential operator

L = ∂nx + bn−1(x)·∂n−1x + · · ·+ b1(x)·∂x + b0(x) (24)

with bi(x) ∈ Fp(x). There is no straightforward generalization of Proposition 2.3 for determin-
ing whether (24) has a full basis of rational solutions but the criterion given by Proposition
2.11 via the p-curvature does extend to higher order equations. Let us briefly explain this.
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Let Y ′ +B(x)Y = 0 be the differential system associated to (24), where

B =



0 −1 0 · · · 0 0
0 0 −1 · · · 0 0
...

...
...

...
...

...
0 0 0 · · · −1 0
0 0 0 · · · 0 −1
b0 b1 b2 · · · bn−2 bn−1


∈Mn(Fp(x)). (25)

Mimicking what has been done in Section 2.1.4 in the order-1 case, we consider the map

∆ : Fp(x)n → Fp(x)n

F 7→ F ′ +B(x)F.

It is Fp(xp)-linear and satisfies

∀f, g ∈ Fp(x),∆(fg) = f ′g + f∆(g).

Definition 2.18. The map
∆p : Fp(x)n → Fp(x)n

is called the p-curvature of (24).

As in the first-order case, one can easily prove that the p-curvature is not only Fp(xp)-linear,
but also Fp(x)-linear. Moreover, the inductive formula (19) for computing the p-curvature of
equations of order 1 can be extended as follows: the matrix Bp(x) of the p-curvature with
respect to the canonical basis is given by the recurrence

Bk+1(x) = B′k(x) +B(x)Bk(x) (26)

starting with B1(x) = B(x).
The following fundamental result is a generalization of Proposition 2.11 to higher order dif-

ferential equations. We recall the fact, already mentioned at the very beginning of Section 2.2,
that the set of solutions of a given L ∈ Fp(x)〈∂x〉 in Fp(x) of order n is an Fp(xp)-vector space
of dimension at most n and that, when this dimension is maximal, that is, equal to n, we say
that L has a full basis of rational solutions.

Theorem 2.19 (Cartier’s lemma). Let L ∈ Fp(x)〈∂x〉 be a differential operator as in equa-
tion (24). The following properties are equivalent:

(1) L has a full basis of rational solutions;

(2) the p-curvature of L (that is ∆p) vanishes;

(3) L divides ∂px in Fp(x)〈∂x〉.

Proof. Let us first note that the following properties, relative to the Fp(xp)-vector space S :=
ker(∆), are equivalent:

i) the differential equation (24) has a full basis of rational solutions;

ii) the Fp(xp)-vector space S has dimension n;
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iii) the Fp(x)-vector space Fp(x)n is spanned by S.

The equivalence between i) and ii) follows immediately from the easily verifiable fact that
the map

f(x) 7→ (f(x), f ′(x), . . . , f (n−1)(x))

induces an Fp(xp)-linear isomorphism from the Fp(xp)-vector space of solutions of L in Fp(x)
to the Fp(xp)-vector space S. The equivalence between ii) and iii) follows from the wronskian
lemma (see Exercise 11). Indeed, the wronskian lemma ensures that any family of elements of
S is linearly dependent over Fp(xp) if and only if it is linearly dependent over Fp(x). Therefore,
the dimension of the Fp(xp)-vector space S and the dimension of the Fp(x)-vector space
spanned by S are equal. Considering the case where one or other of these dimensions is n, we
obtain the equivalence between ii) and iii).

We are now ready to prove the theorem.
Let us first prove (1)=⇒(2). If L has a full basis of rational solutions, then the implication

i)=⇒iii) ensures that the Fp(x)-vector space Fp(x)n is spanned by S. Since ∆p is Fp(x)-linear
and vanishes on S, we have ∆p = 0.

Let us now prove (2)=⇒(1). We assume that ∆p = 0. We claim that the Fp(x)-vector space
Fp(x)n is spanned by S. To prove this, consider the map

P : Fp(x)n → Fp(x)n

F 7→
p−1∑
k=0

(−1)k
xk

k!
∆k(F ).

We first note that
∆(P (F )) = (−x)p−1∆p(F ) = 0;

indeed,

∆(P (F )) =

p−1∑
k=0

(−1)k
(

(
xk

k!
)′∆k(F ) + (−1)k

xk

k!
∆k+1(F )

)

= −
p−1∑
k=1

(−1)k−1
xk−1

(k − 1)!
∆k(F ) +

p−1∑
k=0

(−1)k
xk

k!
∆k+1(F )

= (−x)p−1∆p(F ) = 0

This implies that P has values in S. But, another calculation shows that, for all F ∈ Fp(x)n,
we have

F =

p−1∑
k=0

xk

k!
P (∆k(F ));
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indeed,

p−1∑
k=0

xk

k!
P (∆k(F )) =

p−1∑
k=0

xk

k!

p−1∑
l=0

(−1)l
xl

l!
∆k+l(F )

=

p−1∑
k=0

p−1∑
l=0

(−1)l
(
k + l

k, l

)
1

(k + l)!
xk+l∆k+l(F )

=

2(p−1)∑
j=0

 ∑
k,l∈{0,...,p−1}

k+l=j

(−1)l
(
j

k, l

) 1

j!
xj∆j(F ).

=

p−1∑
j=0

(1− 1)j
1

j!
xj∆j(F )

= F

where, for the fourth equality, we have used the fact that ∆j = 0 for all j ≥ p. This shows that
the Fp(x)-vector space Fp(x)n is spanned by S as claimed. Now, using the implication iii)=⇒i),
we get that L has a full basis of rational solutions.

It remains to prove that (2)⇐⇒(3). In order to do so, we first notice that, given rational
functions f0(x), . . . , fn−1(x), g0(x), . . . , gn−1(x), the equality

∆
(
f0(x), . . . , fn−1(x)

)
=
(
g0(x), . . . , gn−1(x)

)
is equivalent to the following congruence in Fp(x)〈∂x〉:(

f0(x) + · · ·+ fn−1(x)∂n−1x

)
· ∂x ≡ g0(x) + · · ·+ gn−1(x)∂n−1x (mod L ).

It follows from this observation that, writing Ei = (0, . . . , 0, 1, 0, . . . , 0) with the coordinate 1
in i-th position, the coordinates of ∆p(Ei) are exactly the coefficients of the remainder in the
division of ∂p+ix by L . Hence ∆p(Ei) vanishes if and only if L divides ∂p+ix . The equivalence
(2)⇐⇒(3) follows immediately.

Exercise 12 — Prove that a linear differential operator with coefficients in Fp(x) has a full
basis of rational solutions if and only if L has n solutions in Fp[x], linearly independent over
Fp(xp).

Remark 2.20. Actually, under the equivalent assertions (1)–(5), Proposition 1 in [24] shows
that there exists a full basis of polynomial solutions in Fp[x], each of them having degree less
than pd, where d is the maximal degree of the numerators/denominators of the coefficients
bi(x) of L in (24).

Exercise 13 — Consider the map

∆̂ : Fp((x))n → Fp((x))n

F 7→ F ′ +B(x)F.

21



1. State and prove an analogue of Theorem 2.19 involving the solutions in Fp((x))n of L

and ∆̂ instead of the rational solutions of L and ∆ respectively.
2. Deduce from the previous question that L has a full basis of rational solutions if and

only if L has n solutions in Fp((x)), linearly independent over Fp((xp)).
3. Prove that L has n solutions in Fp((x)), linearly independent over Fp((xp)) if and only

if L has n solutions in Fp[[x]], linearly independent over Fp[[xp]].

Remark 2.21. Assume that L has p-curvature zero. An easy calculation shows that

U0(x) =

p−1∑
k=0

(−1)k
xk

k!
Bk(x) ∈Mn(Fp(x))

is a solution of Y ′ +B(x)Y = 0. If, moreover, B(x) has no pole at 0, then U0(x) has no pole at
0 as well and we have U0(0) = In, so U0(x) is a fundamental matrix of rational solutions of
Y ′ +B(x)Y = 0. If B(x) has a pole at 0, then U0(x) is not necessarily invertible (we already
saw an example for first order equations).

Note that, more generally, if a ∈ Fp is not a pole of B(x), then

Ua(x) =

p−1∑
k=0

(−1)k
(x− a)k

k!
Bk(x)

is a fundamental matrix of rational solutions of Y ′ +B(x)Y = 0.

Exercise 14 — (Cartier) The aim of this exercise is to extend the link between the p-curvature
and the rational solutions of L beyond the p-curvature zero case.

1. By inspecting the proof of Theorem 2.19, give a link between the kernel of the p-
curvature and the space of rational solutions (i.e., in Fp(x)n) of Y ′ +B(x)Y = 0.

2. Prove that the dimension of the Fp(xp)-vector space of rational solutions of Y ′+B(x)Y =
0 or, equivalently, of (24) is equal to dimFp(x) ker ∆.

Putting together all that precedes, we obtain a simple algorithm to determine whether
(24) has a full basis of rational solutions: compute inductively Bp(x) and, then, check whether
Bp(x) vanishes. Note however that no extension of the simple formula of Theorem 2.12 is
known for higher order differential equations. Roughly speaking, this is due to the fact that,
contrarily to Fp(x), the ring of n× n matrices over Fp(x) is noncommutative as soon as n ≥ 2.
Computing the p-curvature is then much more complicated in this case but rather efficient
algorithms for this task are nevertheless available.

Using Theorem 2.19 (Cartier’s lemma), we get the following reformulation of Grothendieck’s
conjecture.

Conjecture 2.22 (Grothendieck’s conjecture in terms of p-curvature). For a differential opera-
tor L as in equation (22), the following properties are equivalent:

(1) L has a full basis of algebraic solutions;

(2) for almost all primes p, the p-curvature of Lp vanishes;

(3) for almost all primes p, Lp divides ∂px in the ring of differential operators Fp(x)〈∂x〉.
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Unfortunately, there no simple way to decide whether a given differential operator L
satisfies either of the the last two (equivalent) conditions of Conjecture 2.22. Nonetheless,
any differential operator L satisfying either of these conditions satisfies two easy-to-check
properties: they are regular singular with rational exponents. Let’s explain this.

3 Vanishing of the p-curvatures, regular singularities and rational
exponents: a result of Katz

In this section, we explain the meaning and prove the following statement.

Theorem 3.1 (Katz). Consider a differential operator L ∈ Q(x)〈∂〉. If, for almost all prime p,
the reduction Lp of L modulo p has a full basis of solutions in Fp(x) then L is regular singular
and has rational exponents.

Remark 3.2. The conclusion of the previous theorem still holds true if, in its hypothesis, we
replace “the reduction Lp of L modulo p has a full basis of solutions in Fp(x)”, which is
equivalent to “the reduction Lp of L modulo p has p-curvature 0”, by “the reduction Lp of L
modulo p has nilpotent p-curvature”. This is what Katz proved.

The fact that “L is regular singular and has rational exponents” means that L is regular
singular and has rational exponents at any s ∈ P1(Q). We will concentrate on the case s = 0;
the general case reduces to this particular case by a suitable change of variable as we will
explain later.

3.1 Regular singular differential equations

In this section, we let C be an algebraically closed field and we consider the differential fields
K = C(z) and K̂ = C((z)) endowed with the usual derivation ∂ = d/dx.

We consider a differential operator

L =
n∑
i=0

ai(x)∂i ∈ K̂〈∂〉

of degree n; of course, a differential operator with coefficients in K can be seen as a differential
operator with coefficients in K̂.

In what follows, we denote the x-adic valuation by

vx : K̂ → Z ∪ {+∞}.

Definition 3.3. We say that L is regular singular at 0 if, for all i ∈ {0, . . . , n},

vx(ai(x)) ≥ vx(an(x))− (n− i).

Alternately, expressing the differential operator L in terms of the derivation δ = x∂, say

L =

n∑
i=0

bi(x)δi,

we have :
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Proposition 3.4. The differential operator L is regular singular at 0 if and only if, for all
i ∈ {0, . . . , n},

vx(bi(x)) ≥ vx(bn(x)),

the latter condition being equivalent to

bi(x)

bn(x)
∈ C[[x]].

Exercise 15 — Prove Proposition 3.4. Hint: first prove that, for any k ∈ Z≥1, we have

•zk∂kx = δ(δ − 1) · · · (δ − k + 1),

•δk ∈ xk∂kx + SpanC(xk−1∂k−1x , . . . , x∂x).

Definition 3.5. Assume that L is regular singular at 0. We define the indicial polynomial of
L at 0 as the monic polynomial of degree n given by

n∑
i=0

ciX
i ∈ C[X]

where ci = (bi(x)bn(x)−1)|x=0 ∈ C. The roots of this polynomial are called the exponents of
L at 0.

We refer to Section 3.4 for a clarification of the interest of this concept.

Exercise 16 — 1. Assume that L is regular singular at 0 with an = 1. Let c̃i = limz→0 z
n−iai(z)

for i ∈ {1, . . . , n}. Show that the indicial polynomial at 0 of L is given by

X(X − 1) · · · (X − n+ 1) + c̃n−1X(X − 1) · · · (X − n+ 2) + · · ·+ c̃1X + c̃0.

2. Prove that if 0 is an ordinary point of L , then the local exponents at 0 are 0, 1, . . . , n−1.

Proposition 3.6. If L has a full basis of solutions in K̂, then L is regular singular at 0 and its
exponents belong to the prime subring of C.

Proof. Without loss of generality, we can and will assume that bn(x) = 1.
We claim that

L = (δ − δ(fn)f−1n ) · · · (δ − δ(f1)f−11 )

for certain nonzero f1, . . . , fn ∈ K̂.
Indeed, let us set L1 = L . By hypothesis

V1 = ker(L1 : K̂ → K̂)

is a K̂∂-vector space of dimension n. Let f1 be a nonzero element of V1. Then, f1 is a solution
of L and of δ − δ(f1)f−11 . By euclidean division, there exists L2 ∈ K̂〈∂〉 of degree n− 1 such
that

L = L2(δ − δ(f1)f−11 ).
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Note that the K̂∂-vector space

V2 = ker(L2 : K̂ → K̂).

has at most dimension n− 1. But, it contains the K̂∂-vector space im(δ − δ(f1)f−11 : V1 → V1)
which has dimension n− 1 by the rank-nullity theorem. So,

V2 = ker(L2 : K̂ → K̂) = im(δ − δ(f1)f−11 : V1 → V1)

is a K̂∂-vector space of dimension n− 1. In other words, L2 has a full basis of solutions in K̂.
Arguing as we did for L1, we see that

L2 = L3(δ − δ(f2)f−12 )

for some L3 ∈ K̂〈∂〉 of degree n− 2 having a full basis of solutions in K̂ and some f2 ∈ K̂×.
Our claim clearly follows clearly by iterating this argument.
We are now ready to conclude the proof. Note that, if

fi = cix
αi + higher order terms,

with ci ∈ C× and αi ∈ Z, then

δ(fi)f
−1
i ∈ αi + xC[[x]].

It follows clearly that the bi(x) belong to C[[x]] and, hence, L is regular singular at 0 (see
Proposition 3.4). Moreover, the indicial polynomial of L at 0 is

∏n
i=1(X − αi). Indeed, we

have

L = (δ − δ(fn)f−1n ) · · · (δ − δ(f1)f−11 )

= (δ − α1 + ?) · · · (δ − αn + ?)

= (δ − α1) · · · (δ − αn) + �

where the ? denote elements of xC[[x]] and where � is a sum of terms of the form p1 · · · pn
where pi ∈ {δ,−α1, . . . ,−αn, ?} and at least one of p1, . . . , pn is equal to ? ∈ xC[[x]]. It is
easily seen that such a product belongs to xC[[x]]〈δ〉 and the indicial polynomial of L at 0 is∏n
i=1(X − αi) as expected. Thus, the exponents of L at 0 are α1, . . . , αn and, hence, belong

to the prime subring of C.

As an immediate consequence, we have :

Corollary 3.7. If L has a full basis of solutions in K, then L is regular singular at 0 and its
exponents belong to the prime subring of C.

3.2 Regular singular differential equations and reduction modulo p

We consider a differential operator

L =

n∑
i=0

ai(x)∂i ∈ Q(x)〈∂〉
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and, for almost all prime p, we denote by

Lp =
n∑
i=0

ai,p(x)∂i ∈ Fp(x)〈∂〉

its reduction modulo p.

Proposition 3.8. The following properties are equivalent :

• L is regular singular at 0;

• for almost all prime p, Lp is regular singular at 0.

Moreover, in the regular singular case, the following properties are equivalent :

• the exponents of L at 0 belong to Q;

• for almost all prime p, the exponents of Lp at 0 belong to the prime subfield Fp.

Proof. For almost all prime p, we have, for all i ∈ {0, . . . , n},

vx(ai(x)) = vx(ai,p(x)).

The following two conditions are thus equivalent :

• for all i ∈ {0, . . . , n}, vx(ai(x)) ≥ vx(an(x))− (n− i);

• for almost all prime p, for all i ∈ {0, . . . , n}, vx(ai,p(x)) ≥ vx(an,p(x))− (n− i).

This means that L is regular singular if and only if, for almost all prime p, Lp is regular
singular.

Let us now assume that L is regular singular. It is clear that, for almost all prime p, the
indicial polynomial of Lp is equal to the reduction modulo p of the indicial polynomial of
L . It is thus sufficient to prove that a monic polynomial P (X) ∈ Q[x] of degree n splits
completely in Q if and only if, for almost all prime p, the reduction Pp(X) of P (X) modulo
p splits completely in the prime field Fp. But, this latter assertion is true and follows from
Kronecker’s Theorem 2.6.

3.3 Proof of Theorem 3.1

Assume that L has a full basis of solutions in Fp(x) for almost all prime p. Proposition 3.6
ensures that, for almost all prime p, Lp is regular singular at 0 and that its exponents belong
to Fp. Proposition 3.8 ensures that L is regular singular at 0 and that its exponents at 0 are
rational.

Now, Theorem 3.1 states that L is regular singular and with rational exponents at any
s ∈ P1(Q), not only at s = 0. Consider the local coordinate u = x− s if s ∈ Q, and u = 1/x if
s =∞. We have ∂u = ∂ if s ∈ Q, and −u2∂u = ∂ if s =∞. The fact that L is regular singular
at s means that L , seen as an element of Q(u)〈∂u〉, is regular singular at u = 0 in the sense of
Definition 3.3.

If s ∈ Q ∪ {∞}, then L belongs to Q(u)〈∂u〉 and it is clear that Theorem 3.1 follows from
the case s = 0 treated above.
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The general case s ∈ Q ∪ {∞} is similar except that the coefficients of L belong to Q(u)
(not necessarily to Q(u)) and we have to extend the case s = 0 to this situation; this is not a
fundamental problem and all the above could be extended to this situation.

Remark 3.9. Theorem 3.1 leads to satisfactory reformulation of Honda’s proof of Grothendieck
conjecture for first order equations, i.e., of the fact that, for any first order differential operator
L = ∂ + a(x) ∈ Q(x)〈∂〉, the following properties are equivalent:

1. L has a nonzero algebraic solution;

2. for almost all prime p, the reduction Lp of L modulo p has a nonzero rational solution.

Indeed, assume that 2 is satisfied. Theorem 3.1 ensures that L is regular singular on
P1(Q). This implies that a(x) has at most simple poles on Q and that a(x) vanishes at∞. So :

a(x) =

r∑
i=1

αi
x− xi

for some αi ∈ Q and xi ∈ Q. The indicial polynomial of L at xi is X + αi and, hence, the
exponent of L at xi is −αi. Using Theorem 3.1 , we get −αi ∈ Q. Now, a nonzero algebraic
solution of L is given by

∏r
i=1(x− xi)−αi , whence 1.

3.4 Regular singular equations in the case K = C({z})

We assume in this section that K = C({z}). We will briefly recall basic facts concerning the
analytic theory of regular singular differential equations.

In the case K = C({z}), the fact that L is regular singular at 0 is equivalent to the
fact that its solutions have moderate growth at 0, i.e., to the fact that, for any open sector
S = {x ∈ C∗ | |x| < ε, θ− < arg(x) < θ+} with vertex 0, there exist CS > 0 and NS ∈ Z such
that, for any analytic solution f : S → C of L , we have, for all x ∈ S,

|f(x)| ≤ CS |x|NS .

Also, in the case K = C({z}) we are considering in this section, we can speak of the
monodromy of L at 0 (whether L is regular singular at 0 or not). Let us briefly recall what it
is. Let D∗(0, ε) be a small punctured disc on which the coefficient of L are analytic and let
x0 ∈ D∗(0, ε). By Cauchy theorem, the C-vector space V of solutions of L in C{x− x0} has
dimension n; let B = (f1, . . . , fn) be a basis of V . One can prove that the fi can be continued
analytically along any loop γ : [0, 1] → D∗(0, ε) based at x0. After analytic continuation, we
get a new basis (γ∗f1, . . . , γ∗fn) of V . So, there exists M(γ) ∈ GLn(C) such that

(γ∗f1, . . . , γ∗fn) = (f1, . . . , fn)M(γ).

This matrix M(γ) only depends on the homotopy class of γ in D∗(0, ε) and is called the
monodromy matrix of L along γ. The map

ρmono : π1(D
∗(0, ε), x0) → GLn(C)

[γ] 7→ M([γ]) := M(γ)
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is a linear representation of π1(D∗(0, ε), x0) called the monodromy representation of L (with
respect to the basis B). Let [γ1] ∈ π1(D∗(0, ε), x0) with winding number 1 around 0. As [γ1] is
a generator of π1(D∗(0, ε), x0), the monodromy representation ρmono is entirely determined by
ρmono([γ1]) = M([γ1]).

Let us now assume that L is regular singular. Then, the list of eigenvalues (counted with
multiplicity) of M([γ1]) is given by the e2πiα where α varies through the exponents (counted
with multiplicity) of L at 0. The reason is as follows. Let us look for a solution of L of the
form f(x)xα with f(x) = 1 + f1x+ f2x

2 + · · · ∈ 1 + xC[[x]] and α ∈ C. Setting

bi(x) =
∑
j

bi,jx
j ,

it is easily seen that the equations L (f(x)xα) = 0 is equivalent to
n∑
i=0

∑
j,k≥0

bi,jx
j(k + α)n−ifkx

k+α = 0,

i.e., to

∀m ≥ 0,

n∑
i=0

∑
j,k≥0
j+k=m

bi,j(k + α)ifk = 0. (27)

For m = 0, the latter equation reduces to
n∑
i=0

bi,0α
i = 0,

i.e.,
χ0(α) = 0

where χ0 is the indicial polynomial of L at 0; it is satisfied if and only if α is one of the local
exponents α1, . . . , αn of L at 0.

To simplify the exposition, let us assume that the local exponents α1, . . . , αn are pairwise
distinct modulo Z. Then, for any α ∈ {α1, . . . , αn}, there is a unique sequence (fn)n≥0
satisfying (27): it can be computed inductively using the following rewriting of (27):

∀m ≥ 1, χ0(α+m)fm = −
n∑
i=0

m−1∑
k=0

bi,m−k(k + α)ifk.

In conclusion, we have shown that L has n solutions of the form xα1f1, . . . , x
αnfn with

f1, . . . , fn ∈ 1 + xC[[x]]. These solutions are C-linearly independent. One can prove that
actually f1, . . . , fn ∈ 1 + xC{x}. With respect to this basis, the monodromy matrix M([γ1]) is
given by diag(e2πiα1 , . . . , e2πiαn).

If α1, . . . , αn are not distinct modulo Z, then (powers of) log(x) may come into play creating
some unipotent component in M([γ1]), but its eigenvalues are still given by e2πiα1 , . . . , e2πiαn .

The procedure outlined above is known as Frobenius method; see for instance Section 3 of
Chapter 1 of [55] for details.

Remark 3.10. For an extension of Frobenius in positive characteristic, we refer to [52] and to
the references therein.
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4 Grothendieck conjecture for the generalized hypergeometric equa-
tions

In this Section, we will focus our attention on differential operators of the form

H (P (X), Q(X)) = P (δ)− xQ(δ) (28)

where δ = x∂ = x∂x and P (X), Q(X) ∈ Q[X] \ {0}. These are called generalized hypergeo-
metric operators.

Example 4.1. For P (X) = X(X +γ− 1) and Q(X) = (X +α)(X +β), we obtain the classical
Gauss hypergeometric operator, that can be written, up to a left multiplicative factor in Q(x)×,
as follows:

x(1− x)∂2 + [γ − (α+ β + 1)x] ∂ − αβ.

Our next objective is to explain how the condition “for almost all prime p, the reduction
H (P (X), Q(X))p of H (P (X), Q(X)) modulo p has a full basis of solutions in Fp(x)” can be
read on the polynomials P (X) and Q(X).

4.1 Generalized hypergeometric equations with p-curvature 0

Lemma 4.2. Assume that, for almost all prime p, the reduction H (P (X), Q(X))p modulo p of
the generalized hypergeometric operator H (P (X), Q(X)) has a full basis of solutions in Fp(x),
then P (X) and Q(X) have the same degree and they split completely over Q.

Proof. Theorem 3.1 ensures that H (P (X), Q(X)) is regular singular with exponents in Q.
We claim that H (P (X), Q(X)) is regular singular if and only if P (X) and Q(X) have the

same degree. We set

P (X) =
d∑
i=0

pix
i, Q(X) =

e∑
i=0

qix
i

where d = degX P (X) and e = degX Q(X).
If d < e then

H (P (X), Q(X)) = P (δ)− xQ(δ) = qexδ
e + · · ·+ qd+1xδ

d+1 +
d∑
i=0

(pi − qix)δi

The coefficient qex of δe vanishes at x = 0 but, as pd 6= 0, the coefficient pd − qdx of δd does
not at x = 0; this implies that H (P (X), Q(X)) is irregular (=non regular singular) at x = 0
(use Proposition 3.4).

If d > e then, in terms of the variable u = x−1 and of the derivatives δu = ud/du = −δ, we
have

H (P (X), Q(X)) = u−1(uP (−δu)−Q(−δu)). (29)

It follows from the case d < e treated above that H (P (X), Q(X)) is irregular at u = 0, i.e., at
x =∞.
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Let us prove that H (P (X), Q(X)) is regular singular if d = e. Indeed, in this case, we
have

H (P (X), Q(X)) = P (δ)− xQ(δ) =

d∑
i=0

(pi − qix)δi. (30)

As pd − qdx does not vanish at x = 0, we see that H (P (X), Q(X)) is regular singular at
x = 0 (use Proposition 3.4). Using (29), we see similarly that H (P (X), Q(X)) is regular
singular at x = ∞. Using the fact that δk ∈ xk(d/dx)k + SpanC(xk−1(d/dx)k−1, . . . , x(d/dx))
(see Exercise 15), we see that the coefficient of (d/dz)d in H (P (X), Q(X)) is zd(pd − qdx)
(and all the other coefficients are polynomials). So, except 0 and∞, pd/qd is the only other
possible singular point and it follows clearly from the definition that this is at most a regular
singularity.

Until the end of the proof, we assume that H (P (X), Q(X)) is regular singular, i.e., that
d = e.

Note that the indicial polynomial of H (P (X), Q(X)) at 0 (resp. at∞) is, up to a multi-
plicative constant, P (X) (resp. Q(−X)); this follows immediately from formulas (30) and
(29). So, as H (P (X), Q(X)) has exponents in Q, the polynomials P (X) and Q(X) split
completely over Q.

Therefore, as far as we are interested in operators H (P (X), Q(X)) such that, for almost
all prime p, H (P (X), Q(X))p has a full basis of solutions in Fp(x), we can assume that

P (X) =

n∏
i=1

(X − αi) and Q(X) =

n∏
i=1

(X − βi)

for some n ∈ Z≥1, α = (α1, . . . , αn) ∈ Qn and β = (β1, . . . , βn) ∈ Qn (one can assume that
P (X) and Q(X) are monic after a change of variable x← λx for some λ ∈ Q×). We will use
the following notation:

H (α,β) = H

(
n∏
i=1

(X − αi),
n∏
i=1

(X − βi)

)
=

n∏
i=1

(δ − αi)− x
n∏
i=1

(δ − βi).

This operator is regular singular, its set of singularities is included in {0, 1,∞}, its exponents at
0 are α1, . . . , αn, its exponents at∞ are β1, . . . , βn (see Lemma 4.2 and its proof).

Exercise 17 — Show that the exponents at 1 of H (α,β) are:

0, 1, . . . , n− 2,−1 + n+

n∑
i=1

αi −
n∑
i=1

βi.

The fact that the reduction H (α,β)p of H (α,β) modulo p has or doesn’t have a full
basis of solutions can be read on the parameters α,β. [59, SubLemma 5.5.2.1]

Proposition 4.3 (Katz [59, SubLemma 5.5.2.1]). Consider α = (α1, . . . , αn) ∈ (Q∩ [0, 1[)n and
β = (β1, . . . , βn) ∈ (Q∩ [0, 1[)n such that1, for all i, j ∈ {1, . . . , n}, αi 6= βj . Let N be a common

1For α = (α1, . . . , αn) ∈ Cn and β = (β1, . . . , βn) ∈ Cn, the hypergeometric operator H (α,β) is irreducible
if and only if, for all i, j ∈ {1, . . . , n}, αi − βj 6∈ Z. Moreover, if it is irreducible, H (α,β) with α,β ∈ Cn is
isomorphic to H (α′,β′) with α′,β′ ∈ Cn if and only if, up to permuting the entries of α′ and β′, we have
α′ −α ∈ Zn and β′ − β ∈ Zn.
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denominator to the αi and of the βj . Then, for any prime p > N max{|αi−βj | | i, j ∈ {1, . . . , n}},
the reduction H (α,β)p of H (α,β) modulo p has a full basis of solutions in Fp(x) if and only if
the following conditions are statisfied :

1. the αi and the βj have 2n distinct reductions modulo p in Fp;

2. the reductions modulo p of the αi are intertwined with those of the βj in the sense that as
we walk through Fp in the standard order 0, 1, . . . we alternately encounter αis and βjs.

Proof. We will only give the proof in the case n = 2; the general case is similar, but requires
more notations.

Let b2 ∈ Z be such that
β2 = b2 mod p

and let b1 ∈ {b2 − p+ 1, . . . , b2} be such that

β1 = b1 mod p.

We have to prove that the kernel of the Fp(xp)-linear map H (α,β)p : Fp(x)→ Fp(x) has
dimension 2 if and only if conditions (1) and (2) are satisfied. The key observation is that
H (α,β)p acts in a very simple way on xi :

H (α,β)p (xi) = P (i)xi −Q(i)xi+1.

This observation suggests that we consider the matrix of the Fp(xp)-linear map H (α,β)p :
Fp(x)→ Fp(x) with respect to the basis

B = (xb2−p+1, . . . , xb2)

of the Fp(xp)-vector space Fp(x).
Let us first assume that b1 = b2 =: b. Using the fact that Q(b) = 0 mod p, we see that

the matrix of the Fp(xp)-linear map H (α,β)p : Fp(x) → Fp(x) with respect to the basis
B = (xb−p+1, . . . , xb) is given by

A =


P (b− p+ 1)) 0 0
−Q(b− p+ 1) P (b− p+ 2)

0 −Q(b− p+ 2)
. . .

...
. . . . . . . . . 0

0 . . . 0 −Q(b− 1) P (b)

 mod p.

Since the subdiagonal terms of this matrix are nonzero, the rank of A is at least n− 1 (its first
n− 1 columns are Fp(xp)-linearly independent), so the kernel of A has dimension at most 1
and, in particular, is not equal to 2.

Let us now assume that b1 6= b2. Using the fact that Q(b1) = Q(b2) = 0 mod p, we see
that the matrix of the Fp(xp)-linear map H (α,β)p : Fp(x)→ Fp(x) with respect to the basis
B = (xb2−p+1, . . . , xb1 , xb1+1, . . . , xb2) is given by

A =

(
A0 0
0 A1

)
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where

A0 =


P (b2 − p+ 1)) 0 0
−Q(b2 − p+ 1) P (b2 − p+ 2)

0
. . . . . .

...
. . . . . . . . . 0

0 . . . 0 −Q(b1 − 1) P (b1)

 mod p

and

A1 =


P (b1 + 1) 0 0
−Q(b1 + 1) P (b1 + 2)

0
. . . . . .

...
. . . . . . . . . 0

0 . . . 0 −Q(b2 − 1) P (b2)

 mod p.

As above, since the subdiagonal terms of these matrices are nonzero, their kernels have
dimension at most 1. Therefore, kerA = kerA0 ⊕ kerA1 has dimension 2 if and only if kerA0

and kerA1 both have dimension ≥ 1. This is equivalent to the fact that at least one of the
diagonal terms of A0 and at least one of the diagonal terms of A1 is zero, that is, equivalent
to the fact that there exist a1 ∈ {b2 − p + 1, . . . , b1} and a2 ∈ {b1 + 1, . . . , b2} such that
P (a1) = P (a2) = 0 mod p.

In order to conclude, it remains to note that b1 6= a1 and b2 6= a2. Indeed, if bi = ai then
βi = αi mod p so N(βi − αi) = 0 mod p, but N(βi − αi) ∈ Z and p > N max{|αi − βj | | i, j ∈
{1, . . . , n}}, so αi = βi, whence a contradiction.

Using [59, SubLemma 5.5.2.2], Katz deduces the following result from Proposition 4.3.

Theorem 4.4. Consider α = (α1, . . . , αn) ∈ (Q ∩ [0, 1[)n and β = (β1, . . . , βn) ∈ (Q ∩ [0, 1[)n

such that, for all i, j ∈ {1, . . . , n}, αi 6= βj . Let N be a common denominator to the αi and the
βj . Then, the reduction modulo p of H (α,β) has a full basis of solutions in Fp(x) for almost all
prime p if and only if the following conditions are satisfied :

1. e2πirα1 , . . . , e2πirαn , e2πirβ1 , . . . , e2πirβn are pairwise distinct;

2. for any integer r ∈ {1, . . . , N−1} coprime withN , e2πirα1 , . . . , e2πirαn and e2πirβ1 , . . . , e2πirβn
are intertwined on the unit circle.

In this way, Katz recovered the famous intertwining condition that appeared in the famous
paper [10] by Beukers and Heckman, where it is proven that they are equivalent to the fact that
H (α,β) has a full basis of algebraic solutions. In the next section, we give a brief overview
of their proof of this equivalence.

Remark 4.5. Katz gives a a second proof of this equivalence in [59]; see Section 5.

4.2 Generalized hypergeometric equations with a full basis of algerbaic solu-
tions

The equivalence between conditions 2 and 3 of the following result is a result due Beukers and
Heckman in [10], of which Katz later gave another proof in [59]. The equivalence between
conditions 1 and 2 is due to Katz in [59].
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Theorem 4.6. Consider α = (α1, . . . , αn) ∈ (Q ∩ [0, 1[)n and β = (β1, . . . , βn) ∈ (Q ∩ [0, 1[)n

such that, for all i, j ∈ {1, . . . , n}, αi 6= βj . Let N be a common denominator to the αi and of the
βj . The following conditions are equivalent :

1. for almost all prime p, the reduction modulo p of H (α,β) has a full basis of rational
solutions;

2. e2πirα1 , . . . , e2πirαn , e2πirβ1 , . . . , e2πirβn are pairwise distinct and, for any integer r ∈
{1, . . . , N−1} coprime with N , e2πirα1 , . . . , e2πirαn and e2πirβ1 , . . . , e2πirβn are intertwined
on the unit circle;

3. H (α,β) has a full basis of algebraic solutions.

Let us outline the proof of the equivalence between conditions 2 and 3 following Beukers
and Heckman in [10]. The starting point is the following fact:

Proposition 4.7. A linear differential equation L (y) = 0 with coefficients in Q(x) has a full
basis of algebraic solutions if and only the following conditions are satisfied:

• L is regular singular;

• the monodromy group of L is finite.

Before proving this result, we recall that the concept of regular singular operator has already
been introduced in Section 3.1: it was defined by an algebraic condition (on the valuations of
the coefficients of L ) but, as mentioned in Section 3.4, it is equivalent to an analytic condition
of moderate growth of the solutions of L at its singularities. Moreover, the construction of
the (global) monodromy representation and of the (global) monodromy group attached to L
follows the same lines as the construction of the (local) monodromy representation attached
to a differential equation with coefficients on C({z}) given in Section 3.4, we only have to
replace the punctured disk D∗(0, ε) by P1(C) \ S where S is the set of singularities in P1(C)
of L . Precisely, let x0 ∈ P1(C) \ S and let B = (f1, . . . , fn) be a basis of analytic solutions at
x0 of L . The fi can be continued analytically along any loop γ : [0, 1]→ P1(C) \ S based at
x0 and, after analytic continuation, we get a new basis (γ∗f1, . . . , γ∗fn) of solutions of L . So,
there exists M(γ) ∈ GLn(C) such that

(γ∗f1, . . . , γ∗fn) = (f1, . . . , fn)M(γ).

This matrix M(γ) only depends on the homotopy class of γ in P1(C) \ S. The monodromy
representation is nothing but

ρmono : π1(P1(C) \ S, x0) → GLn(C)

[γ] 7→ M([γ]) := M(γ).

The corresponding monodromy group is the image of ρmono.
The fundamental group π1(P1(C) \ S, z0) is a free group with m − 1 generators where

m = ]S. Set S = {s1, . . . , sm}. For any i ∈ {1, . . . ,m}, let γsi : [0, 1]→ P1(C) \ S be the loop
represented in Figure 2 and set

Msi = ρmono([γsi ]) ∈ Gmono.
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γs1

γs2

γsm

s1 s2

x0

sm

Figure 2: The loops γs1 , . . . , γsm .

Then, ([γs1 ], . . . , [γsm−1 ]) is a basis of π1(P1(C)\S, z0) andGmono is generated byMs1 , . . . ,Msm−1 :

Gmono = 〈Ms1 , . . . ,Msm−1〉.

Moreover, we have [γs1 ] · · · [γsm ] = 1 and, hence,

Ms1 · · ·Msm = In. (32)

The eigenvalues (listed with multiplicities) of Msi are the e2πiα where α varies through the
roots (counted with multiplicities) of the indicial polynomial of L at si. So far, we have
defined the monodromy by fixing a basis, but it can of course be define without choosing a
basis, by replacing GLn(C) by GL(V ) where V is the C-vector space of dimension n of analytic
solutions at x0 of L .

Proof of Proposition 4.7. Assume that L has a full basis of algebraic solutions. Then, with
the notations introduced in the discussion preceding this proof, f1, . . . , fn are algebraic. Let
Pi(X) ∈ Q[X] \ {0} be such that Pi(fi) = 0. Then, for any [γ] ∈ π1(P1(C) \S, x0), Pi(γ∗(fi)) =
γ∗(Pi(fi)) = 0, so γ∗(fi) is a root of Pi. In particular, there are only finitely many possibilities
for γ∗(fi) when [γ] varies in π1(P1(C) \ S, x0). This clearly implies that Gmono is finite (it can
be identified with a subgroup of the group of permutations of f1, . . . , fn).

Conversely, let us assume that Gmono is finite (we see Gmono as a subgroup of GL(V ) where
V is the C-vector space of dimension n of germs of analytic solutions at x0 of L ). Let f be
a solution of L analytic near x0. Consider the polynomial P (X) =

∏
σ∈Gmono(X − σ(f)). A

priori, its coefficients are germs of analytic functions at x0 that can be analytically continued
along any path in P1(C)\S (i.e., analytic functions on the universal covering of P1(C)\S). But,
these coefficients are invariant under the action of π1(P1(C) \ S, x0), so they are meromorphic
over P1(C) \ S. Moreover, the fact that L is regular singular ensures that they have moderate
growth at any s ∈ S. Therefore, they are meromorphic on P1(C), i.e., rational. Since P (f) = 0,
we get that f is algebraic.

34



A key result in Beukers and Heckman’s proof is the following result due to Levelt giving
an explicit formula for generators of the monodromy group of H (α,β) (with respect to a
suitable basis of solutions) provided that2, for all i, j ∈ {1, . . . , n}, αi 6≡ βj modZ.

Theorem 4.8 (Levelt). We assume that, for all i, j ∈ {1, . . . , n}, αi 6≡ βj modZ. With respect to
a suitable basis of solutions, the monodromy matrices M0 and M∞ of H (α,β) are given by

M0 =


0 0 . . . 0 −An
1 0 . . . 0 −An−1
0 1 . . . 0 −An−2
...

...
. . .

...
...

0 0 . . . 1 −A1


and

M∞ =


0 0 . . . 0 −Bn
1 0 . . . 0 −Bn−1
0 1 . . . 0 −Bn−2
...

...
. . .

...
...

0 0 . . . 1 −B1


−1

where the Ai and the Bj are given by:

n∏
k=1

(X − e2πiαk) = Xn +A1X
n−1 + · · ·+An

and
n∏
k=1

(X − e2πiβk) = Xn +B1X
n−1 + · · ·+Bn.

Therefore, with respect to a suitable basis of solutions, the monodromy group H(α,β) of H (α,β)
is generated by M0 and M∞:

H(α,β) = 〈M0,M∞〉.

Remark 4.9. We emphasize that Theorem 4.8 gives no information about the basis of solutions
for which the monodromy matrices at 0 and∞ are given by the formulae above.

Remark 4.10. We point out that it is generally very difficult to calculate generators of the
monodromy group of an arbitrary differential equation; what makes the hypergeometric case
tractable is the fact that the (irreducible) generalized hypergeometric operators H (α,β) are
rigid.

The following exercise gives a proof of Theorem 4.8 in the case n = 2.

Exercise 18 — The aim of this exercise is to prove Theorem 4.8 for Gauss hypergeometric
equation, i.e., for α1 = 0, α2 = γ − 1, β1 = α, β2 = β assuming that α, β, α− γ, β − γ 6∈ Z.

2We recall that, for α = (α1, . . . , αn) ∈ Cn and β = (β1, . . . , βn) ∈ Cn, the hypergeometric operator H (α,β)
is irreducible if and only if, for all i, j ∈ {1, . . . , n}, αi − βj 6∈ Z.
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Here are some useful facts that we already know. The monodromy group G is generated by
the local monodromy matrices M0, M1 and M∞ along the loops γ0, γ1 and γ∞ respectively
represented in Figure 3 with respect to an arbitrary fundamental matrix of solutions. We have

M0M1M∞ = I2.

This relation implies that G is generated by any two of M0, M1 and M∞, and in particular
by M0 and M∞. The eigenvalues of M0, M1 and M∞ are given by (1, e−2πiγ), (1, e2πi(γ−α−β))
and (e2πiα, e2πiβ) respectively.
We have to prove that there exists P ∈ GLn(C) such that

M0 = P

(
0 −p0
1 −p1

)
P−1,

M−1∞ = P

(
0 −q0
1 −q1

)
P−1,

M1 = PM−10 M−1∞ P−1

where p0, p1, q0q1 ∈ C are determined by the equalities X2 + p1X + p0 = (X − 1)(X − e−2πiγ)
and X2 + q1X + q0 = (X − e−2πiα)(X − e−2πiβ).
The monodromy group G it is generated by the local monodromy matrices M0, M1 and M∞
along the loops represented in Figure 3. We have seen that

M0M1M∞ = I2

and that the eigenvalues of M0, M1 and M∞ are given by (1, e−2πiγ), (1, e2πi(γ−α−β)) and
(e2πiα, e2πiβ) respectively.

1. Prove that the monodromy representation (i.e., the standard representation of G) is
irreducible.

2. Prove that W = ker(M−10 −M∞) has dimension 1.
3. Prove that C2 = W ⊕M−10 W .
4. Conclude the proof.
We are now in a position to outline the proof of Theorem 4.6.

Outline of the proof of Theorem 4.6. As H (α,β) is regular singular, it has a full basis of alge-
braic solutions if and only if its monodromy group is finite in virtue of Proposition 4.7.

We denote by H(α,β) the group generated by the matrices M0 and M∞ given in Theo-
rem 4.8; this is the monodromy group of H (α,β) with respect to a suitable basis of solutions.

Using these explicit generators of H(α,β), Beukers and Heckman’s prove the following
facts which are the main ingredients of their proof of Theorem 4.6:

1. the monodromy group H(α,β) is contained in Z[ζ] with ζ = e
2πi
N where N ∈ Z≥1 is a

common denominator of the αi and of the βj;

2. the monodromy group H(α,β) leaves invariant a non-degenerate hermitian form Fα,β

with signature (p, q) satisfying

|p− q| = |
n∑
j=1

(−1)j+mj |
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γ0

γ1

γ∞

0 1

z0

Figure 3: The loops γ0, γ1, γ∞.

where the mj are defined as follows: denote by ≺ the total ordering on the unit circle
corresponding to increasing argument, set aj = e2πiαj and bj = e2πiβj and assume that
a1 � · · · � an and b1 � · · · � bn (always possible up to renumbering), set mj = ]{k ∈
{1, . . . , n} | bk ≺ aj}, then mj = ]{k ∈ {1, . . . , n} | bk ≺ aj}. In particular, we see that
Fα,β is definite if and only if a1, . . . , an, b1, . . . , bn are pairwise distinct and a1, . . . , an and
b1, . . . , bn are intertwined on the unit circle (indeed, it is definite if and only if |p− q| = n
if and only if all the (−1)j+mj have the same value if and only if either m1 is odd, m2 is
even, m3 is odd, m4 is even, etc, or m1 is even, m2 is odd, m3 is even, m4 is odd, etc; as
m1, . . . ,mn is a nondecreasing sequence of elements of {0, . . . , n}, the latter condition
holds true if and only if either, for all j ∈ {1, . . . , n}, mj = j or, for all j ∈ {1, . . . , n},
mj = j − 1; these conditions are equivalent to the fact that a1, . . . , an, b1, . . . , bn are
pairwise distinct and that a1, . . . , an and b1, . . . , bn are intertwined on the unit circle).

The first point is clear as the matrices M±10 and M±10 have entries in Z[ζ]. The second point
needs more work and will not be detailed here.

Assume that condition 2 of Theorem 4.6 is satisfied and let us prove that H(α,β) is finite.
This condition 2 guaranties that Frα,rβ is definite for any r ∈ {1, . . . , N − 1} coprime with
N . Since σr(H(α,β)) = H(rα, rβ) where σr ∈ Gal(Q(ζ)/Q) is defined by σr(ζ) = ζr, we
have that σr(H(α,β)) leaves invariant the definite hermitian form Frα,rβ. So, we obtain that,
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for all σ ∈ Gal(Q(ζ)/Q), σ(H(α,β)) leaves invariant a definite hermitian form. Now, the
desired result follows from the general fact that, given a family of definite hermitian forms
(Fσ)σ∈Gal(Q(ζ)/Q) on Cn, there are finitely many n× n square matrices M with coefficients in
Z[ζ] such that, for any σ ∈ Gal(Q(ζ)/Q), σ(M) leaves invariant Fσ.

Conversely, assume that H(α,β) is finite. Then, H(α,β) leaves invariant the definite
hermitian form 1

|H(α,β)|
∑

M∈H(α,β)〈Mx,My〉 where 〈, 〉 is an arbitrary definite hermitian
form on Cn. But, by irreducibility of H(α,β), any H(α,β)-invariant hermitian form on
Cn is a multiple by a nonzero scalar of that one. It follows that Fα,β is definite and,
hence, that e2πiα1 , . . . , e2πiαn , e2πiβ1 , . . . , e2πiβn are pairwise distinct and that e2πiα1 , . . . , e2πiαn

and e2πiβ1 , . . . , e2πiβn are intertwined on the unit circle. Applying the same argument to
σ(H(α,β)) = H(rα, rβ) for σ = σr ∈ Gal(Q(ζ)/Q) with r ∈ {1, . . . , N − 1} coprime with N ,
we get that e2πirα1 , . . . , e2πirαn and e2πirβ1 , . . . , e2πirβn are intertwined on the unit circle.

Assuming that αn = 0, a solution of H (α,β) is given by

nFn−1([−β1, . . . ,−βn], [1− α1, . . . , 1− αn−1];x) =
∑
k≥0

(−β1)k · · · (−βn)k
(1− α1)k · · · (1− αn−1)kk!

xk (33)

where (x)k = x(x+ 1) · · · (x+ k − 1) is the usual Pochhammer symbol. Under the condition
that none of the αi − βj belong to Z, the series (33) is algebraic if and only if H (α,β) has a
full basis of algebraic solutions. Hence, the algebraicity/transcendence of (33) can be decided
by using the Beukers-Heckman criterion.

Remark 4.11. Deciding the algebraicity of the solutions of Gauss hypergeometric equations is
an old problem, solved by Schwarz [78] using geometric tools (Riemann mappings, Schwarzian
derivatives and sphere tilings by spherical triangles) and by Landau [66, 67] and Errera [43]
using arithmetic tools (Eisenstein’s criterion for algebraic power series, and Dirichlet’s theorem
on prime numbers in arithmetic progressions).

Remark 4.12. For the case when αi − βj ∈ Z for some i, j ∈ {1, . . . , n}2 (i.e., the case when
H (α,β) is reducible), we refer to Fürnsinn and Yurkevich paper [53].

Exercise 19 — Let F be a differential field extension of Q(x). Let f be an element of F
algebraic over Q(x). Prove that f is solution of a nonzero L ∈ Q(x)〈∂〉 having a full basis of
algebraic solutions.

5 Progresses toward Grothendieck’s conjecture

Besides for order-1 equations (Honda, see Section 2.1) and for generalized hypergeometric
equations (Beukers and Heckman, see Section 4), Grothendieck’s conjecture has been proved
in several particular cases.

On the one hand, for Picard-Fuchs differential equations (satisfied by periods of a family
of smooth algebraic varieties), and more generally for certain direct factors, Grothendieck’s
conjecture was established by Katz [57]. As an application, Katz gave in [59, Theorem 5.5.3] a
new proof of the aforementioned results of Beukers and Heckman [10] about the generalized
hypergeometric equations. Katz [57, §1], and later André [5, §III], related the p-curvatures to
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the reduction modulo p of the Kodaira-Spencer map. (See also Foucault [49] and Foucault and
Toffin [50] for explicit computations for families of curves of genus 2 and 3.) As explained
in [5, p. 108], this approach has a potential of delivering effective versions of Grothendieck’s
conjecture, similar to effective versions of Chebotarev’s density theorem [65, 79]: the hope is
to obtain, for instance for any Picard-Fuchs operator L , an integer N(L ) such that the fact
that L has a full basis of algebraic solutions can be read on the p-curvatures of L for the
primes p < N(L ).

On the other hand, an arithmetic approach to Grothendieck’s conjecture was introduced by
the Chudnovsky brothers [36] who proved Grothendieck’s conjecture for any rank one linear
homogeneous differential equation over an algebraic curve [36, Theorem 8.1] (the case of
first order equations over P1 had been proved by Honda in [54, §1], see Theorem 2.5). The
arithmetic approach was extended by André to the case when the differential Galois group
has a solvable neutral component [5] (see also [3], [4, Chap. VIII], [12, Thm. 2.9] and [30,
Thm. 3.5]).

Katz [58] proposed a conjectural description of the differential Galois group in terms
of p-curvatures and he proved that his conjecture is equivalent to the initial conjecture by
Grothendieck.

Using the language of schemes and sheaves, Grothendieck’s conjecture can be formulated
more generally for differential equations over any algebraic smooth curve defined over a
number field. In [5, Remark 7.1.4], André noticed that, using Belyi maps, one can reduce the
general case to that of the curve X = P1\{0, 1,∞}. In our setting, this means that one can
safely assume that the differential operator L has only singularities at 0, 1 and∞. Under this
additional assumption, Tang [86] proves that if all3 the p-curvatures of L vanish, then L
has a full basis of rational solutions. Although this latter result differs from Grothendieck’s in
the hypotheses (which are stronger) and the conclusion (which is also stronger), it is closely
related.

We also point out the work of Bost in [12] giving an algebraicity criterion for leaves of
algebraic foliations defined over number fields. For additional details, we refer to [30]. We
mention the work of van der Put in [89] concerned with inhomogeneous equations of order 1.
Other special cases of the conjecture have been proven recently, see [45, 81, 73]. Last but not
least, an analogue of Grothendieck’s conjecture for q-difference equations was conjectured by
Bézivin [11, §5] and proved by Di Vizio in [38].

6 A formal parallel with Kronecker’s theorem

It is instructive to observe that Grothendieck’s conjecture appears to be, in some sense, a differ-
ential version of Kronecker’s theorem we have already encountered earlier (see Theorem 2.6).
Indeed, Kronecker’s theorem can be reformulated as follows.

Theorem 6.1. For a separable polynomial L ∈ Q[x], the following conditions are equivalent:

(1) all the roots of L are in Q;

(2) for almost all primes p, all the roots of L mod p are in Fp;
3When L does not reduce properly at a prime p, the p-curvature of Lp is a priori not defined; however Tang

gives an alternative definition of the vanishing of the p-curvature, see [86, Definition 2.1.7].
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(3) for almost all primes p, we have Xp ≡ X (mod L, p).

It is striking that the three conditions of Theorem 6.1 are formal analogues of the conditions
of Conjecture 2.17, at least if we admit that algebraic solutions in the differential case
correspond to rational solutions in the algebraic case. Besides, the fact that the condition
Xp ≡ X (mod L, p) translates to ∂px ≡ 0 (mod L , p), i.e., that the right-hand side shifts from
X to 0, is explained by the fact that the classical Frobenius map behaves “multiplicatively” (it
belongs naturally to some Galois group) while the p-curvature behaves “additively” (it belongs
naturally to some Lie algebra).

In the classical setting, Kronecker’s theorem is obtained as a corollary of Chebotarev’s
density theorem, which is itself proved by means of Artin’s L-functions. Unfortunately, similar
tools do not seem to be available so far in the differential context; developing them might then
sound as an exciting project.

As mentioned above, Honda proved that the Grothendieck conjecture for first order differ-
ential equations is equivalent to Kronecker’s theorem. In [36, §4], the Chudnovsky brothers
gave an elementary (although “extravagant”) proof of these equivalent statements; their
approach is based on Hermite’s explicit Hermite-Padé approximants to binomial functions.
More precisely, they proved that if y′(x) = x

αy(x) has zero p-curvature for almost all primes p,
then for all primes ideals P of Q(α) all the binomial coefficients

(
α
n

)
are P-integral for all n.

From there, it is shown that Hermite-Padé approximants to 1, xα, . . . , x(m−1)α at x = 1 with
weights (N, . . . , N) are trivial for large m and N . This in turn implies that 1, xα, . . . , x(m−1)α

are linearly dependent over Q(x), that is xα is an algebraic function, which is equivalent to
α ∈ Q.

7 Solutions

Solution to Exercise 1 — Assume that f(x) is D-finite. Then, it satisfies a linear differential

equation of the form
r∑
i=0

ai(x)δi(f(x)) = 0

where the ai(x) =
∑d

j=0 aijx
j are polynomials and where δ = xd/dx. We have

δi(f(x)) =
∑
n∈Z

nifnx
n

so
xjδi(f(x)) =

∑
n∈Z

(n− j)ifn−jxn

and, hence,
r∑
i=0

ai(x)δi(f(x)) =
∑
n∈Z

 r∑
i=0

d∑
j=0

aij(n− j)ifn−j

xn
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It follows that

∀n ∈ Z,
r∑
i=0

d∑
j=0

aij(n− j)ifn−j = 0,

i.e.,

∀n ∈ Z,
d∑
j=0

(
r∑
i=0

aij(n− j)i
)
fn−j = 0.

So, (fn)n∈Z is P-recursive.
Conversely, assume that (fn)n∈Z is P-recursive, then there exist finitely many polynomials

p0(X), . . . , pd(X) ∈ Q[X] with pd(X) 6= 0 such that,

∀n ∈ Z,
d∑
j=0

pj(n)fn−j = 0.

We decompose the pj(X) in the basis ((X − j)i)i≥0 of Q[X]:

pj(X) =
r∑
i=0

aij(X − j)i.

The above recurrence relation becomes

∀n ∈ Z,
d∑
j=0

(
r∑
i=1

aij(n− j)i
)
fn−j = 0.

By going back up the chain of reasoning of the first part of this proof, we obtain that f(x) is
D-finite.

Solution to Exercise 2 —

1. We have

∞∑
k=0

(
np+ i

k

)
xk = (1 + x)np+i(1 + x)np+i = ((1 + x)p)n (1 + x)i

= (1 + xp)n(1 + x)i =

∞∑
m=0

∞∑
j=0

(
n

m

)(
i

j

)
xmp+j .

Since any integer k ∈ Z≥0 has a unique decomposition of the form k = mp + j with
m ∈ Z≥0 and j ∈ {0, . . . , p− 1}, we get the desired result by equating the coefficients
in the above equality.
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2. Applying Lucas’ Theorem, we get

fp(x) =

∞∑
n=0

(
2n

n

)t
xn =

p−1∑
i=0

∞∑
n=0

(
2np+ 2i

np+ i

)t
xnp+i

=

p−1
2∑
i=0

∞∑
n=0

(
2np+ 2i

np+ i

)t
xnp+i +

p−1∑
i= p+1

2

∞∑
n=0

(
(2n+ 1)p+ (2i− p)

np+ i

)t
xnp+i

=

p−1
2∑
i=0

∞∑
n=0

(
2n

n

)t(2i

i

)t
xnp+i +

p−1∑
i= p+1

2

∞∑
n=0

(
2n+ 1

n

)t(2i− p
i

)t
xnp+i.

As 2i− p < i, the very last term in the previous equality is equal to 0 and, hence,

fp(x) =

p−1
2∑
i=0

∞∑
n=0

(
2n

n

)t(2i

i

)t
xnp+i =

 p−1
2∑
i=0

(
2i

i

)t
xi

( ∞∑
n=0

(
2n

n

)t
xnp

)
= αpfp(x)p.

3. a) Let ω be a root of P1(X). The set of roots of F (X) is F×p ω. In particular, K =
Fp(x)(ω) and we have r = [K : Fp(x)] = [Fp(x)(ω) : Fp(x)] = degP1(X). Moreover,
for any ζ ∈ F×p , the minimal polynomial of ζω over Fp(x) is P1(ζ

−1X); therefore
any Pi(X) is, up to a muliplicative constant in F×p , of the form P1(ζ

−1
i X) for some

ζi ∈ F×p . In particular, any Pi(X) has degree r.
b) Since f−1p is a root of F (X), it follows from the previous question that f−1p and,

hence, fp have degree r over Fp(x).
c) To prove that r 6= 1, we argue by contradiction, assuming r = 1. Then fp ∈ Fp(x).

Consider b, c ∈ Fp[x] such that c 6= 0 and f = b
c . We have seen that fp(x) =

αpfp(x)p. Thus, cp−1 = αpb
p−1. Hence, p − 1 divides the degree of αp, this is a

contradiction because the degree of αp is equal to (p− 1)/2.
d) To prove that r 6= 2, we argue by contradiction, assuming r = 2. Then the degree

of each Pj(X) is 2. So

Pj(X) = (X − ζjω)(X − ξjω)

where ω is a root of F (X) in K and ζj 6= ξj ∈ F×p . Equating the terms of degree
0 in the equality Pj(X) = (X − ζjω)(X − ξjω), we get ω2 ∈ Fp(x). Equating the
coefficients of degree 0 in the equality F (X) =

∏k
i=1 Pi(X), we get αp = ωp−1

(we have
∏k
i=1 ζjξj =

∏
ζ∈F×p ζ = −1). Therefore, αp = (ω2)

p−1
2 ∈ Fp(x)

p−1
2 . It

follows that αp = (bx + a)
p−1
2 for some a, b ∈ Fp. Equating the coefficients of 1,

x, and x2, we get 1 = a(p−1)/2, 2t = p−1
2 a(p−1)/2−1b, 6t = (p−1)(p−3)

8 a(p−1)/2−2b2.
So, b/a = −2t+1 and (b/a)2 = 236t3−1 so 22t+2 = 236t3−1, i.e., 3t−1 = 2t−1 in Fp.
Since p > 3t−1, this is a contradiction.

e) Follows from the fact that p− 1 = degF (X) =
∑k

i=1 degPi(X) = rk.
4. Let p1, p2, . . . , pt be the distinct odd primes which are not greater than A. By the Chinese

Remainder Theorem, there exists x ∈ Z such that

x ≡ 2 (mod p1p2 . . . pt)
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x ≡ 3 (mod 4).

Any element of x + 4p1p2 . . . ptZ satisfies the same congruences. But, by Dirichlet’s
Theorem on primes in arithmetic progression, we can find infinitely many primes p in
x+ Z4p1p2 . . . pt. For any such prime, we have p− 1 ≡ 1 (mod p1p2 . . . pt), so none of
p1, . . . , pt is a divisor of p − 1, and we have p − 1 ≡ 2 (mod 4), so 4 does not divide
p− 1. Therefore, if m ∈ Z≥1 divides p− 1, then m = 1, 2 or m > A.

Solution to Exercise 3 —

1. The series

f(x) =
∞∑
n=0

(
2n

n

)
xn = (1− 4x)−1/2 ∈ Z[[x]]

is algebraic but f � f is transcendental by Exercise 2.
2. According to Exercise 1, it is sufficient to prove that the set of P-recursive sequence is

stable by product.

Solution to Exercise 4 — Consider the Artin–Schreier equation Y p − Y = x−1 in Fp(x)[Y ].
Assume that it has a solution f(x) ∈

⋃
d≥1 Fp((x1/d)). Taking valuations in the equality

f(x)p − f(x) = x−1, we see that the valuation of f(x) is −1/p and that its term of lower
valuation is x−1/p. Set f(x) = x−1/p + f2(x). Then, f2(x) is solution of Y p − Y = x−1/p.
Taking valuations in f2(x)p − f1(x) = x−1/p, we see that the valuation of f2(x) is −1/p2 and
that its term of lower valuation is x−1/p

2
. Iterating this argument, we see that that arbitrary

high power of p appear in the denominators of the elements of the support of f(x), whence a
contradiction.

Solution to Exercise 5 —

1. If f(x) ∈ 1 + xZp[[x]], then f(x)p ≡ f(xp) (mod p). Both series belong to 1 + xZp[[x]],
and f(xp) ∈ 1 + xZp[[x]] is invertible, whence (ii).

2. a) The coefficient of xn in the left-hand side is the same as in∑
i≤n

aix
i

p

.

But, we have∑
i≤n

aix
i

p

=

p∑
k=0

(
p

k

) ∑
i≤n−1

aix
i

k

(anx
n)p−k

=

 ∑
i≤n−1

aix
i

p

+ p

 ∑
i≤n−1

aix
i

 anx
n + terms of degree > n

=
∑
i≤n

api x
ip + panx

n + terms with coefficients in pZp + terms of degree > n.
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Hence, the coefficient of xn in the left-hand side of (5) is

apn/p + pan + terms in pZp

with an/p = 0 when n is not divisible by p.
b) The coefficient of xn in the right-hand side of (5) is the same as in∑

i≤n/p

aix
pi

1 + p
∑
j≤n

bjx
j

 ,

and, hence, is equal to
an/p + terms in pZp.

c) Since n/p < n, we have an/p ∈ Zp by induction and, hence, apn/p ≡ an/p (mod pZp).
Comparing the above two formulas for the coefficient of xn in (5), we get pan ∈ pZp
and, hence, an ∈ Zp.

3. a) Direct application of Dieudonné-Dwork Lemma.
b) According to Dieudonné-Dwork Lemma, the denominators all the cn are p-adic

integers if and only if

arctan(xp)− p · arctan(x) ∈ pZp[[x]].

We have:

arctan(xp)− p · arctan(x) =
∞∑
n=0

(−1)n

2n+ 1
x(2n+1)p − p ·

∞∑
n=0

(−1)n

2n+ 1
x(2n+1). (6)

Clearly, when 2n + 1 is coprime with p, the coefficient p · (−1)
n

2n+1 is divisible by p.
Therefore, we can only retain in the second sum of equation (6) the terms for
which 2n ≡ −1 (mod p), i.e., 2n = p− 1 + 2`p with ` ∈ Z≥0. We thus get:

arctan(xp)− p · arctan(x) ≡
∞∑
n=0

(−1)n

2n+ 1
x(2n+1)p −

∞∑
`=0

(−1)`−
p−1
2

2`+ 1
x(2`+1)p

=

∞∑
n=0

(−1)n

2n+ 1
·
(

1− (−1)
p−1
2

)
· x(2n+1)p (mod pZp[[x]]),

hence arctan(xp) − p · arctan(x) is divisible by p when p ≡ 1 mod 4 and is not
otherwise. In conclusion, the denominators of the cn’s are all p-adic integers if and
only if p ≡ 1 mod 4.

Solution to Exercise 6 —

1. Modulo p = 2, the rational function b(x) = 1/(x2 + 1) writes 1/(x + 1)2; thus it has
a pole of order 2 and hence the differential equation (12) has no nonzero rational
solutions by Proposition 2.3.
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2. For p 6= 2, the partial fraction decomposition of b(x) reads

b(x) =
i

2
·
(

1

x+ i
− 1

x− i

)
where i denotes a square root of −1 in Fp. We now need to distinguish between two
cases depending on the congruence class of p modulo 4. Indeed, we recall that a ∈ Z
is a quadratic residue modulo p if and only if a

p−1
2 ≡ 1 mod p; applying this to a = −1,

we get that −1 is a quadratic residue modulo p if and only if p ≡ 1 (mod 4). So, when
p ≡ 1 (mod 4), we have i ∈ Fp and so the residues belong to Fp as well. In this case,
the equation (12) has then a nonzero rational solution, namely

y(x) =

(
x+ i

x− i

)i/2
,

where the exponent i/2 is a lift in Z of i/2 ∈ Fp. On the contrary, when p ≡ 3 (mod 4),
we have that −1 is not a square in Fp, showing that the residues are not in Fp either.
Therefore, in this case, the equation (12) has no nonzero rational solution.

Solution to Exercise 7 — It is clear that Fp(xp) is included in the field of differential constants

of Fp(x). It remains to prove the converse inclusion. We recall that Fp(x) is an Fp(xp)-
vector space of dimension p, a basis being given by 1, x, x2, . . . , xp−1. Consider an element
f of the field of differential constants of Fp(x). There exist λ0, · · · , λp−1 ∈ Fp(xp) such that
f =

∑p−1
i=0 λix

i. We have 0 = f ′ =
∑p−1

i=0 λiix
i−1 so λ1 = · · · = λp−1 = 0 and, hence, f belongs

to Fp(xp).

Solution to Exercise 8 — We have, for all j ∈ Z≥0, ∂jxx = x∂jx + j∂j−1x . For j = p, we get

∂pxx = x∂px, so ∂px commutes with x. It follows that ∂px ∈ Z. We also have ∂xxp = xp∂x+pxp−1 =
xp∂x, so xp commutes with ∂x. It follows that xp ∈ Z. So, Fp(xp)〈∂px〉 ⊂ Z.

Conversely, consider M ∈ Z. It has a unique decomposition of the form

M =
∑

0≤i,j≤p−1
mi,jx

i∂jx

with mi,j ∈ Fp(xp)〈∂px〉. We have

0 = Mx− xM =
∑

0≤i,j≤p−1
mi,jx

ij∂j−1x

so mi,j = 0 for all j 6= 0 and, hence, M =
∑

0≤i≤p−1mi,0x
i. Moreover, we have

0 = M ∂x − ∂xM =
∑

0≤i,j≤p−1
mi,0ix

i−1,

so mi,0 = 0 for i 6= 0 and, hence, M = m0,0 ∈ Fp(xp)〈∂px〉.

45



Solution to Exercise 9 —

1. Let us first note that, for any f1, f2 ∈ Fp(x),

∆(f1f2) = ∆1(f1)f2 + f1∆2(f2)

where

∆ : Fp(x) → Fp(x)

f 7→ f ′ + (b1(x) + b2(x))f

and, for i ∈ {1, 2},

∆i : Fp(x) → Fp(x)

f 7→ f ′ + bi(x)f.

Iterating this equation, we get, for all k ∈ Z≥0,

∆k(f1f2) =

k∑
i=0

(
k

i

)
∆i

1(f1)∆
k−i
2 (f2).

For k = p, we get
∆p(f1f2) = ∆p

1(f1)f2 + f1∆
p
2(f2).

Specializing this equality to f1 = f2 = 1, we get

∆p = ∆p
1 + ∆p

2,

and this proves our claim.
2. Using the previous question, we see that it is sufficient to prove the expected formula

for the p-curvature in the case b = cxi with c ∈ Fp(xp) and i ∈ {0, . . . , p− 1} because
any element of Fp(x) is a sum of terms of this form.

3. We have (
∂x + cxi

)p
= cpxip + cp−1Ep−1 + · · ·+ cE1 + ∂px

where the Ej ∈ Fp(x)〈∂x〉 are differential operators not depending on c; in particular,
E1 =

∑p−1
k=0 ∂

p−1−k
x xi∂kx . Therefore, denoting by ∆p

cxi
the p-curvature of y′ + cxi, we

have
∆p
cxi

(1) = cpxip + cp−1ep−1 + · · ·+ ce1

where the ej = Ej(1) are elements of Fp(x) not depending on c.
4. As the map c 7→ ∆p

cxi
(1) is additive, we have ep−1 = · · · = e2 = 0. Moreover, e1 =

E1(1) = ∂p−1x (xi) = 0 if i < p− 1, (p− 1)! = −1 (by Wilson theorem) if i = p− 1.
5. In conclusion,

∆p
cxi

(1) = cpxip + ∂p−1x (cxi) =

{
cpxip if i ∈ {0, . . . , p− 2}
cpxip − c if i = p− 1
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Solution to Exercise 10 — Consider a rational function b(x) ∈ Fp(x) and write its partial

fraction decomposition

b(x) = P (x) +
m∑
i=1

ri∑
j=1

βi,j
(x− bi)j

where P (x) is a polynomial, the bi’s are pairwise distinct elements of Fp and βi,j ∈ Fp with
βi,ri 6= 0. Each bi is a pole of b(x) of multiplicity ri and residue βi,1. Moreover, b(x) has an
extra pole at infinity when the degree of P (x) is positive. A direct computation now gives:

bp(x) = P (p−1)(x) + P (x)p

+
m∑
i=1

ri∑
j=1

(−j)(−j − 1) · · · (−j − (p− 2))βi,j
(x− bi)j+p−1

+
m∑
i=1

ri∑
j=1

βpi,j
(x− bi)pj

= P (p−1)(x) + P (x)p −
m∑
i=1

∑
1≤j≤ri
j≡1 mod p

βi,j
(x− bi)j+p−1

+
m∑
i=1

ri∑
j=1

βpi,j
(x− bi)pj

(21)

and we see that the latter is zero if and only if P (x) vanishes and, for all i ∈ {1, . . . ,m}, we
have ri = 1 and βpi,1 = βi,1, i.e., βi,1 ∈ Fp. After Proposition 2.11, we then recover by different
means the result of Proposition 2.3.

Solution to Exercise 11 —

1. a) Let F be a K-linearly dependent family of elements of Y ′ = AY . Consider
F1, . . . , Fr ∈ F such that (F1, . . . , Fr) is K-linearly dependent but any strict sub-
family is K-linearly independent (i.e., a family of K-linearly dependent elements of
F with minimal cardinality with respect to this property). Then there is a (unique)
relation F1 =

∑r
i=2 aiFi with all ai ∈ K. Now

0 = F ′1 −AF1 =
r∑
i=2

a′iFi +
r∑
i=2

ai(F
′
i −AFi) =

r∑
i=2

a′iFi.

Thus all a′i = 0 and so all ai ∈ C.
b) Immediate consequence of the previous question.

2. Apply the previous question to the differential system Y ′ = AY associated to the
differential equation and use the fact that the map

f(x) 7→ (f(x), f ′(x), . . . , f (n−1)(x))

induces an C-linear isomorphism from the C-vector space of solutions of the differential
equation (see formula (25)) in K to the C-vector space of solutions of Y ′ = AY in Kn.

Solution to Exercise 12 — Let us first note that, for any u ∈ Fp(x), there exist a ∈ Fp[x]

and b ∈ Fp[xp] \ {0} such that u = a/b. Indeed, there exist v ∈ Fp[x] and w ∈ Fp[x] \ {0}
such that u = v/w and we have u = a/b with a = vwp−1 ∈ Fp[x] and b = wp ∈ Fp[xp] \ {0}.
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As the elements of Fp[xp] are differential constants, we see that if u ∈ Fp(x) is a solution of
M ∈ Fp(x)〈∂x〉, then there exists b ∈ Fp[xp] \ {0} such that bu ∈ Fp[x] is again a solution of
M . This implies immediately that if M has a full basis of rational solutions then it has a full
basis of polynomial solutions. The converse implication is trivial.

Solution to Exercise 13 —

Solution to Exercise 14 —

1. An easy modification of the proof of Theorem 2.19 shows that the kernel of the p-
curvature coincides with the Fp(x)-vector space generated by the rational solutions (i.e.,
in Fp(x)n) of Y ′ +B(x)Y = 0.

2. As the solutions of the latter system in Fp(x)n are linearly independent over Fp(x) if
and only if they are linearly independent over Fp(xp) (Wronskian Lemma, Exercise 11),
this implies that the dimension of the Fp(xp)-vector space of rational solutions of
Y ′ +B(x)Y = 0 or, equivalently, of (24) is equal to dimFp(x) ker ∆.

Solution to Exercise 15 — To prove the formula xk∂kx = δ(δ − 1) · · · (δ − k + 1), we argue by
induction on k ∈ Z≥1. The case k = 1 is obvious. Assume that the formula is true for some
k ∈ Z≥1. Note that we have

δ∂x = ∂xδ − ∂x = ∂x(δ − 1)

so, for all j ∈ Z≥1,
(δ − j)∂x = ∂x(δ − j − 1).

It follows that

xk+1∂k+1
x = x(xk∂kx)∂x = xδ(δ − 1) · · · (δ − k + 1)∂x

= x∂x(δ − 1)(δ − 2) · · · (δ − k) = δ(δ − 1)(δ − 2) · · · (δ − (k + 1) + 1)

and this concludes the induction.
The formula we have just proved is of the form:

∀k ∈ Z≥1, xk∂kx ∈ δk + SpanC(δk−1, . . . , δ),

therefore:
∀k ∈ Z≥1, δk ∈ xk∂kx + SpanC(xk−1∂k−1x , . . . , x∂x).

Assume that L is regular singular. Without loss of generality, we can assume that an = 1.
Set ãi = xn−iai. Then,

ai∂
i
x = x−nãix

i∂ix = x−nãiδ(δ − 1) · · · (δ − i+ 1).

As L is regular singular, the ãi belong toC[[x]] and it follows clearly that L = x−n
∑n

i=0 bi(x)δi,
for some bi ∈ C[[x]], whence the direct implication in Proposition 3.4. We leave the converse
implication to the reader.
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Solution to Exercise 16 —

1. With the notations of the solution of Exercise 15, we have L =
∑n

i=1 ãiδ(δ − 1) · · · (δ −
i+ 1), so the indicial polynomial at 0 of L is given by

X(X − 1) · · · (X − n+ 1) + ã1(0)X(X − 1) · · · (X − n+ 2) + · · ·+ ãn−1(0)X + ãn(0),

which is exactly the expected formula.
2. Direct consequence of the previous question as c̃n−1 = · · · = c̃0 = 0 in this case.

Solution to Exercise 17 — We have

H (α,β) = (1− x)δn + (−
n∑
i=1

αi + x
n∑
i=1

βi)δ
n−1 + ?δn−2 + · · ·+ ?δ + ?

where the symbols ? stand for unspecified polynomials. Using the fact that δk ∈ xk∂kx +
SpanC(xk−1∂k−1x , . . . , x∂x) (see Exercise 15), we see that

H (α,β) = (1− x)xn∂nx + (1− x)λxn−1∂n−1x + (−
n∑
i=1

αi + x
n∑
i=1

βi)x
n−1∂n−1x

+ �∂n−2x + · · ·+ �∂x + �

for some λ ∈ Q and where the symbols � stand for unspecified polynomials. Therefore

1

(1− x)xn
H (α,β) =

n∑
i=0

ai∂
i
x

= ∂nx +
λ

x
∂n−1x +

(−
∑n

i=1 αi + x
∑n

i=1 βi)

(1− x)x
∂n−1x

+
�

(1− x)xn
∂n−2x + · · ·+ �

(1− x)xn
∂x +

�
(1− x)xn

.

Now, using Exercise 16, we see that the indicial polynomial at 1 is

X(X − 1) · · · (X − n+ 1) + c̃n−1X(X − 1) · · · (X − n+ 2) + · · ·+ c̃1X + c̃0. (31)

where c̃i = limz→0(z − 1)n−iai(z) for i ∈ {1, . . . , n}. We have c̃n = 1, c̃n−1 = −
∑n

i=1 αi +∑n
i=1 βi − n and c̃n−2 = · · · = c̃0 = 0. So, (31) reduces to

X(X − 1) · · · (X − n+ 1) +

(
−

n∑
i=1

αi +

n∑
i=1

βi

)
X(X − 1) · · · (X − n+ 2),

i.e., to

X(X − 1) · · · (X − n+ 2)

(
X − n+ 1−

n∑
i=1

αi +
n∑
i=1

βi

)
.
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Solution to Exercise 18 —

1. Assume on the contrary that G is reducible. Then, it leaves a line V invariant. This line
is generated by a common eigenvector of M0, M1 and M∞. Let λ0, λ1 and λ∞ be the
respective eigenvalues. SinceM0M1M∞ = I2, we have λ0λ1λ∞ = 1. But, using the facts
that λ0 ∈ {1, e−2πiγ}, λ1 ∈ {1, e2πi(γ−α−β)} and λ∞ ∈ {e2πiα, e2πiβ} and the hypotheses
relative to α, β, γ, it easily seen that λ0λ1λ∞ 6= 1, whence a contradiction. Note that
this implies in particular that M1 6= I2 because otherwise G would be generated by M0

and, hence, would be reducible.
2. The C-vector space W = ker(M−10 −M∞) has dimension 1 because M−10 −M∞ =

(M1−In)M∞ so dimCW = dimC(M1−In) which is equal to 1 because 1 is an eigenvalue
of M1 and M1 6= I2.

3. The C-vector spaces W and M−10 W are in direct sum because otherwise these lines
would be equal, so W would be left invariant by M0 and, hence, by M∞ because M∞
acts as M−10 on W ; since G is generated by M0 and M∞, this would contradict the
irreducibility of G.

4. Let e be nonzero element of W , then (e,M0e = M−1∞ e) is a basis of M2,1(C) and the
matrices of M0 and M−1∞ seen as C-linear automorphisms of M2,1(C) with respect to this
basis are given by the companion matrices mentioned in the statement of the exercise.

Solution to Exercise 19 — Hint. Use a determinant.
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