EXTREMAL MODELS AND DIRECT INTEGRALS
IN AFFINE LOGIC

ITAT BEN YAACOV, TOMAS IBARLUCIA, AND TODOR TSANKOV

ABSTRACT. Affine logic is a fragment of continuous logic, introduced by Bagheri,
in which only affine functions are allowed as connectives. This has the effect
of endowing type spaces with the structure of compact convex sets. We study
extremal models of affine theories (those that only realize extreme types), and the
ways and conditions under which all models can be described from the extremal
ones.

We introduce and develop the general theory of measurable fields of metric
structures and their direct integrals. One of our main results is an extremal de-
composition theorem for models of simplicial theories, that is, affine theories
whose type spaces form Choquet simplices. We prove that every model of a
simplicial theory can be (uniquely) decomposed as a direct integral of extremal
models. This generalizes known decomposition results (ergodic decomposition,
tracial von Neumann factor decomposition), and moreover, holds without any
separability hypothesis.

Two extreme kinds of simplicial theories are Bauer theories, whose extreme
types form a closed set, and Poulsen theories, whose extreme types form a dense
set. We show that Keisler randomizations of continuous theories are, essentially,
the same thing as affine Bauer theories. We establish a dichotomy result: a com-
plete simplicial theory is either Bauer or Poulsen.

As part of our analysis, we adapt many results and tools from continuous
logic to the affine or extremal contexts (definability, saturation, type isolation,
categoricity, etc.). We also provide a detailed study of the relations between con-
tinuous logic and affine logic.

Finally, we present several examples of simplicial theories arising from theo-
ries in discrete logic, Hilbert spaces, probability measure-preserving systems, and
tracial von Neumann algebras.
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Introduction

Model theory studies the tripartite relationship binding mathematical structures,
first-order formulas, and type spaces. In classical logic, structures are discrete
mathematical objects, and the relationship between formulas and types is given
by the Stone duality between Boolean algebras and totally disconnected com-
pact Hausdorff spaces. Continuous logic is a generalization of classical logic that
has been highly successful as a logical setting for real-valued (usually, complete
metric) mathematical structures, such as those arising in functional analysis and
related areas. Here, the duality between formulas and types is the Gelfand du-
ality (or its real-valued version) between commutative C*-algebras and compact
Hausdorff spaces, and formulas correspond to continuous functions on the com-
pact type spaces. Many ideas from classical logic can be adapted to continuous
model theory, often with new features and some additional complexity. How-
ever, a number of key notions, constructions, and phenomena from functional
analysis or measure theory have no analogue in the discrete universe and new
model-theoretic ideas are needed to incorporate them.

Not long after the beginnings of continuous logic, S.-M. Bagheri and his co-
authors initiated the study of a natural fragment thereof, which they called linear
logic [Bag1o, BS14, Bag14, Bag21]. In this fragment, the connectives are restricted
to the affine ones: addition, multiplication by real scalars, and the constant for-
mula 1. The continuous logic quantifiers, sup and inf, remain unchanged. In-
stead of a real algebra, formulas form an order unit space (an ordered vector space
with a distinguished element 1, satisfying certain axioms), and type spaces form
compact convex sets. The relationship between formulas and types is governed
in this case by another important (albeit maybe less well-known) duality, due to
Kadison. In particular, formulas can be identified with affine functions on ap-
propriate compact convex sets, and for this reason we prefer to call this fragment
affine logic (terminology that has also been adopted in recent works of Bagheri
[Bag24a, Bag24b]).

The significance of affine logic seems to have been overlooked by a large part
of the model theory community. In this paper, building on the work of Bagheri,
we develop some of its fundamentally new features and show how the study
of the affine fragment of continuous logic opens the door to a model-theoretic
treatment of many aspects of continuous mathematical structures that were pre-
viously elusive. As a notable outcome, our work provides a unified framework
and generalization of several integral decomposition constructions and results
from functional analysis and ergodic theory.

BACKGROUND AND MOTIVATION

The original motivation of Bagheri’s paper [Bag1o] was a construction analo-
gous to that of ultraproducts, named ultramean in [BS14, Bag14], where the ultra-
filter is replaced by a finitely additive probability measure on the algebra of all
subsets of the index set, and the value of the predicates is defined by integration.
Affine formulas are preserved by this construction, just as arbitrary continuous
formulas are preserved by ultraproducts. In the light of this observation, an ap-
propriate compactness theorem for this logic was established in [BS14, Bagi4],
and thereafter many affine counterparts of basic fundamental results of continu-
ous logic were deduced. These papers also discussed two important examples of

IThere is a priori no relation to the well-known linear logic of Girard, nor to the related substruc-
tural logic known as affine logic or BCK logic.
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affine theories: the theory of probability algebras, and its expansion with an ape-
riodic automorphism. Later, in [Bag21], Bagheri proved a version of the Keisler—
Shelah isomorphism theorem for affine equivalence.

However, a crucial new feature of affine logic remained unexplored. As type
spaces form compact convex sets, a distinguished class of types as well as a
distinguished class of models appear: the extreme types and the extremal models.

A central role in the theory of compact convex sets is played by their extreme
points and by various decomposition theorems that allow to represent any point
in the set as the barycenter of a probability measure concentrated on the extreme
points. Perhaps the earliest result of this kind is the Krein—-Milman theorem which
ensures the existence of extreme points and provides a decomposition theorem
in terms of measures concentrated on the closure of the set of extreme points (see
[Pheo1, §1]). The first general decomposition theorem for measures concentrated
exactly on the set of extreme points was proved by Choquet, in the case where the
compact convex set is metrizable, and it was later shown by Bishop and de Leeuw
that the metrizability assumption can be dropped at the expense of some technical
complications (as the set of extreme points may no longer be measurable). These
decomposition results have proved to be of great importance in analysis and in
ergodic theory.

The main goal of this paper is to analyze the structure of extreme types (ex-
treme points of the type spaces), of extremal models of affine theories, i.e., those
that only realize extreme types, and of the models that can decomposed into
extremal components. This analysis involves a subtle interplay between com-
pactness (as type spaces are compact) and the lack thereof: in general, the set of
extreme types is not closed, and ultraproducts of extremal models are not neces-
sarily extremal. This tension is one of the most interesting features of the theory.

The general theory of compact convex sets, which will of course be funda-
mental in our analysis, is enriched by the presence of quantifiers. A crucial basic
instance of this is that if one restricts an extreme type in the variables xy to the
variable x, one obtains an extreme type. In other words, the variable restriction
maps preserve extreme points, which is of course not true for general affine maps
between compact convex sets.

Our work is also guided by the introduction of ideas of ergodic theory into
model theory. Indeed, extremal models are a generalization of ergodic systems,
and many intuitions and methods from this field work in our more general set-
ting. Conversely, we expect that the development of affine logic will find applica-
tions in measured group theory, and in this paper, we lay some of the groundwork
for this.

SUMMARY OF THE MAIN RESULTS

The selected results discussed in the subsections below are to be found in
Parts 1I-V of the present work. The beginning of the paper (Part I) is devoted to
a self-contained presentation of affine logic and the development of the general
theory of extreme types and extremal models. Even though the results are mostly
analogues to ones in continuous logic, the proofs often require new ideas. Some
of the main points of Part I are the following:

o We give an alternative proof of Bagheri’s compactness theorem for affine
logic, by a combination of the usual compactness theorem for continuous
logic and the Hahn-Banach separation theorem.

e We prove that extremal models always exist, and enjoy many desirable
properties.
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e We obtain affine or extremal versions of several fundamental theorems
of continuous logic, notably concerning definability, saturation, omitting
types, and atomic models.

Direct integrals of metric structures. A fundamental construction of affine logic
is the convex combination of several structures. For example, given M and N we
may define

K=jiM®a N,

whose elements are pairs in M x N and whose basic predicates are defined by
PX(a,b) = JPM(a) + 1PN (b). 1t is easy to observe that affine formulas and affine
theories are preserved by convex combinations of models. This construction can
be seen as a particular case of Bagheri’s ultrameans, but is in a sense orthogonal to
the ultraproduct construction, which ultrameans also encompass. We generalize
convex combinations in a different manner, by considering measurable fields and
direct integrals of structures over measurable spaces equipped with o-additive
probability measures (which cannot be seen as a case of Bagheri’s construction).

Measurable fields of Hilbert spaces and their direct integrals are important
in functional analysis, representation theory of groups, and operator algebras.
See, for instance, [Nie8o]. With a different viewpoint and terminology (and in a
dual form that is peculiar to its setting), direct integrals are also fundamental in
ergodic theory, most notably via the ergodic decomposition theorem. Other con-
structions, such as fields of Polish groups, have also been considered. In almost
all cases appearing in the literature, only fields of separable structures (typically,
over standard probability spaces) are studied, as the general non-separable case
appears to be at odds with the fact that measures are only o-additive.

We introduce in Section 8 a general notion of a measurable field of £-structures,
for any given language £, with no restrictions on the size of the structures or the
underlying probability space. From a measurable field (M, : w € Q)) based on a
probability space (), 1), we can define an associated direct integral,

K 69M d
= [ Modu(),

which is again an £-structure. An appropriate version of Los’s theorem holds
(see 8.11).

Theorem. For every affine L-formula ¢ and tuple f € K", the function w +— M« (f(w))
is p-measurable and

o ()= [ oM (@) du(w).

Ensuring the measurability of the integrand in the non-separable case is the major
technical obstacle, and the condition that makes our definition work is inherently
model-theoretic.

Our construction of direct integrals generalizes several of the notions from
the literature mentioned above. Also, Bagheri’s ultramean can be recovered as a
direct integral of a field of ultraproducts; we explain this in Section 9. In addition,
as we comment further below, direct integrals allow for a streamlined description
of the models of Keisler randomizations.

Beyond the connections with the existing literature, direct integrals of mea-
surable fields of models constitute one of our main tools for the study of affine
theories. A key construction (see Section 10) shows how to produce direct inte-
grals of extremal models of a given theory. The underlying probability space is

obtained from a type space S3f(T) with an appropriate boundary measure (i.e.,
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a measures concentrated on the extreme points), and the field of models arises
naturally from the crucial observation that a measure on S (T) whose barycen-
ter is the type of an enumeration of a model, must itself concentrate on types of
enumerations of models. In this way, similarly to the Choquet representation of
points of convex sets as barycenters of boundary measures, we have the following
(see 10.2).

Theorem. Let T be an affine theory and let M be a model of T. Then there is a measurable
field (M, : w € Q) of extremal models of T such that

*) M =<3t /Q@ My, dp(w).

The investigation of the conditions under which one can get equality in (*) is
one of the main contributions of the paper, which we discuss in the next subsec-
tion.

Direct integrals are a fundamental device in the understanding of the con-
nections between affine logic and continuous logic. For instance, a structure is
a model of the affine part Q,¢ of a continuous theory Q if and only if it em-
beds affinely into a direct integral of models of Q (see 15.15). See also 19.2 for
a characterization of affinely axiomatizable continuous logic theories in terms of
preservation under convex combinations and direct multiples.

Finally, let us mention that our construction of direct integrals has been em-
ployed by Farah and Ghasemi in [FG23] to prove a version of the Feferman-—
Vaught theorem for direct integrals of fields of structures (in the separable set-
ting), and thereby deduce a preservation result for elementary equivalence under
tensor products of tracial von Neumann algebras. We will revisit their result and
prove a generalization of one of their main theorems in Section 18.

Simplicial theories, extremal decomposition, and a Bauer-Poulsen dichotomy.
A compact convex set is a Choquet simplex if every point can be represented as
the barycenter of a unique boundary measure. We will call an affine theory sim-
plicial if all its type spaces S2f(T) are Choquet simplices. As we will show, many
important examples of affine theories are indeed simplicial.

One of our main results (see Section 12) is the existence and uniqueness of
extremal decompositions for models of simplicial theories.

Theorem. Let T be a simplicial affine theory. Then every model of T is isomorphic to a
direct integral of extremal models of T.

Moreover, this extremal decomposition is unique, up to an appropriate notion of iso-
morphism of measurable fields.

Applied to the theory of probability measure-preserving actions of a given
countable group I', our theorem generalizes the ergodic decomposition theorem
from I'-systems on standard probability spaces to arbitrary ones (see Section 28).
Similarly, it provides a generalization to the non-separable setting of the factor
decomposition theorem of von Neumann algebras, in the tracial case (see Sec-
tion 29). These applications require establishing that the corresponding affine
theories PMPr and TvN are simplicial, which we manage to do via a transfer
principle from quantifier-free type spaces, despite the presumably very compli-
cated nature of the full type spaces S3f(PMPr) and S3f(TvN).

Among Choquet simplices, which can be quite diverse, two classes are of par-
ticular significance. On the one hand, Bauer simplices are those for which the
extreme points form a closed set. More concretely, a compact convex set is a
Bauer simplex if and only if it is affinely homeomorphic to M(X), the convex set
of Radon probability measures on a compact space X. On the other hand, we
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have simplices whose extreme points form a dense set. In fact, in the metrizable
case, there is only one non-trivial such, called the Poulsen simplex. It is universal
in the sense that any other metrizable simplex can be embedded as a face of the
Poulsen simplex. As it turns out, most simplices that appear naturally in ergodic
theory and operator algebras tend to be either Bauer or Poulsen.

We undertake a detailed analysis of the affine theories all of whose type spaces
belong to one of these classes, i.e., Bauer theories and Poulsen theories. Their study
provides significant insights into the connections between affine and continuous
logic, and is carried out in Part III. Let us state here two important consequences
of our analysis, proved in Section 20.

Theorem. Let T be a non-degenerate, affinely complete, simplicial theory. Then T is
either a Bauer theory or a Poulsen theory.

Corollary. Let T be a simplicial affine theory and let M and N be extremal models of T.
If M = N, then M ="t N, that is, affine equivalence implies elementary equivalence
in continuous logic.

More generally, the affine theory of a model M of a simplicial theory determines the
distribution of the continuous theories of the models M, appearing in the extremal de-
composition of M.

The last point proves and generalizes a statement conjectured by Farah and
Ghasemi [FG23] in the context of tracial von Neumann algebras and continuous
logic (which was also confirmed independently, in that setting, by Gao and Jekel
[G]24]).

Below we highlight some of our specific findings and examples concerning
Bauer and Poulsen theories.

Bauer theories, and continuous theories with affine reduction. As the extreme
types of a Bauer theory form a closed set, its extremal models are closed under
ultraproducts and form an elementary class in continuous logic. The extremal
structure of a Bauer theory T is thus coded by the continuous logic theory Text,
defined as the common elementary theory of its extremal models.

On the other hand, let us say that a continuous theory Q has affine reduction
if every continuous logic formula can be approximated arbitrarily well by affine
formulas, modulo Q. We have a correspondence between Bauer affine theories
and continuous theories with affine reduction (see Section 15).

Theorem. If T is a Bauer theory, then Text has affine reduction. Conversely, if Q is
a continuous logic theory with affine reduction, then Q. is a Bauer theory, and the
extremal models of Qg are precisely the models of Q.

In either case, letting Q = Text (equivalently, T = Qag), we have natural affine
homeomorphisms

SY(T) = M(SP™(Q))

between the spaces of affine types of T and the Bauer simplices of Radon probability
measures on the continuous logic type spaces of Q.

If a continuous theory Q has affine reduction, our extremal decomposition
theorem then provides a description of all models of the affine part Q.¢: these
are precisely the direct integrals of models of Q.

Similarly to quantifier elimination, affine reduction is a syntactical property
which can be achieved by a definitional expansion of the language. Given a
continuous theory Q, we let Qpay = (Qmor)afr denote the affine part of the Mor-
leyization of Q, which we call the Bauerization of Q.
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Theories of random variables taking values in the models of a given classical or
continuous logic theory have already been studied in the literature, by the name
of Keisler randomizations. They constitute an important source of examples of
continuous logic theories, especially because of their preservation properties. We
show that the Bauerization of a continuous theory Q is bi-interpretable with the
randomization of Q in this sense. As a consequence, we obtain a novel and satis-
fying description of models of randomized theories. This is done in Section 21.

Theorem. Let Q be a continuous logic theory. Then every model of the Keisler random-
ization of Q is a direct integral of models of Q, in the appropriate language.

A basic but fundamental example of a Bauer theory is the theory PrA of proba-
bility measure algebras. Indeed, probability algebras are the affine counterpart of
the rather trivial structure, from the viewpoint of continuous logic, consisting of
just two points. (For a precise statement, PrA is interdefinable with the Baueriza-
tion of the theory of two named points at distance one.) As observed by Bagheri
from the very beginning, every affine theory with a non-trivial model M has arbi-
trarily large models — for instance, all direct multiples L' (Q), M) = f(e; Mdu(w).
On the other hand, an affine theory may have a bound on the size of its extremal
models. In Section 15, we prove that PrA as well as other similar examples, all
having a unique, compact extremal model, are indeed Bauer theories, and more-
over that they enjoy affine quantifier elimination.

In general, establishing that a concrete continuous theory has affine reduc-
tion, particularly via explicit, syntactical means, seems to be a difficult task. In
Section 22, we isolate a sufficient condition for affine reduction, in terms of the
automorphism group of the direct multiple L'(Q, M), which can be applied to
continuous theories having a separable, saturated model M. This applies in the
following important example (see Section 27).

Theorem. The continuous theory HS« of spheres of infinite-dimensional Hilbert spaces
has affine reduction.

Given the model-theoretic nature of our proof, we do not know, for instance,
how to approximate the continuous logic formula (x,y)3 by affine formulas. If
HS is the continuous logic theory of the spheres of arbitrary Hilbert spaces, our
results also imply that the extremal models of HS,¢ are precisely the spheres of
Hilbert spaces.

Discrete, classical logic theories can be seen as continuous theories such that
in every model, all basic predicates take only the values 0 or 1. Our method also
applies to prove the following (see Section 26).

Theorem. Let Q be a classical, complete theory in a single-sorted language. Then Q has
affine reduction.

In particular, for complete, single-sorted classical theories, the space of affine
types S2(Q,¢) can be identified with the space M(S™(Q)) of Keisler measures,
which has been studied intensively in recent years.

Finally, as already mentioned before, the theory TvN of tracial von Neumann
algebras is affine and simplicial. It is in fact a Bauer theory. Recall that a von
Neumann algebra is called a factor if it has trivial center.

Theorem. The theory of tracial von Neumann algebras is an affine Bauer theory, and its
extremal models are precisely the factors.

Tracial von Neumann algebras were axiomatized in continuous logic in [FHS14].
We give a self-contained presentation in Section 29.
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The convex realization property and Poulsen theories. There are several signif-
icant intermediate classes of formulas between affine and continuous logic, start-
ing with convex formulas, obtained as maximums of finite collections of affine
formulas. A major role in the understanding of the connections between affine
and continuous logic is played by those structures that are existentially closed for
convex formulas, i.e., they have approximate witnesses for any conjunction of affine
conditions that can be realized in an affine extension. This property is enjoyed by
any direct integral over an atomless probability space.

As it turns out, one can axiomatize in continuous logic the class of structures
that are existentially closed for convex formulas. For this we identify an intrinsic
elementary condition, which we call the convex realization property, and which,
roughly speaking, says that for every tuple  in a model and tuple A of positive
real numbers with } ; A; = 1, there is b in the model which behaves approximately
(that is, with respect to finitely many formulas and up to ¢) like the element
@®; Aja; in the convex self-combination @@; A;M. A posteriori, we show that every
affine extension of structures with the convex realization property is elementary
in continuous logic, which, for instance, implies the following (see 18.3).

Theorem. Let (M, : w € Q) and (N, : w € Q) be measurable fields of structures
over an atomless probability space. If My, = N,, for almost every w € Q, then

[ Mo diete) = [ Nodp(eo)
Ja ¢ - Ja ¢ '

Given an affine theory T, the continuous theory T obtained by adding the
axiom scheme of the convex realization property is called the convex realization
completion of T in continuous logic. It is the common continuous theory of all
atomless direct integrals of models of T, and we have the following (see 17.7).

Theorem. Let T be a complete theory in affine logic. Then Ty is a complete continuous
logic theory.

In fact, one has the stronger fact that for any affine theory T, the affine part
maps SM(T.,) — S2(T) are affine homeomorphisms.

In the case of simplicial theories, the convex realization property provides us
with a characterization of complete Poulsen theories (see 20.4).

Theorem. Let T be an affinely complete, simplicial theory. The following are equivalent:

(i) T is a Poulsen theory.
(if) Every model of T has the convex realization property.
(iii) T is complete as a continuous logic theory.

The preceding results, and many consequences, are treated in Sections 16-20.

Measure-preserving systems. Our main examples of Poulsen theories, as well
as further interesting examples of Bauer theories, come from ergodic theory.
Measure-preserving systems of a countable group I' can be studied in contin-
uous logic by expanding the language and the theory of probability measure
algebras with a family of automorphisms, representing the transformations in-
duced by the elements of I. Several model-theoretic results in this framework
have been obtained in the literature (see the references in Section 28), and also
certain applications of model theory to studying weak containment in a strongly
ergodic system (see [IT21]). Indeed, weak containment, strong ergodicity and
several other notions of the field have natural interpretations in continuous logic.
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On the other hand, an important shortcoming of the model-theoretic treat-
ments of ergodic theory is that ergodicity in general cannot be captured by stan-
dard notions in continuous logic. Affine logic provides an elegant solution to this
problem (see 28.3).

Theorem. Let I' be a countable group and let PMPr be the theory of probability measure-
preserving I'-systems. Then the following hold:

(i) PMPr is a simplicial affine theory.

(ii) The extremal models of PMPr are the ergodic systems of T

It is interesting to study the extreme completions of this theory, which are
simplicial as well. Whether they are Bauer our Poulsen depends on the action
and on the group (see 28.5).

Theorem. Let X be an ergodic T-system. If X is strongly ergodic, then the affine theory
of X is a Bauer theory. Otherwise, it is a Poulsen theory.

In a related vein, we have:
Theorem. A group I' has property (T) if and only if PMPr is a Bauer theory.

When the group I' is amenable, we can use some existing results of Giraud [Gir19]
in the continuous logic setting to get much more precise results. An invariant ran-
dom subgroup (or IRS for short) of I is a probability measure on the space Sub(I')
of subgroups of I' invariant under conjugation. Every probability measure-pre-
serving action I' ~ (X, u) gives rise to its stabilizer IRS simply via the stabilizer
map X — Sub(T), x +— TI'y. It turns out that the stabilizer IRS is coded by the
affine theory of the action. The following is contained in 28.10.

Theorem. Let I' be a countable, amenable group, and let 0 be an ergodic IRS of T of
infinite index. Then the theory PMPy of I'-systems with stabilizer IRS equal to 0 is a
complete Poulsen theory with affine quantifier elimination in an appropriate language.

Note that when 0 is the trivial IRS (i.e., the Dirac measure on 1y), PMPy is
simply the theory of free actions of I'.

Extremal categoricity. Categoricity of a theory at a given cardinal is a fundamen-
tal notion in model theory, and affine logic offers new phenomena of this kind.

First of all, by analogy with the classical theory, one may ask when it is the
case that all extremal models of an affine theory of a fixed density character are
isomorphic. In the case of separable models, our affine omitting types theorem
yields an extremal version of the continuous logic Ryll-Nardzewski theorem (see
Section 23).

Theorem. Let T be a complete, affine theory in a separable language. The following are
equivalent:

(i) T admits a unique separable extremal model, up to isomorphism.
(ii) The metric topology and the logic topology coincide on the extreme types.

Moreover, if T is extremally Ny-categorical and simplicial, then the integral
decomposition theorem yields a classification of all separable models of T: if M is
the unique separable extremal model, then they are precisely the direct multiples
LY(Q, M), where Q) is a standard probability space.

The corresponding question in uncountable cardinals, and the plausibility of
an extremal Morley theorem, will not be explored in this paper. On the other
hand, the absence of compactness in the class of extremal models introduces
an entirely new question: can there be absolutely categorical affine theories (i.e.,
admitting a unique extremal model) whose extremal model is not compact?
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A basic example (see 25.3) shows that the answer is positive in general. How-
ever, we do not know whether a simplicial example exists. A theory with this
properties would enjoy some peculiar properties (see Section 24).

Theorem. Let T be an absolutely categorical, simplicial theory in a separable language,
with extremal model M. The following hold:

(i) Every model of T is of the form L'(Q, M), for a probability space Q.

(ii) If M compact, then T is a Bauer theory. Otherwise, it is a Poulsen theory.

The study of this broadly open subject is initiated in Part IV.

Acknowledgments. We would like to thank Ilijas Farah for useful comments on
a preliminary version of this paper, and for suggesting that we could obtain The-
orem 20.13.

Addendum. The completion of the present work took several years. Recently,
while the paper was being completed and after some of our results had been
announced at conferences, two preprints [Bag24a, Bag24b] by Bagheri that con-
tain some related results appeared. Notably, he considered the notion of extreme
types and extremal models, and obtained several results having non-empty inter-
section with the contents of Section 4, Section 5, Section 14, Proposition 23.4 and
Proposition 24.2 of this paper.



Part 1
The logic

1. PRELIMINARIES ABOUT COMPACT CONVEX SETS

1.1. Faces and extreme points. We use [Alfy1, Pheo1, Sim11] as general refer-
ences for compact convex sets.

Let E be a real vector space. A subset X C E is convex if for all pq, p» € X and
all A € [0,1], we have that Ap; + (1 — A)p, € X. A cone is a subset of E closed
under multiplication by non-negative scalars. A convex cone is a cone which is
convex. Equivalently, a convex cone is a subset of E closed under sums and
multiplication by non-negative scalars. A function f: X — Y between convex
sets is called convex if

fAp+ (1 =A)g) <Af(p)+(1—A)f(q) forall 0 <A<,

concave if —f is convex, and affine if it is both convex and concave. Note that the
collection of convex functions is a cone and that the affine functions form a vector
space.

When E is a locally convex topological real vector space, we denote its topolog-
ical dual by E*. A compact convex subset of E will be called a compact convex set.
Note that for a compact subset X C E to be convex, it is enough to require that
%pl + %pz € X for all p1,pp € X. If X C E is compact and convex, a continuous,
affine function X — R is the restriction to X of a function of the type ¢ 4 c, where
¢ € E* and c € R. We will denote by A(X) the Banach space of continuous, affine
functions on X equipped with the supremum norm ||-||co.

A non-empty convex subset F C X is called a face if for every p1,p» € X and
0<A<1if Ap1+ (1 —A)py € F, then p1, pa € F as well. Note that a face of a
face is a face. A face F is called exposed if there exists ¢ € A(X) such that ¢[p =
and ¢(p) > 0 for all p € X\ F. Note that every exposed face is closed. A point
p € X is extreme if {p} is a face, or equivalently, if X \ {p} is convex. We will
denote by &(X) the collection of extreme points of X.

If A C X, we denote by co A the closed convex hull of A, i.e., the intersection of
all closed convex subsets of X containing A.

We record some basic facts concerning compact convex sets and their extreme
points. Let X denote a compact convex set.

The Hahn-Banach separation theorem [Sim11, Thm. 4.5]: If By and B, are closed,
convex and disjoint subsets of X, then there exists ¢ € A(X) with ¢(p) <
0 for all p € By and ¢(p) > 1 for all p € B,. Moreover, if D C A(X) is a
dense subspace (in ||-||«), we can find ¢ € D.

The Krein-Milman theorem [Sim11, Thm. 8.14]: X = 0 &(X). In particular, the
set £(X) is non-empty.

Milman’s theorem [Sim11, Thm. 9.4]: If K C X is compact, then €(co K) C K.

Notation 1.1. If ¢ € A(X), we write [¢ > {] for the set {x € X : ¢(x) > t}, and
similarly for similar conditions. We may also write [...J¢ = [...] N E(X).

A subset of the form [¢ > 0] for ¢ € A(X) is an open half-space. It follows from
the Hahn-Banach theorem and compactness that finite intersections of open half
spaces form a basis for the topology on X. Moreover, near extreme points, single
open half spaces suffice.

Lemma 1.2. If p € X is an extreme point, then sets of the form [¢ > 0] with ¢ € A(X)
and ¢(p) > 0 form a basis of neighborhoods of p in X. Consequently, sets of the form
le > 0] with ¢ € A(X) form a basis for the induced topology on &(X).

12
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Proof. Let U > p be open. By Milman’s theorem, p ¢ &(co (X \ U)), and since it
is extreme in X, p ¢ ¢o (X \ U). By Hahn-Banach, there exists ¢ € A(X) with
¢(p) =1and ¢(q) <OforallgecoX\U. O

Lemma 1.3. Let X and Y be compact convex sets and let t: X — Y be a continuous,
affine map. If the image of 1t intersects every non-empty half-space [¢ > 0] C Y with
¢ € A(Y), then 7t is surjective.

Proof. By the hypotheses and the previous lemma, the image of 7t contains the
extreme points of Y. As the image is a compact convex subset, it must be all of
Y, by Krein-Milman. O

We leave the easy proof of the following lemma to the reader.

Lemma 1.4. Let X and Y be compact convex sets and let t: X — Y be a continuous,
affine map. Then the following hold:
(i) If Fis a face of Y, then t1(F) is a face of X.
(i) Ify € Y is extreme, then £(t~ 1 ({y})) C &(X). In particular, if 7t is surjective,
m(E(X)) 2 E(Y).
(iii) In the special case where Y C R, we obtain that a continuous, affine function
attains its maximum and minimum at extreme points.

Lemma 1.5. Suppose that X is a metrizable compact convex set. Then E(X) is a Gy set.
Proof. Let f: X x X — X denote the map f(x,y) = 3x + 1y. Then

X\ &(X) = f((Xx X)\A(X)),
where A(X) denotes the diagonal. The set (X x X) \ A(X) is open, and so, by the
metrizability of X, also K,. Thus X \ £(X) is Ky and £(X) is Gs. O

1.2. Kadison duality. For material in this subsection, we refer to [Alf71, Ch. II].

Definition 1.6. Let A be a real, ordered vector space.

(i) Welet AT = {9 € A: ¢ > 0} denote the positive cone of A.
(ii) We say that A is Archimedean if the set {n¢ : n € N} is not bounded for
any ¢ € A\ {0}.
(iii) A positive element 1 € A is called an order unit if for every ¢ € A, there
isn € N with ¢ <nl.

Definition 1.7. An order unit space is a real, ordered, Archimedean vector space
with a distinguished order unit 1.

(i) Assume that A is an order unit space. For ¢ € A we define
(1.1) ol =inf{reR:—r1 < ¢ <r1}.

(ii) A linear map T: A — A’ between order unit spaces is called unital if
T(1) =1 and positive if T(¢) > 0 for all ¢ > 0.

(iii) Let A be an order unit space, and consider R as an order unit space in the
obvious fashion. A linear positive unital functional p: A — R is called a
state of A.

(iv) The collection of all states of A is denoted by S(A).

In (1.1) we indeed define a norm, making every order unit space a normed
space. A unital map T: A — A’ between order unit spaces is positive if and
only if ||T|| = 1 [Alfy1, Prop. IL1.3]. In particular, a positive, unital map is
automatically continuous, so every state is continuous.

If X is a compact convex set, the space A(X) of affine functions on X ordered
pointwise with order unit the constant function 1 is a complete order unit space,
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and the induced norm is ||-||c. Conversely, if A is an order unit space and S =
S(A), then S is a compact convex subset of A*, and if ¢ € A, then ¢ € A(S),
where
¢(p) = p(o).

It is a theorem of Kadison that the map ¢ — ¢ defines an order-preserving unital
embedding A — A(S) with dense image [Alfy1, Prop. IL.1.7, Thm. I1.1.8]. In
particular, it is isometric, and we can identify A(S) with the completion of A. We
will thus consider A as a subset of A(S).

The pair of functors X — A(X), A — S(A) defines a duality of categories be-
tween compact convex sets with morphisms given by affine, continuous maps and
complete order unit spaces with morphisms given by linear, order-preserving,
unit-preserving maps.

A useful consequence of the duality is the following analogue of the Stone-
Weierstrass theorem. See [Jel68, §4] for a direct proof.

Proposition 1.8. Let X be a compact convex set. Let L C A(X) be a linear subspace
that contains the constants and separates the points of X. Then L is dense in A(X).

Notation 1.9. Let A be an order unit space. If £ C A, then we let [Z]; C S(A)
denote the collection of states of A that are positive (or zero) on X.

Let us call a positive cone of an order unit space A a subset P C A that is a
convex cone and contains A™.

Lemma 1.10. Assume that & C A and ¢ € A. Then the following are equivalent.

(i) @ belongs to the closed positive cone generated by L.
(ii) ¢ is positive on [Z] .

Proof. Since every member of ¥ is, by definition, positive on [X];, so is every
member of the generated closed positive cone. For the converse, we may assume
that X is a closed positive cone. If ¢ ¢ %, then by the Hahn-Banach theorem
[Sim11, Thm. 4.5], there exists a linear functional p € A* that separates ¢ from
in A.

We have 0 € X and p(0) = 0, so p(¢) # 0, and we may assume that p(¢) < 0.
Since X is a cone, we must have p[y > 0. In particular, p is positive. Therefore,
p(1) > 0 (or else p = 0, which is impossible), and we may assume that p(1) = 1.
In particular, p is a state, and p € [X];, witnessing that ¢ is not positive on
- O

Proposition 1.11.
(i) IfX C A, then [L] is a closed convex subset of S(A).
(ii) If X C S(A) and P(X) is the collection of ¢ € A that are positive on X, then
P(X) is a closed positive cone of A.
(iii) These two operations define a bijection between closed convex subsets of S(A)
and closed positive cones of A, one being the inverse of the other.

Proof. The first two assertions are obvious. If ¥ C A is a closed positive cone,
then P([X];) = £ by Lemma 1.10. Finally, let C C S(A) be convex and closed,
and let ¥ = P(C). Then C C [X]; by definition. If p € [Z]4 \ C, then there
exists ¢ € A(S(A)) that separates p from C, say ¢[c > 0 and ¢(p) < 0. Since
C is compact, and A is dense in A(S(A)), we may assume that ¢ € A. But then
¢ € P(C) =%,s0 p ¢ [X]+. This proves that C = [X];, completing the proof. [

Proposition 1.12. Let A be an order unit space and let P C A be a closed positive cone.
(i) The relation ¢ <p ¢ defined by {p — ¢ € P is a preorder relation on A.



EXTREMAL MODELS AND DIRECT INTEGRALS IN AFFINE LOGIC 15

(ii) The intersection I = P N (—P) is a vector subspace of A, and <p induces an
order relation on the vector space quotient B = A/ 1.

(iif) Equipped with the induced order and the equivalence class of 1, B is an order
unit space, and the quotient map m: A — B is positive and unital.

(iv) For p € S(B) let i(p) = pom. Then i: S(B) = [P]; C S(A) is an affine
homeomorphism of compact convex sets.

Proof. The first two items are clear, as is the fact that 1 is also an order unit on B.
The induced order on B is Archimedean since P is closed, so B is an order unit
space. The map 7 is positive since A" C P, and unital by construction.

If p € S(B) then ((p) = pom € S(A), and moreover ((p) € [P];, essentially by
definition. Since 7 is surjective, the map ¢: S(B) — [P]+ is injective. If g € [P]4,
then it must vanish on I, and therefore factor through B as g = p o 7t. Moreover,
p is unital (since g is) and positive (since g is positive on P), so p € S(B). Since ¢
is continuous, it is a homeomorphism ¢: S(B) = [P] .

Finally,  respects the convex structure, by definition. g

In what follows, we may allow ourselves to say that B = A/P, and consider :
to be the identity, so S(A/P) = [P].

Proposition 1.13. Assume that . C A is closed under addition. Then the following are
equivalent.
() X+ #2.
(ii) We have [¢]4 # @ for all ¢ € X.
(ili) We have [¢ + 1] # @ forall ¢ € L.
(iv) We have —1 ¢ .+ AT,

Proof. (i) = (ii) = (iii). Clear.
(iii) = (iv). f -1 € Z+ AT, then —1 > ¢ for some ¢ € ¥, and [2¢ + 1]+ = @.
(iv) = (i). Observe first that —r1 ¢ ¥ + A7 for all r > 0. Indeed, if not, then
—nrl € £+ AT for n large enough such that nr > 1, s0 —1 € £ + A™. Therefore
—11 ¢ Q*Z + A", whence it follows that ||¢ +1|| > ] for all p € Q*Z + A*.
Therefore —1 ¢ QX 4+ AT, and the latter is the closed convex cone generated by
Y. U A™. Therefore —1 is not positive on [X];, so [Z]4+ # @. O

1.3. Probability spaces and measure algebras. Throughout the paper, probabil-
ity measures are always assumed to be countably additive (unless we qualify
them explicitly as finitely additive).

Let (QQ, B, u) be an arbitrary probability space. Its measure algebra, denoted by
MALG(Q, i) (or, sometimes, just MALG(Q))), is defined as the quotient of the
Boolean algebra B by the ideal of null sets. Then MALG((Q), u#) is a complete
Boolean algebra and the measure y is well-defined on it. It also has the structure
of a complete metric space: the distance between two elements is the measure of
their symmetric difference.

If 6: O — Q is a measure-preserving map between probability spaces (i.e.,
0 is measurable and #/(6~'(B)) = u(B) for all B € B), then one has a dual
embedding 6*: MALG(Q, u) — MALG(QY, /') defined by 6*([B],,) = [6~1(B)]
for all B € B.

We will say that a set A € B (or the corresponding element [A] € MALG(Q), u))
is an atom if u(A) > 0 and for every B C A, B € B, we have that y(B) = u(A)
or i(B) = 0. A probability space (or its measure algebra) is atomless if it has no
atoms. In the operator algebra literature, atomless probability spaces are often
called diffuse.

If M is the measure algebra of a probability space (), 4), we may denote the
associated function spaces L*(Q), 1) and L'(Q, 1) simply by L*(M) and L'(M),

;’l,
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respectively. To see that they do not depend on the choice of Q, note that L*(Q, )
can be constructed directly from M by taking the completion of the collection of
simple functions with respect to the essential supremum norm, and similarly for
L'. The following well-known example of a compact convex set will be relevant
in Section 25.

Example 1.14. Let M be a measure algebra and let B = {f € L®(M) : 0 < f < 1}.
Equipped with the weak* topology of L*(M), B is a compact convex set, and
its extreme points are precisely the characteristic functions x; associated to the
elements b € M. If M is atomless, then the extreme points of B form a dense set.

More generally, given nn € N, let B, = {f € (L®(M))?" : fe > 0, Yecon fe = 1}.
With the product of the weak* topology, B;, is a compact convex set. Its extreme
points are the tuples of the form ()3, )econ such that for some tuple b € M" we
have by = (<, b for every e € 2", where b° = b and b' = —b. The extreme
points are dense in B, if and only if M is atomless.

If (O, B, ) is a probability space, we will denote by B, be the completion of B
with respect to p, i.e., the o-algebra generated by B and the y-null subsets of ().
The sets in B, are the p-measurable subsets of (). Similarly, a function f: QO — R
is y-measurable if it differs from a B-measurable function on a y-null subset of ().

Given a non-null y-measurable set A, we will denote by 4 the conditional
measure on A, defined on B by

1
#a(B) = mV(A N B).

Of course, if A has full measure then 4 = u. This construction can be extended
to certain non-measurable sets, as follows.

Definition 1.15. Let (Q, B, 1) be a probability space and let A C Q) be an arbitrary
subset. We will say that u concentrates on A if for every B € B disjoint from A we
have that y(B) = 0.

Remark 1.16. It is possible that a measure p concentrates simultaneously on a set
A and on its complement. See, for instance, Example 26.12.

Lemma 1.17. Suppose that y concentrates on A. Then the formula
ua(BNA) = u(B)
determines a well-defined probability measure on the trace o-algebra
By ={BNA:Bec B}

If (O, B, u) is a complete probability space, then so is (A, B, pia).
The map B — BN A induces an isomorphism MALG(Q), u) = MALG(A, u4), and
for every u-measurable and integrable function f: Q) — R we have:

[ fladua= [ fdn.

Proof. If BNA = B'N A then (BAB)NA = @, so u(BAB') = 0 and py, is
well-defined. The rest is easy. U

Finally, we recall that a probability space (), B, i) is called standard if it is
isomorphic to one where () is a Polish space, u is a Borel probability measure,
and B is the completion of the Borel o-algebra with respect to p.
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1.4. Choquet theory. The theorems of Choquet and Bishop-de Leeuw are ab-
stract representation theorems for points in a compact convex set as barycenters
of measures concentrated on the set of extreme points. They are the basis of
a large number of integral decomposition theorems in analysis. See [Pheo1],
[Sim11, Chs. 10, 11], and [Alf71].

If Y is a compact Hausdorff space, let C(Y) denote the vector lattice of real-
valued continuous functions on Y. We will denote by M(Y) := S(C(Y)) the
compact convex set of states on C(Y). The elements of M(Y) are called Radon
probability measures on Y, and can be identified with the regular Borel probability
measures on Y (regularity means that j1(A) = sup{p(K) : K C A, K compact} =
inf{u(U) : A C U, U open} for every measurable set A). Recall that the o-
algebra of Baire subsets of Y is the one generated by all compact, G; sets, or
equivalently, by all continuous real-valued functions (or, more generally, by all
continuous functions to metrizable spaces). Every probability measure on the
Baire sets extends to a unique regular Borel probability measures. Therefore, the
Radon measures on Y may also be identified with the Baire probability measures.
If Y is metrizable, the Baire sets coincide with the Borel sets.

For any bounded Borel function f on Y, we will denote by u(f) the value
of the integral [, fdu. If m: Y — Z is a continuous map to another compact
Hausdorff space Z, then the pushforward map 7m.: M(Y) — M(Z), given by
(7tspt) (f) = u(f o 7r), is continuous and affine (and surjective if 7 is).

Now let X be a compact convex set and let p € M(X). The barycenter of y is
the unique point R(¢) € X satisfying

f(R(p)) = u(f) forall f € A(X).

The map R: M(X) — X is continuous and affine. If 7t: X — Y is a continuous,
affine map to another compact convex set Y, then R(7.(u)) = t(R(p)).

Lemma 1.18. Let X be a compact convex set and F C X be a closed face. If u € M(X)
and R(u) € F, then u(F) = 1.

Proof. If u(F) < 1, by regularity, there exists a compact set K C X disjoint from
F with p(K) > 0. Then co6(K) N F = @, for if not, any extreme point of co6(K) N F
is also an extreme point of co(K), so in K, by Milman’s theorem, contradicting
KNF = @. Now the conditional measure pg satisfies R(px) € co(K), and the
representation R(y) = p(K)R(uk) + (X \ K)R(px\g) contradicts the fact that F
is a face. g

We denote by C(X) the convex cone of continuous, convex functions on X and
we define the Choquet partial order < on M(X) by

u=v <= u(f) <v(f) forall fe C(X).

A measure y € M(X) is called a boundary measure if it is a maximal element for <.
Intuitively, if 4 < v, then y# and v have the same barycenter and v is concentrated
“closer” to the extreme boundary than y. In particular, boundary measures are
concentrated on &(X) in an appropriate sense.

We note several basic, well-known properties of the Choquet order.

Lemma 1.19. Let X be a compact convex set. Then the following hold:

(i) = is a partial order and it is closed as a subset of M(X)?.
(i) If u < v, then R(p) = R(v).
(iii) For any x € X, there exists a boundary measure y € M(X) with 6y < p.

Proof. (i) This is clear from the definition.
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(ii) If f is continuous and affine, then both f and — f are convex and by defini-

tion, u(f) < v(f) and u(—f) < v(—f). Thus u(f) = v(f) for every continuous,
affine f and this implies that R(x) = R(v).
(iii) This follows from (i) and an application of Zorn’s lemma. O

Definition 1.20. If f is a bounded function on X, we define f, the concave envelope

of f, by
f(x) = inf{h(x) : h € A(X) and h > f}.

The following are some basic properties of the concave envelope that we will
need.

Lemma 1.21. Let X be a compact convex set and let f be a bounded function on X. Then
the following hold:

A

(i) f is concave, bounded, and upper semi-continuous.
(i) If f is concave, upper semi-continuous, then f = f.
(iil) If f is concave, upper semi-continuous, then u(f) < f(R(u)).

Proof. (i), (ii). See [Pheo1, §3].
(iii) This is just a version of Jensen’s inequality. Using (ii), we have that:

u(f) <inf{u(h):he A(X), h > f}
=inf {h(R(p)):h € A(X), h > f} = f(R(n)) = f(R(p)). O

When considering Radon measures, Definition 1.15 will always be applied
with respect to the algebra of Baire sets.

Definition 1.22. Let X be a compact space, y a Radon probability measure on X
and A C X an arbitrary subset. We will say that u concentrates on A if for every
Baire set B disjoint from A, we have that p(B) = 0. If A is Baire, this simply
means u(A) = 1.

Lemma 1.23. Let X be a compact space, A C X, and let yu be a Radon probability
measure on X that concentrates on A. Then for every Gs set B C X disjoint from A, we
have that u(B) = 0.

Proof. Suppose that p(B) = r > 0. By regularity, there exists a compact K C B
with u(K) > r/2. Write B = N, U, with each U, open. By Urysohn’s lemma,
there exist f, € C(X) with fu[x = 0and fulx\u, = 1. Let Op = f,71((—00,1/2)).
Then K C O, C U, and each O, is open and Baire. Thus (N, O, is Baire, disjoint
from A, and with measure > r/2, contradicting the assumptions. 0

The fundamental result about boundary measures is given by the following
theorem (see [Pheo1, Ch. 4]).

Theorem 1.24 (Choquet-Bishop—de Leeuw). Let X be a compact convex set. Then ev-
ery boundary measure u € M(X) concentrates on €(X). In particular, if X is metrizable,
then u(&(X)) = 1.

The following characterization of boundary measures is also important (see
[Sim11, Thm. 10.5] or [Pheo1, Prop. 10.3]).

Proposition 1.25 (Mokobodzki). Let X be a compact convex set and let p € M(X).
Then the following are equivalent:

(i) u is a boundary measure. X

(ii) Forevery f € C(X), we have u(f) = u(f).
In particular, for every x € &(X), f(x) = f(x).
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Lemma 1.26. Let X be a compact convex set. The following hold:

(i) The set of boundary measures on X is convex.
(i) If p is a boundary measure on X and A C X is a Borel set with u(A) > 0, then
the conditional measure yi 4 is also a boundary measure.
(iii) If Y € X is a closed face and p is a boundary measure on Y, then it is also a
boundary measure on X.

Proof. (i) This follows from Proposition 1.25.

(i) Let f € C(X). As y is a boundary measure, we have that ji(f) = p(f). Since
f < f, this implies that p({x: f(x) = f)) =150 pa{x: f(x) = f(x)}) =1
and thus, pa(f) = pa(f).

(iii) Let # be a boundary measure on Y and suppose that v is a measure on X
with u < v. Then, in particular, R(v) = R(u) € Y, so v(Y) = 1 by Lemma 1.18.
Hence v = y, by maximality of u. g

1.5. Simplices. A compact convex set X is called a simplex if every two positive
functionals in A(X)* have a least upper bound (equivalently, A(X)* is a vector
lattice).

Theorem 1.27. Let X be a compact convex set and let Ag C A(X) be dense. The
following are equivalent:
(i) X isasimplex.
(ii) (Weak Riesz interpolation property) Whenever (¢1V ¢2) + € < i1 A ¢y for some
@1, 92, Y1, P2 € Ag and € > 0, there exists x € Ag such that o1V @2 < x <
Y1 Ao
(iii) (Riesz interpolation property) Whenever @1V @2 < 1 APy for @1, 92,91, Y2 €
A(X), there exists x € A(X) such that 1V @3 < x < 1 A .
(iv) (Riesz decomposition property) Whenever ¢;,¢; € A(X) are positive and satisfy
Yicn @i = Lj<m §j, there exist positive x;; € A(X) such that ¢; = Yy, Xij
and Y = Yy Xij for alli < nand j < m.

Proof. See [Alfy1, Ch. 11, §3], in particular, Cor. II.3.11 and Prop. IL.3.1. O

Lemma 1.28. Let (X, : &« € A) be an inverse system of simplices with connecting maps
that are continuous, surjective, and affine. Then the inverse limit l&n Xy is also a simplex.

Proof. This is the contents of [Jel68, Thm. 2], but also follows immediately from
Theorem 1.27 using criterion (ii). O

The following is the fundamental result about simplices (see [Pheo1, §10]).

Theorem 1.29 (Choquet-Meyer). The following are equivalent for a compact convex
set X:
(i) X is a simplex.
(ii) For every x € X, there exists a unique boundary measure y € M(X) with
by X 1.

A Bauer simplex is a simplex X such that €(X) is closed. It is not difficult to see
that for any compact space Y, the compact convex set M(Y) is a Bauer simplex
(with EM(Y)) = Y) and conversely, for any Bauer simplex X, the barycenter
map R: M(&(X)) — X is an isomorphism. There is also a characterization of
Bauer simplices in terms of the order unit space A(X) (see [Alf71, Thm. IL.4.1]).

Theorem 1.30 (Bauer). The following are equivalent for a compact convex set X:

(i) X is a Bauer simplex.
(ii) A(X) is a vector lattice.
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Moreover, in this case, the restriction map A(X) — C(E(X)) is a vector lattice isomor-
phism.

The Poulsen simplex is the unique, up to affine homeomorphism, non-trivial
metrizable simplex whose extremal points are dense [Pou61, LOS78]. The follow-
ing lemma, together with Lemma 1.28, implies that a countable inverse limit of
Poulsen simplices is Poulsen.

Lemma 1.31. Let (X, : o € A) be an inverse system of compact convex sets with
connecting maps that are continuous, surjective, and affine. Suppose that €(Xy) is dense
in X, for every a. Then the inverse limit lim X, has the same property.

Proof. A basis of open sets of the inverse limit is given by preimages of basic
open subsets of the X, by the projection maps 71,. Let 77, }(U) be such an open
set with U C X, non-empty, open. Let p € £(X,) NU. Then any extreme point
of 7ty 1({p}) belongs to E(I'LnXlx) by Lemma 1.4. O

2. AFFINE LOGIC

For the reader already familiar with continuous logic [BU10, BBHU08], we may
define affine logic through the following modifications:

o The set of connectives is restricted from all continuous functions R” — R
to the affine ones (i.e., functions of the form x — f(x) + b, where f is
linear and b € R).

o The continuity moduli as considered in the given references (i.e., giving
the correspondence € — (¢€)) are required to be convex functions.

We will opt here for the convention, more common in analysis, of considering
continuity moduli of the opposite kind, i.e., giving the correspondence ¢ — €(J)
(in the sense illustrated by (2.2) below). Accordingly, we will ask continuity mod-
uli to be concave. The convexity/concavity requirement for moduli is needed since
we want the class of structures to be closed under convex combinations, and more
generally, direct integrals (see Section 8). On the other hand, one can show that
continuous logic with convex/concave moduli and continuous logic with arbi-
trary ones have the same expressive power. Thus, we may say that affine logic
is the fragment of continuous logic (with concave moduli) generated by affine
connectives and quantifiers, whence its name.

For a full presentation, let us define a signature £ (in a single sort), in either
affine or ordinary continuous logic, to consist of the following information:

e Two disjoint sets of symbols, referred to as predicate symbols and function
symbols.

e For each symbol s, its arity n; € N.

e For each predicate symbol P, a compact value interval [ap,bp] C R.

e For each symbol s, a concave continuity modulus ws. This is a concave
function ws: [0,00) — [0,00) vanishing at 0 and continuous at 0 (such a
function is automatically increasing, subadditive, and uniformly continu-
ous).

e We always assume that £ includes a distinguished binary predicate sym-
bol d with a; = 0 and §; = id, called the distance symbol.

This can be adapted to a signature in multiple sorts. A full definition will be
tedious and add very little to the exposition, so we leave any such adaptations to
the reader.
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We fix the convention that finite products of metric spaces are equipped with
the sum metric:

(2.1) d(a,b) =) d(a;,b;).

An L-structure consists of a non-empty, complete metric space (M, d), together
with interpretations of the symbols:

e Each n-ary function symbol F is interpreted by a function FM: M" — M
which respects the modulus wr:

(2.2) d(FM(a), FM(b)) < wp(d(a,b)).

e FEach n-ary predicate symbol P is interpreted by a function PM: M" —
[ap, bp] which respects the modulus wp:

|PM(a) — PM(b)| < wp(d(a,b)).

o The distance symbol is interpreted by the metric (so the diameter of M is
always less than by).

Affine formulas are defined as in continuous logic, with connectives restricted
to affine ones:

e Terms and atomic formulas are defined as in continuous logic (or classical
logic, for that matter).

e Every affine combination, with real coefficients, of a finite family of for-
mulas, is a formula. This can be achieved by introducing the constant 1,
multiplication by a real constant r, and addition, as connectives (of arities
zero, one and two, respectively).

e As in continuous logic, we close the collection of formulas under the
quantifiers sup and inf.

In particular, every affine logic formula is a continuous logic formula, and if we
add V or A as connectives, then we obtain full continuous logic in the signature
L. On the other hand, the forced limit connective of continuous logic (see [BU10,
§3.2]) is very non-affine, and no affine analogue of it exists.

When x = (x; : i € I) is a family of distinct variables, we denote by £3ff C £gont
the collections of affine formulas and continuous formulas with free variables in
x, respectively. Such a formula (affine or continuous) may be denoted by ¢, or by
¢(x) if we wish to make the free variables explicit. When the exact identity of the
variables is not very important, we may denote the same sets by L?ff C L5, the
sets of formulas with free variables indexed in I. Usually, this will be used when
I=n={0,...,n—1}.

The interpretation of a formula ¢(x), with free variables x, in a structure M,
is a function pM: M* — R, defined in the obvious manner by induction on the
syntactic definition of ¢, in either continuous or affine logic. In either logic, one
can deduce from the syntactic construction of a formula a value interval and a
modulus of continuity that its interpretations respect.

Definition 2.1. Let M be an L-structure.

(i) A substructure of M is a structure N whose underlying set is a subset of
that of M, and all interpretations of symbols in N are the restrictions of
their interpretations in M. We denote this by N C M, observing that the
structure N is entirely determined by its underlying set.

(ii) An affine substructure of M is a substructure N C M such that, in addition,
oM(a) = ¢N(a) for every affine formula ¢ € £3f and 2 € M* C N*. We
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denote this by N < M. (See Remark 3.15 about the choice of terminol-
ogy.)
Proposition 2.2 (Tarski-Vaught test). Let M be a structure and A C M. Then A aff
M if and only if for all affine formulas ¢(x,y) with x a single variable, and for a dense
setof a € AY,

M
(sup ¢(x,a))" = sup oM (b,a).
X beA

Proof. The usual proof by induction on formulas. O

Definition 2.3. For a metric (or topological) space X, we define its density character
0(X) as the least cardinal of a dense subset, if it is infinite, or else Y.

Proposition 2.4 (Downward Loéwenheim-Skolem). Let M be an L-structure, and let
A C M be a subset. Assume that 9(M) > |L|. Then M admits an affine substructure
N =< M that contains A, such that 9(N) = 2(A) +|L|.

Proof. One can repeat the same proof as in continuous logic, or just apply Down-
ward Lowenheim—-Skolem from continuous logic.

Given a family of structures (M; : i € I) indexed by a directed set (I, <) with
the property that M; C M; for every i < j, we denote by U;c; M; the unique
structure on the completion of the union containing each M; as a substructure.

Proposition 2.5 (Affine chains). Let (I, <) be a directed set and let (M; : i € I) be
structures such that M; < M; for i < j. Then M; =<2 Uie; M; for every j € .

Proof. As in continuous logic. U

3. TYPES, THEORIES AND COMPACTNESS

Recall that £3f denotes the collection of all affine formulas in the language
£, with variables in x. Given two formulas @, 9 € £, we shall write ¢ < ¢ if
oM < yM for every L-structure M. In particular, if ¢ < ¢ < ¢, then we shall
identify ¢ and . Together with the constant formula 1, this makes £ into an
order unit space, equipped with the norm

ol =inf{r e R: —r1 < ¢ < r1}.

Definition 3.1. Let M be an L-structure and a € M*. The affine type of a, denoted
tp*f(a), is the function £2ff — R defined by

g " (a).
Definition 3.2. By an affine type in the variables x we mean a state on £f. Con-
sequently, the space of affine types in x is the state space of £3ff:
SY1(L) = 8(£3),

which is a compact convex set. When p € S(£) and ¢ € £aff
p(g) by ¢(p) or ¢7.

When x = (x; : i € I) we may denote £2f by £3ff, and members of s¥f(L) =
S(£3t) are called I-types.

It is easy to check that if a € M¥, then tpff(a) is a state on £, i.e.,

tp*f(a) € SY(£).
For a converse of this observation, we require the following construction (a much
more general version of which will be treated in Section 8).

, we may denote
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Definition 3.3. We define the variable restriction map
me: SH(L) — S(L)
as the dual of the inclusion £3ff C Lifyf

This map is continuous and affine. If p = tpf(a,b) € Sifyf (L), then 114(p) =
tp?f(a). Given any g = S3(T), we have q = 71, (p) if and only if p(¢) = g(¢) for
every affine formula ¢(x) (which we may also write as ¢(x,y), where y is a tuple
of dummy variables).

Lemma 3.4. Let M and N be two L-structures. Define a new structure K = 1M @ %N,

whose underlying set is M x N as follows:
e Function symbols are interpreted coordinate-wise. That is to say that if f is an
n-ary function symbol, a € M", b € N", and ¢ = ((a;, b;) : i < n) € K", then

FX(e) = (fM(a), ¥ ().
o If P is an n-ary predicate symbol, and a, b and c are as above, then
PX(c) = 1PM(a) + 1PN ().
Then K is an L-structure (in particular, the bounds and continuity moduli of symbols are
respected). Moreover, for every formula ¢ € L% and a, b and c as above:

K 1.M 1,N
¢-(c) = 297 (a) + 397 (b).

Proof. 1t is easy to check that K = M @ N is indeed an £-structure. The more-
over part is proved by induction on the construction of ¢. More precisely, the
collection of formulas that satisfy the moreover part:

e contains all atomic formulas, essentially by construction,

e is closed under affine combinations, and

e is closed under quantifiers (just combine witnesses from M and from N

to get witnesses in K). 0

Proposition 3.5. The space of affine types S3(L) consists exactly of all types tp*(a),
where a € M* for some L-structure M.

Proof. Let C be the collection of types of the form tpf(a), where a € M* for
some M. We have already observed that C C S3(£). Since every affine formula
is also a formula of continuous logic, and using the compactness theorem for
continuous logic, the set C is closed. In addition, it is closed under the operation
(p,q) — 3p+ %4, by Lemma 3.4. It is therefore a closed convex subset.

If C ¢ S¥f(£), then by Hahn-Banach, there exists an affine formula ¢ € £3ff
that is positive at every member of C, but strictly negative at some p € S*(£).
But then ¢™(a) > 0 for every structure M and a € M¥, so ¢ € (£L3f)*. Since p is
positive, p(¢) = ¢(p) > 0, a contradiction. Therefore, C = S2(£). O

We recall that (77, ). denotes the pushforward map M ( Sifyf(ﬁ)) — M(SH(2))
associated to the variable restriction map, which is continuous and affine. We re-
call as well that R denotes the barycenter map, and that R((7x)«v)) = mx(R(v)).

Lemma 3.6. Let p € Sig(ﬁ) and g = me(p) € S3(L).
(i) If u is a probability measure on S (L) with R(u) = gq, then there exists a

probability measure v on S‘;‘(fyf(il) such that R(v) = p and (71y)«v = p.

(ii) If p is a boundary measure, then v can be taken a boundary measure.
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(iil) If g = Yj-n Aigi, then there exist p; such that q; = 7t (p;) and p = Y i, Aipi.
Proof. For (i), let

G ={veM(SH(L)): (m)w=p}, Co={R(v):veCy} CSi(L).
Then C; is a compact convex set, and therefore so is C;.

If p € Cy, then we are done, so assume that p ¢ C,. Since C; is compact convex,

by Hahn-Banach there exists an affine formula ¢(x,y) such that ¢(p) > 0 and
¢(p') < 0forall p’ € Cy. Let (x) = sup, ¢(x,y) and define

X ={p eSL): 9(p") = v(p)}.

In other words, X consists of all tp*(a,b) such that ¢(a,b) is greatest possible
given a. Then X is a compact and convex subset of S,a(fyf(ll), and by compactness,
o (X) = SH(L). The map (71y).: M(X) — M(SH(L)) is therefore surjective
and, in particular, there exists vy € C; that is supported on X.

Then po = R(v) € CoN X and 714(pg) = g, so

¥(9) = ¢(po) = ¢(po) <0< o(p).

Therefore, 7ty (p) # 4.

For (ii), we can replace v with a boundary measure v/ > v. Then (71y) (V') = u
and since y is maximal, we have equality.

For (iii), we may assume that the g; are distinct. We then apply (i) to y =
Y Aidy;, to obtain a measure v. Then v(A;) = A;, where A; = 77 1(g;), and we can
choose p; to be the barycenter of v4,. g

Definition 3.7. An affine condition in the variables x is an expression of the form
@ > ¢, where ¢,y € L3,

If M is a structure and a € M*, then (M, a) is a model of the condition ¢ > 1,
in symbols (M, a) = ¢ > ¢, if 9™ (a) > ¢M(a). Similarly, (M, a) is a model of a
set of conditions X, in symbols (M, a) |= %, if it is a model of each condition in
Y. When M is known from the context, we may omit it and write a |= ¢ > ¢ or
a2z

A family of conditions is consistent if it admits a model.

When & C £, we denote by ® > 0 the collection of conditions {¢ > 0 :
¢ € ®}. Since every set of conditions can be written in this form, we may freely
restrict our attention to such.

Definition 3.8. Let , ¥ C L?Cff . If every model of ® > 0 is also a model of ¥ > 0,
then we say that ¥ > 0 is a consequence of ® > 0, or that ® > 0 entails ¥ > 0, in
symbols

P>0EY>0.

Two sets of conditions that have exactly the same models (i.e., that imply one
another) are called equivalent.

Note that ® > 0 = ¥ > 0 if and only if ® > 0 |= ¢ > 0 separately for every
peV.
Theorem 3.9. Let ® C L3 and € £3. Then the following are equivalent:

i >0=yp>0.
(ii) The formula v belongs to the closed convex cone generated by ® U (£3)*.
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(iii) For every € > 0, there exist n and (not necessarily distinct) ¢; € @ for i < n
such that
(3.1) Y pi+1>0 = p+e>0.
i<n
(iv) For every € > 0 there exists ®y C P finite and 6 > 0 such that g+ 6 > 0 |=
Pp+e>0.

Proof. (i) = (ii). Given Proposition 3.5, this is a special case of Lemma 1.10.

(ii) = (iii). The hypothesis implies that there exist formulas ¢’ > 0 and ¢ =
1 Yicn @i, where k > 1 and ¢; € @, such that ||y — ¢’ — || < /2 (by repeating
each ¢; several times, ¢ can approximate an arbitrary linear combination with
positive rational coefficients of elements of ®@). In particular, > o' +¢" —e/2 >
y"” — /2. Choose ¢ € N such that 1/(kf) < /2. Then

1 € 1
Pp+e> E.Z(Pi+§ > H(.Z€¢i+1)'
<n <n
(iii) = (iv). Given (3.1), we can take ®y = {¢; : i < n} and 6 = 1/n (or any
6>0ifn=0).
(iv) = (i). Clear. O

Notation 3.10. If p € S(£) is a type in x, then p satisfies the condition ¢ > ¢, in
symbols p = ¢ > 1, if ¢(p) > ¢(p). Similarly for a set of conditions.
We sometimes also denote the relation p = tp*(a) by (M, a) |= p, or a |= p.

Remark 3.11. A type p € Siff (L) is determined by the collection of conditions
{9 >0:9¢€ LY o(p) > 0}. If we identify the two objects, then Notation 3.10
merely consists of special cases of previously introduced notations.

The following is a form of the compactness theorem for affine logic, established
in [BS14, Bag14].

Theorem 3.12 (Bagheri’s compactness theorem for affine logic). Let ® C £3ff be
closed under addition. Then the following are equivalent:

(i) The set of conditions ® > 0 is consistent.

(ii) For every ¢ € ®, the condition ¢ > 0 is consistent.
(iii) For every ¢ € @, the condition ¢ +1 > 0 is consistent.
(iv) We have —1 ¢ ® + (£3H)*,

Proof. Given Proposition 3.5, this is just Proposition 1.13. O

Corollary 3.13. Let X be a collection of affine conditions and let ® C L2 be closed
under addition. Then the following are equivalent:
(i) XU (P > 0) is consistent.
(ii) For every ¢ € ®, the set > U {¢ > 0} is consistent.
(iii) For every ¢ € ®, the set U {¢@ +1 > 0} is consistent.

Proof. Top to bottom is immediate. For (iii) = (i), we can rewrite £ as ¥ > 0 and
apply Theorem 3.12 to the closure of ® UY under addition. O

An affine sentence is a formula with no free variables, i.e., a member of Lgff A
collection of conditions with no free variables is a theory. Sometimes we identify
two equivalent theories — this is really a matter of taste. By Proposition 1.11, there
exists a bijection between (equivalence classes of) theories and compact convex
subsets of ngf (£). In particular, the inconsistent theory corresponds to the empty
set, and maximal consistent theories to singletons. Consequently, we identify a
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maximal consistent theory with the unique member of S3f(£) that satisfies it, and
call either one a complete affine L-theory.

If M is an L-structure, then the affine type of the empty tuple in M is called
the affine theory of M, denoted Th(M). By the previous paragraph, this is a
complete affine theory. More generally, if M is a class of £-structures, we define
Th* (M), the affine theory of M, as the collection of all affine conditions (without
variables) that hold in M, i.e., as the intersection of all affine theories of members
of M.

Definition 3.14.

(i) We say that two L-structures M and N are affinely equivalent, in symbols
M = N, if Th*® (M) = Th*®(N), ie., if they are models of the exact
same affine conditions without variables.

(ii) A partial map 6: M --» N with domain A C M is affine if pM(a) =
@ (6a) for every affine £-formula ¢(x) and all 2 € A*. A total affine map
0: M — N is called an affine embedding (indeed, every affine map is an
isometric embedding of its domain).

(iii) Let A C M be a subset. We define £(A) to consist of £ augmented by

a new constant symbol for each 2 € A. The structure M is implicitly
expanded to an £(A)-structure by interpreting each a € A as itself.

We call the affine theory of M in this augmented language the affine
diagram of A (in M). It will be denoted Df‘f, considering that M will
always be known from context.

Remark 3.15. One might want to call these affinely elementarily equivalent and affine
elementary embedding, respectively. We chose the shorter version since there can be
no other meaning of affinely equivalent and affine embedding. Indeed, any map that
preserves a set of formulas also preserves all their continuous combinations. The
difference is that for “affine” we also consider quantification over affine combina-
tions, while “elementary” means that quantification over any continuous combi-
nation is allowed.

Note that if M <3 N and 4 € M?*, then the affine types of ain M and in N are
the same. Similarly, if A C M jaff N, then the affine diagrams of A in M and in
N are the same.

The affine diagram of A in M carries the same information as the affine type
in M of any fixed enumeration of A. In fact, since affine formulas are uniformly
continuous, it carries the same information as the affine type of any enumeration
of a dense subset of A.

Finally, M < N if and only if M has the same affine diagram in M and in N,
ie., if M and N are affinely equivalent as £(M)-structures.

Proposition 3.16 (Affine joint embedding). Let M and N be two L-structures. Then
M = N if and only if they admit affine embeddings into a third structure K.

Proof. One direction is clear. For the other, we may assume that MNN = @.
Observe that a structure K admits an affine embedding M — K if and only if it
can be expanded to £(M) to be a model of D?/flf. Therefore, it will suffice to show
that the set of conditions D?ﬁf U D3 is consistent.

By Corollary 3.13, it will suffice to show that for every £(N)-sentence ¢, if
@N >0, then D3 U {9 +1 > 0} is consistent. Indeed, we may rewrite ¢ as (b),
where b € N¥ is the tuple of constants that appear in ¢, and y € £3ff. Now,
N(b) > 0 implies that (sup, )N > 0. But M = N, so (sup, )™ > 0. In
particular, there exists a € M* such that ™ (a) > —1. Interpreting the constant
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symbols b in M as a (and other constants in N arbitrarily), we obtain an expansion
M’ of M that models D3f U {¢ +1 > 0}, completing the proof. O

Corollary 3.17 (Affine amalgamation). Let M and N be L-structures, and let 0: M --»
N be a partial map. Then 0 is affine if and only if M and N admit affine embeddings into
a structure K, say f: M — Kand g: N — K, such that f and g o 6 agree on dom 6.

Proof. Let A = dom(6). Expand M to £L(A) as usual, and N by interpreting a € A
as 0(a). The resulting £(A)-structures are affinely equivalent if and only if 6 is
affine, so we may apply Proposition 3.16. O

Similarly to continuous logic, affine type spaces also carry a topometric struc-
ture. The compact topology we have already seen: it is given by the weak*
topology inherited from L‘;}ff, or simply pointwise convergence on formulas. To
distinguish it from the metric topology, which we are about to define, we call it

the logic topology and we denote it by 7.

Definition 3.18. Recall that the distance between finite tuples in a structure is
given by the sum of the distances between their coordinates, as per (2.1). Define
the distance between two types p,q € S3f(£) by

o(p,q) = inf{d(a,b) : M a structure, a,b € M", a |=p, b |=q},
where the infimum of @ is +co.

Proposition 3.19. The type distance 9 enjoys the following properties:

(i) If a(p,q) < oo, then the infimum is attained.

(ii) The function 0 is a generalized metric on SH(L) (ie., it is a metric that is also
allowed to take the value oo).

ii) Ifp =+t a) an =t , wherea € M" an € N, then ,gq) < 00

(ii) If p = tp**(a) and g = tp**(b), wh "and b € N, then (p,q
if and only if M = N.

iv) The o-topology refines T and 9 is (T X T)-lower semi-continuous as a function

(iv) The o-topology refi d 9 is (T X T)-l -conti functi
saff(£)? — [0, o0].

(v) The function 9: S3(L£)% — [0, 0] is convex.

(vi) The variable restriction maps rr,: S, (L) — S(L) are 9-contractive.

Proof. We prove (i) exactly as for continuous logic, by applying the compactness
theorem for continuous logic to the set of conditions p(x) Ug(y) U {d(x,y) <s:
s > r}. (We can also apply Corollary 3.13: since d(p,q) = r, the set p(x) Ug(y) U
{n(r—d(x,y)) +1 >0} is consistent for all n.)

It follows that d(p,q) = 0 if and only if p = g. Symmetry is also clear. Towards
proving the triangle inequality, assume that d(pg, p1) = r and 9(p1, p2) = s, both
finite. By (i), we may witness the first by a9, a1 € M" (so a; |= p; and d(ap,a1) = 1),
and the second similarly by by,b; € N". Then a; and by have the same type, p1,
so the partial map sending a1 — b is affine. By Corollary 3.17, we can find K and
o, ¢1,c2 € K" that witness both distances. Then d(cq,c2) < r+ s, and therefore
d(po, p2) < r+s, proving (ii).

If M = N, then d(p, q) < o directly by Proposition 3.16. Conversely, assume
that d(p,q) < co. Then p and g can both be realized in some structure K, and it
follows that M =2f K =2 N, proving (iii).

Item (iv) is proved exactly as in continuous logic. Indeed, the 9d-topology
refines T since every affine formula is uniformly continuous. For r > 0, let

Cr = {(p.q) : 3(p.q) < r} and Dy = {q(x,y) € S3(L) : q = d(x,y) < r}.
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Then C, = (7ty x 71)(D;), where 7y, 71 S3ff(L) — s2f(£) are the two projec-

tion maps. Since Dy is compact and 7ty X 7ty is continuous, C; is compact, so d is
T-lower semi-continuous.

For (v), assume that d(p,q) < r and 3(p/,q') < . Let p” = Ip+ 3p' and
7" = g+ 1q. Since 0 is lower semi-continuous, it will suffice to prove that
ap”,q") < %r + %r’. In particular, we may assume that 7,7’ < co. Choose M, a,b
that witness d(p,q) < r (namely, a,b € M", a = p, b |= g, and d(a,b) < r), and
similarly M’,a, b’ for 9(p’,q') <r'. Let N = 1M @& IM’, as in Lemma 3.4, and let
a" = (a,a’) € Nand b" = (b,b'). Then N,a”,b” witness that d(p”,q") < 3r+ 17/,
completing the proof.

The last point, (vi), is clear. O

Remark 3.20. In Definition 3.18, we only define the metric 0 for type spaces over

a finite tuple of variables. For a general type space S3(L£), we can define the
o-uniformity, which is simply the inverse limit uniformity given by the represen-

tation S (L) = lim Icl S?ff(L), where the inverse limit is taken over all finite | C I

and each S?ff is equipped with its d-metric. We will only need this when I = N, in
which case the uniformity is metrizable. One compatible metric can be obtained
as follows. Equip MN with the metric given by d(a,b) = Y;27'd(a;, b;) and de-
fine 0 on S?\ff(L) as in Definition 3.18. Then all items but (vi) of Proposition 3.19
continue to hold.

Let T be a theory. For each tuple of variables x, we can equip £3f with the
relation of preorder modulo T, namely

(3-2) p<ryp = TEe<y

Say that ¢ =7 ¢ if ¢ >7 ¥ and ¢ <1 . We define £2(T) := £3f /=7, which,
equipped with the induced order and the equivalence class of 1, is again an order
unit space. Its state space will be denoted

Saf(T) == S(£3(T)),
and will be called the space of types of T in the variables x.

This construction of £2(T) is the same as the one in Proposition 1.12 with
respect to the closed positive cone Py(T) = {¢ € L3 : T |= ¢ > 0}: ie, the
quotient of £3f by the ideal Py(T) N —Py(T). In particular, composition with
the quotient map £3f — £2f(T) allows us to identify the space of types of T
with the space of types that imply T (which is just [Py(T)] . in the notations of
Proposition 1.12):

SA(T) = {pesi(L):p T} = {p(a):a e M*, M|=T}.
Lemma 3.21. Let T be a complete affine theory and let M |= T. Then
S¥(T) = co{tp™(a) : a € M*}.
Proof. Suppose not. Then by Hahn-Banach, there exists p € S2(T) and a formula
¢ such that ¢(p) = 0 and ¢(a) > 1 for all a € M*. Let ¢ = inf, ¢(x). Then

M > 1 but N < 0 for any model realizing p. This contradicts the completeness
of T. O

Definition 3.22. If T is an affine theory, we define the density character of the
language modulo T, as

or(£) = supo (£3(T)).

The theory T is said to have a separable language if d7 (L) = V.
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If T has a separable language, then S3f(T) is metrizable for any countable I.

Remark 3.23. Let M = T, and let A C M be a subset. Assume that o(M) >
97(L). Then M admits an affine substructure N <2 M that contains A such that
o(N) = 0(A) +0o7(L). Indeed, modulo T, we can replace £ with a sublanguage
of cardinal 97 (£), and apply Proposition 2.4.

Observe that if T is an affine theory, then 7y: Sifyf(L) — S(L) restricts to a

surjective, continuous, affine map Sifyf(T) — SA(T), which we also denote by 7.

Proposition 3.24. Let T be an affine theory, and let x and y denote tuples of variables.
(i) For every bounded function f: S¥(T) — R we have m = form on
Sfcfjf(T), where the hat denotes the concave envelope, in the sense of Defini-

tion 1.20.
(ii) If u is a boundary measure on S

sYH(T).

aff

2y (T), then (7ty)«p is a boundary measure on

Proof. For (i), the inequality f o rr, > ﬁ;x is easy. For the opposite inequal-
ity, consider an affine formula ¢(x,y) such that ¢ > fom,, and let ¢(x) =
inf, ¢(x,y). Then ¢ > f, and so ¢ > f. Therefore, ¢ > o, > form,. Since
formulas are uniformly dense in the space of all affine continuous functions, we
conclude that f o 7t > f O TTy.

For (ii), let v = (71y)«pt. We will use the characterization given by Proposi-
tion 1.25. Let f: S (T) — R be a continuous function. Since u is a boundary
measure, we have

v(f) = p(form) = u(Form) = u(fome) = v(f).

Since f was arbitrary, v is a boundary measure. g

Definition 3.25 (Types with parameters). Let M be a structure and A C M.

(i) We define the space of affine types with parameters in A in the variables x as
the space of types of the theory D3, namely, of the affine diagram of A,
in the language £(A):

53(A) = sy (D).

(i) If N = M and a € N¥, then the affine type of a over A, denoted tp*f(a/ A),
is the affine type of a in the language L£(A). In other words, it is the
function that associates to every formula ¢(x) € £(A)3f the value pN(a).

Equivalently, it associates to every ¢(x, b) the value ¢™ (a,b), where ¢(x, y)
L3 and b € AY.

The diagram D3, and therefore the type space S3(A), depend implicitly on

the ambient structure M. However, if N =2 M, then A has the same affine dia-
gram in both. Therefore, as long as we restrict our attention to affine extensions

N =2 M, the space S2(A) is well-defined. Since N = D3, for every a € N* we
have that tp*f(a/A) € 52 (A).
Proposition 3.26. Let M be a structure, and A C M. Then
Sif(A) = {tp*(a/A) :a € N*, N = M}.
Proof. The inclusion 2 has been observed above. For the converse, assume that

p € S¥(A). Then there exists an £ (A)-structure, call it K, that is a model of D,
and a tuple a € K¥, such that p = tpff(a). Then M and K are affinely equivalent in
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the language £(A). By Corollary 3.17, we can find an affine extension N =2 M,
together with an embedding 0: K < N that is affine in the language £(A). Let
b =0(a) € N*. Then

p = tp% ) (a) = tp{ 4 (b) = ™ (b/ A),
as desired. O

Definition 3.27. Let x = (x; : i € I) and let y denote a single variable. We say that
a type p € S¥(L) has the Tarski-Vaught property, or that it enumerates a model, if
for every affine formula ¢(x,y) we have

(sup, ¢(x,y))" = sup (%, 3;)/-
1€
The collection of all Tarski-Vaught types in x will be denoted by S7Vf(£). When
T is a theory, we define SPV(T) .= s¥%aff(£) N Sf(T).
Remark 3.28. Let M be an L-structure, a € M!, p = tp*(a) and A = {a; : i € I}.
Then the following are equivalent:
) p e ST (L).
(ii) The set A satisfies the Tarski—Vaught test of Proposition 2.2.
(iii) We have A <2ff M.

In particular, if p € Sglm’aff(T), then every realization of p is dense in a model of
T, whence the terminology.

Because of measurability issues, when either the language or I is uncountable,
we may require a more fine-tuned variant.

Notation 3.29. Let x = (x; : i € I) and let y denote a single variable. Given a
formula ¢(x,y) and J C I, let us denote by X,,; C S (L) the collection of types
p that satisfy

(sup, o(x,y) = sup;c;¢(x, x;)P.

Lemma 3.30. If ] C I is countable, then X, ; is a Baire G4 subset of S¥(L). In addition,
for every p € Sflm’aff(L) and every formula ¢(x,y), there exists a countable I, C I such
that p € X(P/Iq].

Proof. A type belongs to X, ; if and only if for every ¢ > 0, there exists i € |

such that (supy @(x,y))? < @(x,x;)7 +¢. The last condition is open and F,; a

countable union of such is open Baire; and a countable intersection of those is G4
and Baire.
The second assertion holds by definition. O

Proposition 3.31. Let u be a Radon probability measure on S3(L) such that p =
R(p) € S77(0).
(i) Let ¢(x,y) be a formula, x indexed by I and y a singleton, and let I, C I be
countable such that p € X 1,. Then u(Xy,1,) = 1. In particular, all atoms of p
belong to Ny Xg,1, C Silm'aff(il).

(ii) If £ and I are countable, then ST (L) is Gg in S (L), and u (ST (L)) = 1.

Proof. For (i), assume towards a contradiction that 6 = 1 — u(X,,;,) > 0. Then
there exists € > 0 such that

sup, 9(x,y) > sup;c;, @(x, %) +¢



EXTREMAL MODELS AND DIRECT INTEGRALS IN AFFINE LOGIC 31

with probability at least 6 /2. On the other hand, by definition,
sup, ¢(x,) > sup;c;, @(x,x)
holds throughout. Therefore,

(supy ¢ )" = [ (sup, 9(x,1))" dn(a)
>ed/2+ /supid@ @(x,x;)7 du(q)

> e0/2+sup;ep, /(p(x, x;)7 du(q)
=e0/2+ Sup,-elq, (P(xr xi)p'

This contradicts our hypothesis that p € X, 1.
Assertion (ii) is an immediate consequence of (i) and Lemma 3.30. [l

Remark 3.32. When [ is uncountable and |I| > |£], one can show that every non-
empty Baire set X C S3(£) meets Sglm’aff (£). Therefore, every Radon probability

measure p on S3(L) concentrates on Sflm’aff (£) in the sense of Definition 1.22.
See also Corollary 5.13 for a similar statement.

Assume that X is a compact convex set and x € X. Let F be the intersection
of all faces of X that contain x. Then F is the smallest face containing x, and
is called the face generated by x. Equivalently, F consists of all y € X such that
x=Ay+ (1 —A)z for some z € X and 0 < A <1 (see [Alfy1, IL5]).

Corollary 3.33. Let T be an affine theory. Then the set Sflm’aff (T) is a union of faces
of S¥(T). Equivalently, if p € Sglm’aff(T), then the face generated by p is contained in
SYAM(T).

Proof. Let q belong to the face generated by p in S3(T). In other words, assume
that p = Ag+ (1 —A)g, where 0 < A < 1and q,4' € S¥(T). Let u = Adg +
(1 —A)dy, viewed as a Radon measure, so p = R(u). By Proposition 3.31(i), g €
Sglm’aff(ﬁ), and thus g € S?ﬁ’aff(T). (In fact, T plays absolutely no role here.) [

We end this section with a few remarks regarding the quantifier-free fragment

in affine logic. Given a language £, we let L%f’aff be the set of quantifier-free affine

L-formulas in the variables x. Let T be an affine theory which will be fixed for
the remainder of the section. We let

s¥(T) = s(eI/ =1)
be the set of quantifier-free types of T in the variables x. It is a compact convex
set. Since quantifier-free types are determined by the values they give to atomic

formulas, ng(T) (for an affine theory T) agrees with the space of quantifier-free
types of T in the sense of continuous logic (but the convex structure only applies
to values given to affine quantifier-free formulas).

We have a natural projection

f f
(3-3) oF: S3(T) — sT(T),
which is continuous, affine and surjective.

Definition 3.34. We will say that T has affine quantifier elimination if for every
(finite) x, the map p%f is injective.
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Remark 3.35. By Proposition 1.8, the map pgf is injective if and only if every affine
formula in the variables x is a uniform limit (modulo T) of quantifier-free affine
formulas.

The following was observed by Bagheri and Safari in [BS14, Prop. 4.10], with a
different argument.

Lemma 3.36. If T is an affine theory that eliminates quantifiers in the sense of full
continuous logic, then it also has affine quantifier elimination.

Proof. We have a sequence of maps

qf
x f
S (T) — S(T) = SH(T),
where S{°™(T) is the usual type space in continuous logic (see Section 13). The

first is surjective, and the composition is injective by hypothesis, so pgf is injective.
O

Lemma 3.37. For any tuple of variables x, the restriction of pgf to STV (T) is injective.

Proof. If p,q enumerate models and pgf(p) = pgf(q), then the corresponding mod-
els are isomorphic, so p = g.

4. DEFINABILITY

Throughout this section, we consider definable predicates and definable sets
without parameters, inside a family of structures, or relative to an affine theory.
Various cases of definability with parameters are subsumed in the parameter-free
version. For example, in order to consider definability with a parameter that may
vary, we expand the language with constants representing the parameter, and
consider definability in structures in this expanded language. Similarly, if we
wish to consider definability over a fixed parameter set A C M, we may work in
the expanded language £ 4, and relative to the affine diagram Dj\ff.

Definition 4.1. An affine definable predicate on a structure M, in the variables x, is a
function ¢: M* — R that is a uniform limit of (interpretations of) affine formulas
in M. As for formulas, we may make the variables explicit using the notation
P(x).

More generally, let M be a family of structures, and for each M € M, let
pM: M® — R be a function. Then the family ¥ = (M : M € M) is an affine
definable predicate in M if there exists a sequence of affine formulas (¢;) in the
variables x such that ¢} — ¥»M uniformly for every M € M, at a rate that does
not depend on M. When M is the class of all models of an affine theory T, we
say that ¢ is an affine definable predicate of T.

When we wish to insist on the fact that a family of predicates is defined by the
same sequence of formulas, especially when these depend on a parameter that
may vary, we may refer to it as uniformly definable.

Remark 4.2. An affine definable predicate §(x) in a family M is the limit of a
sequence of formulas (¢,) whose interpretations are uniformly Cauchy in M,
namely, such that |pM — M| < ¢ for every M € M and n,m > N, where N only
depends on ¢. Let T = Th*f(\). Then T implies the family of conditions

inf (pn(x) — @m(x) +¢) >0, n,m > Ng.
It follows that the sequence (¢,) converges uniformly in every model of T. By a

similar argument, any other sequence that converges uniformly to ¢ in M con-
verges to the same limit as (¢;) in every model of T.
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Therefore, any affine definable predicate in M extends in a unique fashion to
all models of T = Th3¥(M).

Lemma 4.3. Let T be an affine theory. Every affine definable predicate (x) on models
of T factors uniquely as § o tp*®, where : S (T) — R is affine and continuous.
Conversely, every such function on S3¥(T) arises from a unique affine definable predicate.

Proof. Assume that ¢,(x) are affine formulas such that ¢, — ¢ uniformly. Each
formula factors as @, o tpf, where ¢,,: S¥(T) — R is continuous and affine.
Therefore, i = ¢ o tp?ff, where ¢, — ¢ uniformly on S2(T), and ¢ is continu-
ous and affine. The converse holds since the (functions defined by) formulas on
SAf(T) are dense among all continuous affine functions. O

When no ambiguity may arise, we are not going to be very careful about the
distinction between an affine definable predicate i (on a family of structures,
or on all models of T), its interpretations ¥ in the various structures, and the
corresponding continuous affine function § on s (1), denoting all by the same
letter 4.

Affine definable predicates can be treated, for essentially all intents and pur-
poses, as affine formulas. Being uniform limits of affine formulas, they are
bounded and uniformly continuous. Clearly, we may apply affine connectives
to definable predicates, and obtain new ones. Similarly, if ¢, (x,y) — ¢(x,y) uni-
formly, then inf, ¢, (x,y) — inf, (x,y) at the same rate, so we may also apply
quantifiers to affine definable predicates.

Finally, we may simply name an affine definable predicate ¢ (x) in the language.
More precisely, assume that 1(x) is an affine definable predicate in a theory T,
in a language £. Let £’ consist of £ together with a new predicate symbol Py,
with the appropriate arity, bound, and continuity modulus. Let T’ consist of T
together with affine axioms stating that Py is to be interpreted as ¢. Then T is an
affine definitional expansion of T, and there is no real difference between the class
of models of T (in £) and that of T/ (in £’).

One difference between definable predicates and formulas is that definable
predicates may depend (essentially) on countably many variables rather than
just finitely many. We note that in that case, we can also quantify over count-
able tuples of variables, i.e., if (x,y) is a definable predicate then inf, (x,y)
is also a definable predicate without restrictions on the lengths of x and y. In-
deed, if y1,y2,... enumerate all of the y-variables that i depends on and y, =
infy, v, ¥(x,y), then ¢, — inf, ¢ (x,y) uniformly.

Definition 4.4. Let M be a structure. A non-empty closed subset D C M! is
called affinely definable if we can quantify over it in affine logic. By that we mean
that if x = (x; : i € I), and ¢(x,y) is an affine definable predicate on M then the
expression infyep ¢(x,y) is again an affine definable predicate in M (equivalently,
with sup).

More generally, let M be a family of structures, and let D = (DM : M € M)
be a family of closed non-empty subsets DM C M!. Then it is a uniformly affinely
definable family if for every affine definable predicate ¢(x,y) in M, the expression
infyep ¢(x,y), interpreting D as DM in each M € M, coincides with an affine
definable predicate in M.

If ¢,(x,y) are affine formulas such that ¢,(x,y) — ¢(x,y) uniformly in M,
then infyep ¢n(x,y) — infyep @(x,y) at the same rate. It follows that we may
require ¢ to be an affine formula without changing Definition 4.4. Since an affine
formula only depends on finitely many variables, a set D of I-tuples is affinely
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definable if and only if its projection to every finite Iy C I is affinely definable,
and similarly for families of sets. Therefore, we are going to be interested mostly
in affinely definable sets of finite tuples.

For a criterion for definability that is easier to verify, we need a definable
metric on I-tuples, i.e., a metric given by an affine definable predicate. For finite
I, we usually take d(x,y) = Y;c;d(x;,y;), and for I = N, we can use d(x,y) =
Y270 (xi, yi).

If (X,d) is a metric space and Y C X is non-empty, for x € X, we denote
d(x,Y) = inf ey d(x,y).

Proposition 4.5. Let D C M! be a non-empty closed set, and let d be any definable
distance predicate on I-tuples. Then the following are equivalent:

(i) The set D is affinely definable.
(ii) The function d(-, D) is an affine definable predicate in M.
(iii) For every € > O, there exists an affine formula {(x) such that (x) > 0 in M,
P(x) <eifx € D, and p(x) < 1 implies d(x, D) < € in M.
Similarly, for a uniformly affinely definable family (DM : M € M).
Proof. (i) = (ii). Since d(x,D) = infycp d(x,y).

(ii) = (iii). Immediate.

(iii) = (i). Let ¢(x,y) be an affine formula, and let p(y) denote the expression
infyep @(x,y). Our goal is to show that p is an affine definable predicate on M.
Let R be large enough that |¢(x,y)| < R always.

Lete > 0. There exists § > 0 such that d(x, x") < é implies |¢(x,y) — ¢(x',y)| <
e. There exists an affine formula (x) > 0 such that ¥(x) < ¢/2R on D, and
P(x) < 1 implies d(x, D) < 4. Define

x(y) = inf (@(x,y) + 2Ry(x)).

On the one hand, considering x € D, we have x(y) < p(y) + €. For the opposite
inequality, leta € M* and b € MY. If ¢(a) > 1, then q)(a,b) +2Ry(a) > (p(a b) >
p(b) for any 4’ € D. On the other hand, if ¥(a) < 1, then there exists 4’ € D
such that d(a,a’) < &, so ¢(a,b) +2R¢(a) +e > ¢(a’,b) > p(b). Therefore
p(y) < x(y) +e

We conclude that p is a uniform limit of affine formulas.

The same argument works uniformly in a family of structures M. O

Intuitively, the possibility to quantify over a definable set D makes it similar
to a sort. Moreover, just as an affine definable predicate can be named in the
language by a new predicate symbol, an affinely definable set D can be named
by a new sort. This is more involved, but in a nutshell, we add a sort to £, and
axioms to T asserting that the new sort is to be in isometric bijection with D
(using function symbols that we should also add). We leave the technical details
to the reader.

Remark 4.6. When I = N, we obtain two equivalent criteria for definability. On
the one hand, D is affinely definable if d(x, D) is an affine definable predicate,
where d(x,y) = Yx 2 %d(xt,yx), say. On the other hand, it is affinely definable
if for every n, its projection to the first n coordinates is affinely definable, i.e., if
dn(x, D) is an affine definable predicate, where d,,(x,y) = Y5 d(xk, Yi)-

When [ is uncountable, the “definable uniform structure” on M! requires an
uncountable family of definable pseudometrics, so the first criterion no longer
makes sense, but the second one still holds.

If ¢(x) is a definable predicate and M is a structure, the zero-set of i in M is

(M)~ ({0}).
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Lemma 4.7. Let (DM : M € M) be a uniformly affinely definable family of sets, and let
P(x) be the affine definable predicate d(x, D). Then the following hold in M:

(4-1) inf $(x) 20,  inf (dx,y) —p(x) +9(y) >0,
(4-2) inf sup ((x) — 2¢(y) —d(x,y)) > 0.
Y

Conwversely, assume that 1 is an affine definable predicate in M, and that it satisfies (4.1)
and (4.2). Then the zero-sets of P form a uniformly affinely definable family of sets in all

models of Th™ (M), to which the distance is given by .

Proof. For the first assertion, any function defining the distance to a non-empty
set must satisfy (4.1) and (4.2): for the latter, choose y € D such that d(x,y) is
close to d(x, D).

For the converse, recall first that if ¢ is an affine definable predicate in M,
then it is one in all models of the theory T = Thaff(M) (see Remark 4.2). The
property infy ¢(x) > 0 can then be expressed by the family of affine conditions
infy @(x)+¢€ > 0, for every affine formula ¢ and € > 0 such that |¢p — | < ein M,
and similarly for the other conditions (replacing e with 2e and 3¢, respectively).
In particular, if (4.1) and (4.2) hold in M, then they hold in all models of T.

Now let M = T and let D be the zero-set of i in M. By (4.2), for every
a € M! and ¢ > 0, there exists a’ € M! such that ¢(a) — 2¢(a’) — d(a,a’) > —e.
Using (4.1), we obtain ¢(a’) < (a) —p(a’) —d(a,a’) +e < ¢ and d(a,a’) <
9(a) —29(a') + ¢ < Pla) +e.

Iterating this, we construct a sequence (ay), starting with ag = a, such that
Plagsr) <e/2,  d(agax) < p(ap) +e/2"

It is Cauchy, say with limit b € M!. This limit must satisfy ¢(b) = 0 (in particular,
D is non-empty), and d(a,b) < ¥(a) + Y ¥(ars1) + Yre/25 < v(a) + 4e.

We conclude that d(a, D) < ¢(a). The converse inequality follows from (4.1),
so 1 is indeed the distance to its zero-set, in every model M |= T. g

Another way to describe the notion of definable sets is to consider the distance,
in the sense of Definition 3.18, to a set of types.

We can extend the definitions of convex and concave functions to functions
which are allowed to take the value oo in the obvious way. Note that a concave,
upper semi-continuous function that takes the value co somewhere must be the
constant co.

Proposition 4.8. Let T be an affine theory, let I be countable, and let X C S?ff(T) be
non-empty. For p € S¥(T), let 9X(p) = a(p, X) € [0,00]. Then the following are
equivalent:
(i) The set X is d-closed and 9% is continuous and affine, i.e., an affine definable
predicate.
(ii) The set X is T-compact and convex and 0% is T-upper semi-continuous and
concave.
(ili) For M = T, define DM = {a € M! : tp*(a) € X}. Then the family
D = (DM : M = T) is uniformly affinely definable, and X is the zero-set in
SA(T) of the definable predicate d(x, D).
(iv) There exists a family of structures M such that T = Thaff(M), and a uniformly
affinely definable family of sets D = (DM: M € M) such that X is the zero-set
in S¥(T) of the definable predicate d(x, D).
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Moreover, if these conditions hold, the affine definable predicates 3% and d(x, D) must
agree, and X is an exposed face of S3(T).

Proof. (i) = (ii). Immediate.

(ii) = (iii). Since 9 is T-lower semi-continuous and X is T-compact, 9% is T-
lower semi-continuous. Since 9 is a convex function and X a convex set, 9% is
convex. Therefore 9% is continuous and affine. Since X = 0 on X and 9X > 0
elsewhere, X is an exposed face. Since X # O, 9% is not the constant co, so
0% < oo everywhere.

Let M |= T and a,b € M!, with respective types p,q. Then 8% (a) = 9X(p) >
0, and 9%(a) = 3X(p) < 9%(q) +a(p,q) < 9%(b) +d(a,b), so (4.1) holds in
M. Since X is t-compact and 9 is T-lower semi-continuous, there exists ¢ € X
such that 0X(p) = 9(p,q'). So there exists N =2 M and ¢ € N' such that
tp*f(c) = ¢’ and d(a,c) = 3(p,q') = 9X(a). Since 3X(c) = 0, it witnesses that
sup, (0%(a) —20%(y) — d(a,y)) > 0 (in N and therefore in M), so (4.2) holds as
well. By Lemma 4.7 and by the definition of DM, the family D = (DM : M |= T)
is uniformly affinely definable and d(x, D) = 0% (x).

(iii) = (iv). Immediate.

(iv) = (i). By Lemma 4.7, the family D can be extended from M to all models
of T. In particular, DM is non-empty for every M |= T, and 9X(p) < oo for every
p e S¥(T).

Let p € S¥(T). By compactness of X, there exists ¢ € X such that 9(p,q) =
0X(p). Therefore, there exists M = T and a,b € M! such that tp*(a) = p,
tpf(b) = g, and d(a,b) = 3(p,q). Then b € D, so d(p,D) < d(a,b) = %(p).
Assume, on the other hand, that d(p, D) < r. Then there exists ¢ € DM such that
d(a,c) < r and tpff(c) € X. Tt follows that 9% (p) < d(a,c) < r and since r was
arbitrary, 9X(p) < d(p, D).

Therefore 0% is the definable predicate d(x, D). Since X is its zero-set, it is
T-closed and a fortiori d-closed. O

A special case of the above is when D = {a} is a singleton. This is the case
if and only if y(x) = d(x, D) satisfies the conditions of Lemma 4.7 and, in ad-
dition, sup, p, d(x,y) = 0. The distance to a singleton can be equivalently
characterized as a function ¢ that is 1-Lipschitz, satisfies ¢(x) + ¢(y) > d(x,y)
(a function satisfying these two conditions is sometimes called a Katétov function),
and infy ¢(x) = 0. If D = {a} is an affinely definable set, then we say that a
is affinely definable. In this case, if P(x,y) is any affine definable predicate, then
P(a,y) = sup,c(,y $(x,y) = infic (o) P(x,y) is an affine definable predicate.

Definition 4.9. Let M be a structure. A function f: M! — M is said to be affinely
definable if d(f(x),y) is an affine definable predicate.

A family of functions on a family of structures is uniformly affinely definable if
all its members are defined using a common affine definable predicate.

It is easy to check that a definable function is always uniformly continuous.
Note that f is affinely definable in M if and only if the family of singletons
({f(a)} : a € M) is uniformly affinely definable from the parameter a. It follows
that if (x,y) is an affine definable predicate, with x a singleton, then ¢ (f(z), y) is
an affine definable predicate as well. Similarly, for a family of uniformly affinely
definable functions on a class of structures. Finally, an affinely definable function
can be named by a new function symbol, following a procedure similar to that
for affine definable predicates.
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5. EXTREME TYPES AND EXTREMAL MODELS

Let us fix an affine theory T and variables x. Recall that the type space S¥(T),
being the state space of £3f(T), is a compact convex set.

Definition 5.1. An extreme point p € SAH(T) is called an extreme type of T (in x).
The collection of extreme types of T in x will be denoted by €,(T).
If M is a structure, and A C M, then we define £,(A) = Ex(Df‘qff), namely, the

collection of extreme types in S3f(A) = Siff(quff ).

We start by observing that extreme types over a complete theory are approxi-
mately realizable (i.e., finitely satisfiable up to small error) in every model.

Lemma 5.2. Let T be a complete affine theory. Then for every model M (= T and
A C M, we have Ex(A) C {tp*(a/A) : a € M*}.

Proof. Follows from Lemma 3.21 and Milman’s theorem. g

Remark 5.3. Consider two languages £1 C £, and two theories in these languages,
T; C T, (i.e, To = Ty: every consequence of Tj is also a consequence of Ty). Let
p1 € &x(Ty) C S¥(Ly), and let C C S¥(T,) C S¥(L,) be the collection of
extensions of p. Then either C = @ (i.e., p; is inconsistent with T5), or else, C is a
closed face of S3f(T,). In the latter case, p; extends to some p; € &,(Ty) (namely,
any extreme point of C). Special cases of this observation include:

o If £y = Ly = £, then &,(T») C S¥(Ty) € S¥(Ty), but an extreme type
of T, need not be an extreme type of T;. On the other hand, we do have
&x(Ty) NS (Ty) C &4(T») (if an extreme type of Ty is consistent with T,
then it is a fortiori an extreme type there).

o Let us continue with the assumption that £ = £;. Say that T is an
extremal extension of Ty if Si¥(Ty) is a face of S3f(T). This is equivalent to
SA(T,) being a closed face of S3f(T}) for any variables x, and implies the
inclusion €x(T,) C €x(Ty). Since a face of a face is a face, the extremal
extension relation is transitive.

e Consider now the case of distinct languages, but assume that T; consists
exactly of the £q-consequences of T,. Then every p; € &x(T;) extends to
some py € Ex(Th).

e If M is a structure and A C B C M, then Di{f - D%ff is an example of the
last situation, so every p € €,(A) can be extended to some g € Ex(B).

For the following few results, we fix an affine theory T, and tuples of variables

x and y. As usual, 7y: S?nyf(T) — SM(T) is the variable restriction map. Recall
that it is affine, T-continuous and oJ-contractive.

Proposition 5.4. Let M |= T and a,b € M be tuples. Then tp*(a,b) € &x,(T) if and
only if tp*®(a) € €,(T) and tp*(b/a) € &,(a).

Procf. Let p(x,y) = tp™(a,b), q(x) = m(p) = tp(a), and r(y) = pla,y) —
tpf(b/a).

In one direction, assume that p is extreme. By Lemma 3.6(iii), any expression
of ¢ as a proper convex combination of types in S3f(T) C S¥f(£) lifts to one
for p in Sig( T) C Sig(ﬁ), so q must be extreme. (Alternatively, we could apply
Proposition 3.24(ii).) Also, we can identify S;ff (a) with the fiber of 7ty over tp?ff(a).
This identifies p with 7, so the latter must be extreme as well.

Conversely, assume that both g and r are extreme, and p = $p; + 1p>. Then

q = 37x(p1) + 37mx(p2), so 7x(pi) = q = tp*(a). But then r = p(a,y) =
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%pl(a,y) + %pz(a,y) in S;ff(a), so pi(a,y) = p(a,y). Therefore, p; = p and the
proof is complete. O

Corollary 5.5. The variable restriction map 7ty restricts to a continuous, surjective, open
map

& E4y(T) — Ex(T).

Proof. By Proposition 5.4, 7tx (€xy(T)) = €x(T). For a formula ¢(x,y), let p(x) =
sup, ¢(x,y). Then we have 71« ([¢ > 0]¢) = [ > 0] . Indeed, the inclusion C is
clear, and the converse follows from Lemma 1.4. Together with Lemma 1.2, this
implies that ¢ is open. O
Proposition 5.6. Let T be an affine theory and let x be a countable tuple of variables.

(i) Let y be a tuple of variables with |x| = |y| and let p € Ex(T),q € &,(T). Then

o(p,q) = min{d(x,y)" : 7 € &x,(T), mx(r) = p, my(r) = q}.
(ii) The set &x(T) is closed in (S2(T),9).
Proof. (i) Assume that d(p,q) < oo. Then the set

{resi(T) : mx(r) = p, my(r) = q, d(x,y)" =0(p,9)}
is easily checked to be a closed face, and therefore contains a point of €, (T).

(ii) Let py, —° p with p, € €¢(T). Let y1, 1, . . . be variables with |y,| = |x| for
each n. Let

F={q¢ S?cf/f(T) : 7y, (9) = pn, d(X, )7 = (p, pn) for all n}.
F is clearly closed, convex, and non-empty by Corollary 3.17, and we claim that

it is a face. Suppose that g € Fand g = Aq; + (1 —A)gp with 0 < A < 1. Then
7y, (qi) = pn for all n and for i = 1,2. Also,

1
(7t (q1), pn) < d(x,yn)" < Xa(n pn) — 0,

and similarly for g,. This implies that 7.(g;) = p and therefore d(x,y,)% >
d(p, pn). We conclude that d(x, y, )% = d(p, pn) for all n and for i = 1,2 and thus
g1,92 € F. Now any extreme point g of F is also an extreme point of Sify—f and
p = 7x(q) is extreme by Proposition 5.4. O
Lemma 5.7. Let T be an affine theory, let x be a tuple of variables, and let p € S3(T).
Then p is extreme if and only if 70, (p) is extreme for every finite x' C x. In other words,
Ex(T) = lim Ex(T).
x'Cx finite
Proof. One direction follows from Proposition 5.4. For the other, assume that
p= % p1+ % p2, and let ¢ € L3, Then only a finite tuple x' C x actually occurs
in ¢. In addition, 7,/ (p;) = 71w (p) by hypothesis. Therefore ¢(p;) = ¢(p), and
since ¢ was arbitrary, p1 = p2 = p. U

Definition 5.8. A structure M is an extremal model of T if it is a model of T that
only realizes extreme types. We also define

EMN(T) = ST (T) N e (T) = ST (L) N e (T).

Clearly, every affine submodel of an extremal model is extremal. By Propo-
sition 5.6 and Lemma 5.7, if My C M is a dense subset, then M is an extremal
model of T if and only if tp*f(a) € €,(T) for every n € N and every a € M.
Consequently, we have the following extension of Remark 3.28.
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Remark 5.9. Let M |= T, a € M!, p = tp*(a) and A = {a; : i € I}. Then the
following are equivalent:

(i) p € &P (L).

(i) The set A is dense in an extremal affine submodel of M.

Theorem 5.10. Let T be an affine theory. Then €. (T) is the collection of types that are
realized in extremal models of T.

Proof. One direction holds by definition. For the other, it will suffice to show that
for every p € &4(T) there existy O x and q € Sgﬁ(T) such that 7.(q) = p.

Before showing that, let us consider a single formula ¢(x, z), with z a singleton.
Let C; = 1 (p) € S(T). Since p is extreme, C; must be a closed face. Let

t= (sgp ¢(x,z))’ =sup {g(x,z)7: 9 € C}.

Then the set
C={g€C:9(xz2)!=t}

is a closed face of Cy. Finally, let g be any extreme point of C;. Then g is an

extreme type, 7tx(q) = p, and ¢(x,z)7 = (sup, ¢(x,z))" = (sup, ¢(x,z))".

We can now construct a type q € &,(T) by transfinite induction. At successor
stages we introduce a new variable and proceed as above; and at limit steps, we
take the union, observing that this remains extreme by Lemma 5.7. With the
proper bookkeeping, g satisfies the Tarski-Vaught property, as desired. g

Corollary 5.11. Every affine theory T admits an extremal model of density character at
most 07 (L).

Proof. It admits an extremal model M by Theorem 5.10. By Proposition 2.4 (and
Remark 3.23), we can find N <2 M of the desired density character. O

Corollary 5.12. The distance between two extreme types of T, if it is finite, is attained
in an extremal model of T.

Proof. By Proposition 5.6(i) and Theorem 5.10. O

Corollary 5.13. Assume that x > o7 (L) and that x is uncountable. Then every Baire
set X C S (T) that meets &,(T) also meets EX(T).

Proof. Let X C S(T) and p € X N &(T). If X is a Baire set, then it is defined
using countably many formulas, which depend on countably many variables x.
Let po = 7x(p) € Ex(T). By Theorem 5.10 and Proposition 2.4, we can realize
po in an extremal model M |= T of density character at most x. We can choose a
dense sequence a € M* such that a[, = pg. Then tp*(a) € X N X (T). O

Theorem 5.14. Let x > 07(L). Let y be a boundary measure on S3(T) such that
R(p) € SPWH(T). Then y concentrates on EX(T) (in the sense of Definition 1.22).

Proof. If x is countable, then so is 97(£). In this case, S2(T) is metrizable, and
both &(T) and SP**(T) are Baire of measure 1 by Theorem 1.24 and Proposi-
tion 3.31(ii). Therefore, €X*(T) is Baire of measure 1.

If ¥ is uncountable, then our assertion follows from Theorem 1.24 and Corol-
lary 5.13 (and we do not use our hypothesis that R(y) € S7V(T)). O

Proposition 5.15 (Extremal joint embedding and amalgamation). Let T be a com-
plete affine theory, and let M and N be two extremal models of T. Then they admit affine
embeddings into a third extremal model of T.
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More generally, assume that 0: M --» N is a partial affine map. Then M and N
admit affine embeddings into an extremal model K of T, say f: M — Kand g: N — K,
such that f and g o 8 agree on dom 6.

Proof. For the first assertion, let pg = tp*f(M) € E?ST(T), for some Ip-enumeration

of M (or of a dense subset), and similarly p; = tp*(N) € 8??(]"). Let]=LhUL
be the disjoint union, and let

C={qeSi": m(q) = po, 71, (q) = p1}.
Then C is non-empty by Proposition 3.16, and it is a closed face as the intersection
of two such. Therefore, it contains an extreme type. This can be realized in an
extremal model K |= T, whence the two desired embeddings.

For the second assertion, let A = dom6 C M. Then M is a fortiori an extremal
model of Df‘qff, and so is N if we identify A with 6(A). Let 4 enumerate a dense
subset of A. If b realizes an extreme type of D3ff, then tp®(a,b) and tp*f(a) are
extreme by Proposition 5.4. Therefore, an extremal model of Dj{f is an extremal
model of T. The second assertion now reduces to the first (compare with the
proof of Corollary 3.17). g

Proposition 5.16 (Extremal affine chains). If (M; : i € I) is an affine chain, as in
Proposition 2.5, and each M; is extremal, then so is U;c; M;.

Proof. Follows from Proposition 5.6. O

Bagheri observed that one cannot define algebraic closure in affine logic ex-
actly as in continuous logic. Indeed, compactness of affinely definable sets is not
preserved under affine extensions. However, the following result implies that
compactness in extremal models can be coded in affine logic.

Proposition 5.17. Let T be a complete affine theory and let D be a uniformly affinely
definable set in models of T. Then the following are equivalent:

(i) DM is compact in some model M |= T.
(ii) DM is compact in every extremal model M |= T.

Moreover, if M <% N is an extension of extremal models of T and DM is compact, then
DM = DN,

Proof. By Theorem 5.10, extremal models exist, so one of the implications is clear.
Conversely, suppose there is an extremal model M with DM non-compact, and
therefore not totally bounded. Then there exists an ¢ > 0 and an infinite sequence
(a;) € DM such that d(a;, a;) > € for all i # j. The theory T is complete, D defin-
able, and p, = ’fpaff (a1,...,ay) is extreme for each n. Therefore, by Lemma 5.2,
pn is approximately finitely satisfiable in DM for every model M of T. It follows
that for no model M of T is DM compact.

For the moreover part, assume M <aff N are extremal models with DM com-
pact,and let b € DN. Fore > 0, let B(a;, ¢), for 1 < i < n, cover DM, with a; € DM.
The type tp*(b/ay,...,a,) is extreme by Proposition 5.4 and is therefore approx-
imately realized in M by Lemma 5.2 (applied to the theory of (M, a;...ay)).
Therefore d(b, DM) < ¢, which is enough. O

6. HOMOGENEITY AND SATURATION

The notions of homogeneity and saturation and the interplay between them
are a classical subject in model theory. In this section, we discuss the appropriate
counterparts in affine logic. There are two variants which will be of interest:
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saturation with respect to all affine types and saturation of extremal models with
respect to extreme types. The case of approximate Ny-saturation and homogeneity
is more delicate and we treat it at the end of the section. The arguments that we
present are not specific to affine logic and work with any reasonable notion of
type (even without compactness). This is the reason why all results below are
valid both in the general affine and the extremal setting.

Definition 6.1. Let x be an infinite cardinal and let M be a structure.

(i) We say that M is affinely x-homogeneous if for every partial affine map
f: M --» M, if |dom f| < «, then f extends to an automorphism of M.
If, in addition, x = ?(M), then we say that M is affinely homogeneous.

(ii) We say that M is weakly affinely x-homogeneous if for every partial affine
map f: M --» M and a € M, if |dom f| < «, then f can be extended to
{a} Udom f.

It is easy to see that the condition | dom f| < x can be replaced with d(dom f) <
k. By an easy back-and-forth argument, if M is weakly affinely ?(M)-homoge-
neous, then it is affinely homogeneous.

Lemma 6.2. Let M and N be structures, and let x be an infinite cardinal.

(i) Assume that M is weakly affinely x-homogeneous and that for every n € N and
every p € SA(L), if p is realized in N, then it is also realized in M. Then the
same is true for every p € ijf(L), for A < k. In particular, if 3(N) < «, then
N admits an affine embedding into M.

(ii) Assume that both N and M are affinely homogeneous of the same density charac-
ter and that they realize the same affine n-types for every n € N. Then N = M.

Proof. We prove (i) by induction on A. By hypothesis, we may assume that A
is infinite. For each p(x) € SY(T) realized in N, we inductively construct a
sequence (a, : &« < A) in M such that (a; : i < a) realizes p[,_, for each & < A.
For limit a there is nothing to do. For a successor & with « < A < «, we first
realize p[,., somewhere in M (which we can do by the inductive hypothesis
because |#| < A) and then use the weak x-homogeneity of M to construct a,.

A back-and-forth variant of this argument proves (ii). O

Definition 6.3. Let x be an infinite cardinal and M a structure.

(i) We say that M is affinely x-saturated if every affine type p € S?ff (A) over
A C M with |A| < « is realized in M. If, in addition, x = 9(M), then we
say that M is affinely saturated.

(ii) We say that M is extremally x-saturated if it is an extremal model (of some
affine theory T, or equivalently, of Th®(M)), and every extremal type
p € &1(A) over A C M with |A| < « is realized in M. If x = 9(M), then
we say that M is extremally saturated.

Lemma 6.4. Let x be an uncountable cardinal and let M be a structure. If My C M is
dense and M realizes every type in S (A) for every A € My with |A| < «, then M
is affinely x-saturated. Moreover, it realizes every affine type over a subset A C M such
that 9(A) < k.

The same holds, mutatis mutandis, for extremal saturation.

Proof. If A C M and 9(A) < «, then there exists B C My, |B| < « such that A C B.
Now the claim follows from the fact that the restriction maps S2f(B) — 52f(B)
and €,(B) — &x(B) are bijective. O
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Lemma 6.5. Assume that f: M --» N is a partial affine map, with domain A C M and
image B C N. Then the induced map f.: S (A) — S (B) defined by

9(x, f(@)F) = g(x,a),
for all affine formulas ¢(x,y) and a € AY, is an affine homeomorphism.

Proof. Follows from the definition of affine map. O

Proposition 6.6. Let x be an infinite cardinal and let M be a structure. Let T =
Thaff(M). Then M is affinely x-saturated if and only if it is weakly affinely x-homogeneous
and realizes every affine type p € S(T) for every n € N. Similarly, mutatis mutandis,
for extremal saturation and extremal types.

Consequently, two affinely equivalent affinely (or extremally) saturated models of the
same density character are isomorphic.

Proof. Using Lemma 6.5 in one direction and Lemma 6.2(i) in the other.
The last assertion follows from Lemma 6.2(ii). O

Lemma 6.7. Let x be an infinite cardinal and let M be a structure. If M is affinely

K-saturated then it realizes every type in S (A) for every A € M, 9(A) < «.
Similarly, mutatis mutandis, for extremal saturation.

Proof. By a standard inductive construction. g

Proposition 6.8. Let T be an affine theory and let M be a model of T. Let x, A be cardinals
such that A = A<%, 07 (L) < «, and 9(M) < A. Then M admits an affinely k-saturated
affine extension of density character at most A. In particular, if 97(L) < u, then every
model of T such that (M) < 2" admits an affinely u™*-saturated affine extension of
density character at most 2V.

Similarly, mutatis mutandis, for extremal saturation and extremal M.

Proof. This is fairly standard. We construct an affine chain of models (M; : i < A),
where ?(M;) < A. At limit stages we take the (completion of the) union. At
successor stage i + 1 we choose a dense subset M{ C M; of cardinal < A and
realize in M4 all types over subsets of M/ of cardinal < x. By Lemma 6.4 and
the fact that A has cofinality at least «, the final model M, is k-saturated.
Similarly in the extremal case. O

Countable saturation or homogeneity in affine logic (or, for that matter, in
continuous logic) are somewhat less robust than their uncountable counterparts
(or countable counterparts in classical, discrete logic). For this reason, we need
the following approximate notions.

Definition 6.9. Let M be a structure.

(i) We say that M is approximately affinely No-homogeneous if for every a,b €
M" and ¢ > 0, if tp*(a) = tp? (D), then there exists ¢ € Aut(M) such
that d(g-a,b) < e. If, in addition, 9(M) = Ny, then M is approximately
affinely homogeneous.

(ii) We say that M is weakly approximately affinely Ry-homogeneous if for every
a,b € M", c € Mand e > 0, if tp*(a) = tp*(b), then there exist b’ € M"
and d € M such that d(¥,b) < e and tpff(ac) = tpf(v'd).

We link the two notions of approximate homogeneity using a Baire category
method inspired by the use of joinings in ergodic theory.
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Lemma 6.10. Assume that M is weakly approximately affinely No-homogeneous and
p(x) € SE(L) is such that all its restrictions to finitely many variables are realized in
M. Let n € N and suppose also that a € M" realizes the restriction of p to x <. Then for
every e > O there exists & € MN such that d(a,d<,) < ¢ and 4 realizes p. In particular,
p is realized in M.

Proof. By an iterated application of the definition, we construct b¥ = (bf : i <
n + k) such that b° = a, b¥ realizes the restriction of p to x4 and d (b;‘, be) <

e/ (n2%t1) for i < n+ k. Then 4; is the limit of the Cauchy sequence (b : k € N)
(which is defined for k > i — n). O

Definition 6.11. Let M be weakly approximately affinely Rp-homogeneous, and
fix p(x),q(y) € S (L) whose restrictions to finitely many variables are realized
in M.
We define the set of M-joinings of p and g, denoted J = J%, to consist of all

types s(x,y) such that

e 7(s) = p and 71, (s) = g, and

e for every n € N, the restriction s, = 7ty_,y_, () is realized in M.
Forn € N and s,t € J, define

oM(s,t) = inf {d(ab,cd) : a,b,c,d € M", tp*(ab) = s,, tp*(cd) = t,,},
oM(s,t) = sup (27" A (s, 1)).
n

Finally, we define
Jr=3Nn( U[(xi,y5) <e].
je i

We define J; similarly, inverting the roles of i and j.

The letters R and L stand for right- and left-inclusion. Indeed, if s = tp°(a,b) €
J, then {a; :i € N} 2 {b;: j € N} if and only if s € Jg, and the other way round
for J;.

Lemma 6.12. Let M, p,q, J = 3%, 0, = anM and @ = oM be as in Definition 6.11.
(i) The definitions of 3, 0, and 0 only depend on the collection of types in finitely
many variables realized in M.
(ii) Each 9, defines a pseudometric on J and 9 defines a complete metric on J. If M
is separable, then so is (J,9).
(iil) Assume that p is realized by some tuple a € MN which is dense in M. Then Jg
is comeager in (J,0).

Proof. Item (i) is immediate. For (ii), observe first (as in Lemma 6.10) that if
dn(s,t) < w, then for every a,b € M" such that tpaff(ab) = s, there exist c,d € M"
such that d(ab, cd) < a and tp*(cd) = t,,. It follows that each 9, is a pseudomet-
ric. If 9,,(s,t) = 0 for all n, then s = ¢t, so 0 is a metric. Transfer of separability is
clear.

For completeness, assume that an(s”,s”+1) < 27" for all n. For each n, choose
a",b" € M" such that tp*f(a"p") = s". By Lemma 6.10, we may assume that
d(a"b", a0 1) < 27" For each k € N, the sequence (a}™*™ : n € N) is
Cauchy and converges to some ¢ € M. Similarly, b/ ™™ — d;. Now, tp*ff(c) =
p, tpaff(d) =gq,t= tpaff(c,d) € 3, and 9,(s",t) < 2"*! for m > n. It follows that
(J,0) is complete.



14 ITAI BEN YAACOV, TOMAS IBARLUCIA, AND TODOR TSANKOV

For (iii), as [d(x;,y;) < e] is open, by the Baire category theorem, all we need
to show is that U; [d(x;,y;) < €] is dense in J for every pair j,e. Let U C J be
open, non-empty. Then there exist s € U, n € N and 6 > 0 such that

{teJ:ou(st) <o} CU.

We may assume that j < 7 and § < e. Choose ¢,d € M" such that tp*(c,d) = s,,.
By Lemma 6.10, we may assume that d(a<,,c) < /2. Again by Lemma 6.10,
there exists b € MN realizing g such that d(b<,,d) < §/2. Let t = tp*(a,b).
Then t € J and 9,(s,t) < 6, so t € U. Since a is dense in M, there exists i such
that d(a;, d]-) < 8/2,s0d(a;, bj) < 6 < ¢, completing the proof. O

Theorem 6.13. Every separable weakly approximately affinely No-homogeneous struc-
ture is approximately affinely homogeneous. Any two such structures that realize the
same affine types in finitely many variables are isomorphic.

Proof. It will suffice to show that if M and N are separable and weakly approx-
imately affinely 8p-homogeneous and a € M" and b € N" have the same affine
type, then there exists an isomorphism f: M — N sending a arbitrarily close to
b. Extend a and b to dense tuples ¢ € MN and d € NN and let p = tpff(c)
and g = tp*f(d). Since M and N realize the same affine types in finitely many
variables, we have that J = 3% = 3?{ q and the metrics 9™ and 9N coincide on J.
Therefore, by Lemma 6.12, both Jr and J; are comeager in J. Let

U=3N[d(x<n,y<n) <¢].

Then U is open in J. By Lemma 6.10, we may realize tp®®(d) by a sequence
d € MN such that d(a,d-,,) < ¢, and then tp(c,d) € U.

Therefore, by completeness of J and the Baire category theorem, there exists
s € UNJL NJr. Let ¢/,d’ realize s in some larger structure. Sending ¢ — ¢’
defines an affine embedding of M, and similarly for d, d’ and N. Since s € Jr N Jy,
we have that {c}:i € N} = {d; : j € N}. We obtain an isomorphism between M
and N and since s € U, it sends a to a tuple at distance at most & from b. O

For approximate saturation, one needs to allow the parameters to be moved a
little. Therefore, we shall refer to parameters explicitly: if 2 € M", then a type

over a will be denoted p(x,a) € S3(a), where p(x,y) € Sif/f(T)

Definition 6.14. Let M be a structure.

(i) We say that M is approximately affinely No-saturated if for every finite a €
M", every affine type p(x,a) € Sf(a), and every ¢ > 0, there exists
b € M" such that tp(b) = tp?f(a), d(a,b) < ¢, and p(x, b) is realized in
M. If, in addition, 9(M) = N, then we say that M is approximately affinely
saturated.

(ii) We say that M is approximately extremally No-saturated if it is an extremal
model (of some affine theory T) and for every finite a € M", every extreme
type p(x,a) € &1(a), and every € > 0, there exists b € M" such that
tpff(a) = tp(b), d(a,b) < e, and p(x,b) is realized in M (note that
this implies that p(x,y) € &€,4+1(T), by Proposition 5.4). If, in addition,
(M) = Ny, then we say that M is approximately extremally saturated.

The following lemma is the approximate analogue of Lemma 6.4, but the state-
ment is a little more complex. In addition to restricting our attention to types
p(x,a) where a belongs to some dense set, in (iii) we allow p(x,y) to be moved,
while fixing a (which is not the same as moving p(x,4)!), so it is not immediately
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comparable with approximate saturation, while (ii) generalizes both, allowing the
parameters and the type to move. This lemma will be used in Section 22.

It will be convenient to extend the notation of distance between types: if p €
SA (L) and a € M", then by d(p,a) we mean 9(p, tp*(a)). Similarly, by d(a, b)
we mean 9 (tp*(a), tp* (b)) (which is not the same as d(a, b)).

Lemma 6.15. Let M be a structure and let My C M be dense. Then the following are
equivalent:
(i) The structure M is approximately affinely No-saturated.
(ii) For every finite tuple a € MZ, affine type p(x,a) € S (a), and e > 0, there
exist b € M" and ¢ € M such that d(a,b) < e and d(p,cb) < e.
(iti) For every finite tuple a € M, affine type p(x,a) € Sf(a), and ¢ > 0, there
exists ¢ € My such that d(p,ca) < e.
(iv) Any of the above, for m-types rather than 1-types.

Similarly, mutatis mutandis, for extremal saturation.

Proof. (i) = (ii). By definition.

(ii) = (iii). Let b, ¢ be as in the hypothesis. Choose ¢’ € My such that d(c/,c) <
e. Then o(c’a, p) < d(c'a,cb) + 9(cb, p) < 3¢, which is good enough.

(iii) = (iv). Let us first prove that (iii) holds for p(x,a) € S (), for any m €
N. For m = 0 this is vacuous. Let us now assume the statement for m and
prove it for m + 1. Let p(x,y,a) € S (a) (so p(x,y,z) € S, 1(£)). Let
po(x,a) € S () be its restriction to x. By the induction hypothesis, there exists
b € M such that d(pp, ba) < e. In an affine extension, we may find V/, ¢/, a’ such
that tp?f(b/c'a’) = p, and d(V'a’,ba) < e. Then 9(p,bc’a) < d(b'a’,ba) < e. By
hypothesis, there exists ¢ € My such that d(bc’a, bea) < e. Thus be € MI'! and
d(p, bea) < 2¢, which is good enough.

Next, we claim thatifa € MJJ, p € Siff (£), and d(a, p) < e, then there exists
b € M" realizing p such that d(a,b) < 3e. Indeed, let us construct a Cauchy
sequence (af : k € N) such that a* € M} and d(a*,p) < e/2k. We start with
a° = a. Given a*, we may choose in an affine extension a tuple b* realizing p
such that d(af,b¥) < e/2F. By our previous claim, there exists #**1 € M# such
that 9(a*+1ak, bka*) < ¢/2K1. In particular, d(a**1, p) < ¢/2K1 and d(ak*1,ak) <
d(bk,ak) + e/2kF1 < 3¢/2k*1. The sequence (a*) converges to a limit b € M"
which is as desired.

Now let us prove that (i) holds for arbitrary m, from which (ii) follows as
before. Let a € M", p(x,a) € S2f(a), and ¢ > 0 be given. Let c realize p(x,a) in
some affine extension. Choose a’ € M{ such that d(a,a’) < e. By (iii) for m-types,
there exists ¢’ € M{' such that d(ca’,c'a’) < e. Then 9(c'd’,p) < 9(c'd,ca’) +
d(a’,a) < 2e. By our claim, there exist @’ € M" and ¢” € M™ that realize p(x,y),
such that d(a”¢”,a’c") < 6e. In particular, d(a”,a) < 7e, which is good enough.

(iv) = (i). Immediate.

The same argument works if we restrict to extreme types and extremal models.

(]

Proposition 6.16. Let M be a structure and let T = Th™(M). Then M is ap-
proximately affinely No-saturated if and only if it is weakly approximately affinely Ro-

homogeneous and realizes every affine type p € S3¥(T) for every n € N.
Similarly, mutatis mutandis, for extremal saturation and extreme types.

Proof. Immediate, using Lemma 6.5 in one direction (and there is no need for
Lemma 6.2 in the other). U
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Combining Theorem 6.13 with Proposition 6.16 yields the following two corol-
laries.

Corollary 6.17. Let M be a separable structure. If M is approximately affinely or ex-
tremally saturated, then it is approximately affinely homogeneous.

Corollary 6.18. Let T be a complete affine theory. Then any two separable approximately
affinely saturated models of T are isomorphic, as are any two separable approximately
extremally saturated models.

7. OMITTING TYPES

Every type space S3(T) or &,(T), for a countable tuple of variables x, carries
two structures: the logic topology T, given by its construction as a state space, and
a metric structure, given by the metric d of Definition 3.18 (and Remark 3.20). The
interplay between them allows to have an appropriate notion of isolated types and
an omitting types theorem. The situation is similar to that of continuous logic if
one restricts to extreme types but the proofs are somewhat more involved.

We recall that 3} (T) denotes the set of extreme types of countable tuples that
enumerate a model of T. For what follows, we will need the following slight
refinement. We define ESNJT*(T) as the collection of all p € EX'(T) such that if
p = tp*(a), then {a, : n € N} = {a, : n >k} for every k € N. In words, every
tail of a realization of p is dense in the model enumerated by the realization. This
is only relevant if the model has isolated points, and then it means that every
isolated point is hit by the tuple infinitely many times.

Lemma 7.1. Suppose that T is an affine theory in a separable language. Then En(T) is
a Polish space, and 33 (T) and X' (T) are dense G subsets of En(T).

Proof. We may assume that the language is countable. Then S?\ff (T) is metrizable,
so Lemma 1.5 applies and En(T) is a Polish space. For a formula ¢(x,y), with
x = (x; :i € N) and y a singleton, let U,; C En(T) be the subset defined by the
open condition ¢(x, x;) > sup, ¢(x,y) —1,and let Uy, = U; Uy

In order to show that U, is dense, consider a non-empty open set V C En(T),
say with p € U. By Lemma 1.2, we may assume that U is defined by an open con-
dition (x) > 0, for some affine formula . We may assume that only variables
inx' = (x;:1 < n) actually occur in ¢ or ¢ (plus the new variable y), and let
p' = mu(p) € €4(T). By the same argument as for Theorem 5.10, we can extend
p' to p" € En(T) that satisfies ¢(x, x,) = sup, ¢(x,y). Then p” € U, NV.

Since EJ(T) is the (countable) intersection of all Uy, by the Baire category
theorem, it is a dense G; subset of EN(T).

For & (T), proceed as above, but with U(Pk =

ment, each is open and dense, and their intersection over all ¢ and k is EDNW (T).
O

Uik Ug,i- By the same argu-

Theorem 7.2 (Omitting types). Suppose that T is an affine theory in a separable lan-
quage and let for every n, E, C &,(T) be T-meager and d-open. Then there is a separable,
extremal model of T that omits all &,,.

Proof. For an injective tuple o € N", let m,: EN(T) — €,(T) denote the corre-
sponding projection. Let
=Un B,

o
the union being taken over all such ¢. Each 7 is T-continuous and open, so E is

T-meager. By Lemma 7.1, there exists p € X' (T) \ E. By Remark 5.9, there exists

[I]
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a separable extremal model M |= T, as well as a € MN, such that p = tp*(a)
and every tail of (a;: i € N) is dense in M.

Assume now that some b € M" realizes a type q € E,. Since &, is d-open,
we have By(q,¢) C E, for some € > 0. By tail-density of a, we can find a strictly
increasing map o: n — N such that d(b;,a,(;)) < e/n. Then d(7s(p),q) < ¢, so
s (p) € By, contradicting our construction. Therefore, M omits every type in E,,
for every n.

Definition 7.3. A topometric space is a triplet (X, T,9), where X is a set of points, T
is a topology on X, and 0 is a generalized metric (i.e., possibly infinite) such that
the o-topology refines T and 9 is T-lower semi-continuous.

A point x € X is isolated in the topometric space X if T and the d-topology
agree at x: i.e,, if every d-ball around x in X is a T-neighborhood of x. It is weakly
isolated if every 0-ball around x in X has non-empty 7-interior.

Observe that Proposition 3.19 asserts that if x is a countable tuple of variables,

SAf(L) is a topometric space, and if T is complete, then the metric d on S3(T) is
always finite. This induces a topometric space structure on €x(T). Therefore, for

p € &,(T), we may ask whether it is (weakly) isolated in S3(T), or in &,(T).

Lemma 7.4. Let T be a complete affine theory and let x be a countable tuple of variables.
For a type p € Ex(T), the following are equivalent:

(i) The function d(p,-): SA(T) — R is continuous and affine.
(ii) The type p is isolated in S2(T).
(iii) The type p is isolated in Ex(T).
(iv) The type p is weakly isolated in E(T).
(v) The function d(p,-): Ex(T) — R is continuous at p.

~— — — —

Proof. (i) = (ii) = (iii) = (iv). Immediate.

(iv) = (i). Let € > 0. By assumption and Lemma 1.2, there exist an affine for-
mula ¢(x) and a type p’ such that p’ € [¢ < 1]¢ C By(p, ). By post-composing
with an affine function R — R, we may assume that min¢ = 0. Then ¢~1(0)
is a face of S3(T) and by replacing p’ by an extreme point of that face, we may
further assume that ¢(p’) = 0. Let R be the bound on the distance of n-tuples in
models of T. Define

y(x) = inf (d(x,y) + Ro(v))-
Let g € S3(T). On the one hand,

¥(q) <3(q,p") +Re(p') <a(p,q) +(p,p') <a(p,q) +e

On the other hand, let M |= T realize g, say by a € M". Let b € M" be arbitrary,
and ¢’ = tp*(b). Let E; = [¢ > 1]¢ and E_ = [¢ < 1]¢. Since ¢’ € co(E+ U
E_), we can express it as (1 — A)g_ + Aq,, where g/, € T6(E+). We have E_ C
By (p, €) by hypothesis, and since 9 is convex and lower semi-continuous, we have
d(p,q") < e. Therefore

Ap.q) <o(pq')+a(q,q)
< (1-=2)a(p,q-) +Ad(p,q'y) +d(ab)
<e+AR+d(a,b).

In addition,
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Therefore,
d(p,q) <d(a,b) +Re(b) +e.

Since b was arbitrary, d(p,q) < ¢(q) +e.
We have shown that |3(p,q) — ¥(q)| < ¢ for all g € S2(T), which is enough.
(i) = (v) = (iii). Immediate. (]

From now on, we may simply refer to a type p € &x(T) as being isolated,
without specifying if this is in S3(T) or in €;(T). Note that condition (i) of
Lemma 7.4 for an arbitrary p € SAf(T) implies that p is exposed and therefore,
extreme.

Proposition 7.5. Let T be a complete affine theory in a separable language, let x be
countable, and let p € SH(T). Then the following are equivalent:

(i) The type p is extreme and isolated.
(ii) The type p is realized in every model of T, and moreover, its sets of realizations
form a uniformly definable family of sets.
(iii) The type p is realized in every extremal model of T.

Proof. (i) = (ii). By Lemma 7.4 and Proposition 4.8 applied to X = {p}, the sets
of realizations of p in models of T form a uniformly definable family of sets,
which are, in particular, non-empty.

(ii) = (iii). Immediate.

(iif) = (i). Since p is realized in extremal models, it is extreme. Assume that
it is not isolated. By Lemma 7.4, some d-neighborhood & = By(p,r) N Ex(T)
has empty t-interior in £;(T). On the one hand, E is d-open in &x(T). On the
other hand, & = {J,, By(p,s) N E€x(T), where By(p,s) denotes the closed ball. It
follows from lower semi-continuity of o that each closed 9d-ball is also T-closed, so
By(p,s) N Ex(T) is closed and nowhere dense. Therefore Z is T-meager, and can
be omitted in an extremal separable model by Theorem 7.2. O

Remark 77.6. Similarly to definable sets (cf. Remark 4.6), we have two equivalent
criteria for a type in a countably infinite tuple of variables to be isolated: one
is given by Lemma 7.4 and the other is that every restriction to finitely many
variables is isolated. We also make the convention to use the second definition of
isolated for a type over an arbitrary tuple of variables.

Proposition 7.7. Let T be an affine theory and let x be a countable tuple of variables.
Then the set of isolated types in Ex(T) is Gy in T and d-closed.

Proof. Let Iy(T) C €x(T) denote the collection of isolated types, and let

o

L=N U (Bap2Mnexn),

k pe&x(T)
where -° denotes the T-interior in €,(T). Note that I, is G5 in T. We have
L(T) C I, C T’ € I(T)

by Lemma 7.4, so equality holds throughout. To see the last inclusion, let g

Ea and fix r > 0 in order to show that By(g,7) has non-empty t-interior. Let
q' € By(q,7/2) NI;. Then there exists p € €,(T) such that d(p,q’) < r/4 and
By(p,r/4) has non-empty t-interior in £, (T). The last ball is contained in By(g, ),
so we are done. O
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A model M of a complete theory T is called atomic if it only realizes isolated,
extreme n-types, for every n. In particular, an atomic model is extremal, and
following Remark 7.6, types of arbitrary tuples in an atomic model are isolated
as well.

Proposition 7.8. Let T be a complete affine theory in a separable language. Then T
admits a (separable) extremal atomic model if and only if the isolated types are dense in
En(T) for all n.

Proof. Let I,(T) denote the set of isolated types in €,(T). If M is atomic, of any
density character, then every type in I,(T) is realized in M by Proposition 7.5,
and therefore, by Lemma 5.2, I,(T) is dense in &,(T).

Conversely, assume that I,(T) is dense in &,(T) for all n, and let E, be the
complement. By Proposition 7.7, &, is T-meager, and d-open. By Theorem 7.2,
T admits a separable extremal model that omits &, for all n. Such a model is
atomic. O

Theorem 7.9. Let T be a complete, affine theory in a separable language.

(i) A model M |= T is separable and atomic if and only if it is prime, that is to say
that it admits an affine embedding in every model of T.

(ii) Such a model, if it exists, is unique up to isomorphism, and is approximately
affinely homogeneous.

Proof. Assume first that M is prime. Since T admits separable extremal models,
M must be separable. In addition, every type realized in M must be realized in
every model of T, so by Proposition 7.5, M is atomic.

Assume now that M is separable and atomic. Let a = (a; : i € N) enumerate
a dense subset of M. Then p = tp*(a) € EJY(T) is isolated in En(T). By
Proposition 7.5, if N is any other model of T, then p is realized in N, say by a’.
Now, M = {a}:i € N} =¥ N, so M admits an affine embedding in N. Thus M
is prime.

Let us show that every atomic model M is weakly approximately affinely No-
homogeneous (as in Definition 6.9). Let a,b € M" have the same affine type p(x)
and let c € M. The type q(x,y) = tp°f(a,c) is isolated, so we may quantify over
its realizations and

x)= inf d(x,x'

plx) = nf d(xx)
is an affine definable predicate. We have ¢(a) = 0 (as witnessed by a,c), so
¢(b) = 0 as well, and there exist V/,d realizing g such that d(b,b’) is as small
as desired, proving our homogeneity claim. Since any two atomic models of
T realize exactly the isolated n-types, we may now conclude the proof using
Theorem 6.13. (|



Part I1
Direct integrals and extremal decomposition

8. DIRECT INTEGRALS

As affine logic is a fragment of continuous logic, one can use ultraproducts
to construct models from existing ones and Lo$’s theorem is valid as usual. The
main novelty is that now one can also construct direct integrals of a collection of
models indexed by a probability space. Such constructions have been considered
in functional analysis and representation theory (most notably direct integrals of
Hilbert spaces, from where we borrow the terminology) but only for separable
structures in a separable language, because of measurability issues.

The construction we describe in this section works in complete generality, with
no restriction on either the probability space or the density character of the lan-
guage or the structures. The measurability issues are overcome by imposing a
uniformly measurable presentation of the models as direct limits of countable
pieces, as we explain below.

Definition 8.1. Let () be a set.

(i) A family of L-structures Mo = (My : w € Q) will be called a field of
structures.
(ii) A section of a field Mg, is an element of the product [],cq Mw, or, in other
words, a function f: Q — [[,ecq Mw such that f(w) € M,, for all w.
(iii) A family of sections e; = (e; : i € I) is a pointwise enumeration of Mq if
{ei(w) : i € I} is dense in M,, for every w € Q.
(iv) Given a pointwise enumeration and Iy C I, we define

Mw,IO = {ei(w) (i E 10} C M,,.

If M and N are L-structures and £y C £, we write M jiff) N if M is an affine
substructure of N with respect to £y-formulas. Similarly, we write M j%’;‘t N
if M is an elementary substructure of M with respect to Ly-formulas, in the
sense of continuous logic. (The few definitions and results of the present section
concerning continuous logic will be relevant in Part II1.)

Definition 8.2. Let (Q), B, ;1) be a probability space, M(, a field of £-structures,
and ey a pointwise enumeration of Mq. For a countable £y C £, we denote by

3 (May, er, £o) = {1 € Py, (I) : for p-ae. w € Q, M, 1, jsz) My}

the collection of all countable subsets Iy C I such that My, 1, jifg M,, almost
surely. Similarly,

JOM(Mq, er, £o) = {lo € Py, (I) : for p-ae. w € Q, M, j%’é“ M}

We say that (Mq, e;) is a measurable field of structures if the following hold:

(i) For every n-ary predicate symbol P (including the distance symbol) and
n-tuple é from ey, the function

w — PMe (2(w))

is measurable.
(ii) For every n-ary function symbol F and n-tuple & from e, and every i € I,
the function
w — dMe (FMe (¢(w)), e;(w))
is measurable.
50
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(iii) For every finite £y C £, the collection Jaff(MQ,eI, L) is cofinal for inclu-
sion in the set Py, (I) of all countable subsets of I.

If, in addition, condition (iii) holds for the collection 3%°"(Mq, e;, £o), we say that
(Mq, eg) is an elementarily measurable field of structures.

Note that if Iy € 72 (Mq, ej, £¢), then My, is almost surely an Lo-structure,
that is to say that it is closed under all function symbols in £y. When £{g consists
of all symbols appearing in a formula ¢, we may write 33f(Mq, e}, ¢) instead of
jaff(MQ/ er, [“0) :

It follows from the affine chain theorem that Ciaff(MQ,EI, Lo) is always closed
under unions of countable chains. Thus, condition (iii) implies that Jaff(MQ, er, Lo)
is cofinal and closed under unions of countable chains for every countable £y C £
(see [Jeco3, Thm. 8.22]).

Finally, note that if I is countable, then condition (iii) is automatically satisfied,
simply because I € 32 (Mg, e, Lg) for every £y C L.

Similar remarks and conventions apply to the collections J°™(Mq, ej, £o).

Definition 8.3. Let (Mg, e;) be a measurable field of structures, and let f be a
section.
(i) We say that f is basic if it is a member of the family e;.

(ii) We say that f is simple if it is of the form f(w) = ey (w), wherek: Q — I
is measurable with finite image.

(iii) Let Iy C I be countable. We say that f is Ip-measurable if f(w) € My,
almost surely, and for every i € I, the function w — dMe (f(w),e;(w)) is
measurable.

(iv) We say that f is measurable if it is Iy-measurable for some countable Iy C I.
We identify two measurable sections that are equal almost surely. The collection
of all measurable sections, up to this identification, will be denoted by Mq .
Similarly, the collection of all Ip-measurable sections will be denoted Mq j,.

Note that the set M ; depends on the pointwise enumeration e; even though
it is absent from the notation.

Lemma 8.4. If f,g € Mgy, then the function w — dMe (f(w),g(w)) is measurable.
Consequently, if f € Mq,, then f € Mq, for every large enough countable Iy C I
(indeed, as soon as f(w) € My, 1, almost surely).

Proof. Say f € Mq,j, and ¢ € Mq 1, for countable Iy, [; C I. We may assume that
Iy and I; are well-ordered and define

i(k,w) = min {i € I : dM (f(w),e;(w)) < 1/k},
j(k,w) =min{j € I : dM (g(w), ej(w)) < 1/k}.

Then
dMe (f(w), g(w)) = Jlim AM (€01 0) (@), €)1 o) (@) )

and it is measurable as the pointwise limit of measurable functions.
The second assertion follows. O

Lemma 8.5. Let (Mq, e) be a measurable field of structures.

(i) Every basic or simple section is measurable.
(ii) Every pointwise limit (almost surely) of a sequence of measurable sections is
measurable.
(iii) Conversely, every measurable section is a pointwise limit (almost surely) of a
sequence of simple sections. Moreover, if f € Mq 1, for some countable Iy C 1,
then it is a limit of simple sections in Mq .
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Proof. Item (i) is clear.

For (ii), assume that f,(w) — f(w) pointwise almost surely. Then we may
find Iy C I countable such that f, € Mq, for all n. It is then easy to see that
f € Mq,j, as well.

For (iii) let f be a measurable section, say f € Mq,, and enumerate Iy =
{ij:j € N}. Forn € Nand € > 0, let E;c C Q be the set of w for which
there is j < n such that d(f(w),e;(w)) < €. Then for every k € N there is
n(k) such that p(Q\ E,)1/) < 1/k%. For w € Eyy(k),1/k We define sp(w) to be
equal to ¢;, (w) where j < n(k) is least such that d(f(w),eij(w)) < 1/k, and for
w € O\ Eyp)1/k we let sp(w) = ejo(w). Then sy is a simple section in Mq j, for
each k, and sy — f pointwise on the set Uy, Nk>m Ey(x),1/¢, Which has measure 1
by Borel-Cantelli. O

Lemma 8.6. Let (Q), B, i) be a probability space and let (Mq, er) be a measurable field
of structures. Let F € £ be a function symbol and f a tuple in Mq | of the appropriate
length. Then the section w + FM« (f(w)) is measurable. Consequently, the same holds
for every L-term.

Proof. Choose Iy € 3f(Mq, ej, {F}) such that f is a tuple in Mq j,. Then FM« (f(w))
belongs to M,,,j, almost surely.

We now need to show that for i € Iy, the function dM« (FMo (f(w)),e;(w))
is measurable. When f consists of basic sections, this holds by definition, and
the case where f consists of simple sections follows. For the general case, we
may express the members of f as pointwise limits of simple sections in Mg .
Since FM« is continuous, the desired function is a pointwise limit of measurable
functions and therefore measurable. O

Lemma 8.7. Let (Mq,e;) be a measurable field of structures. Let ¢(%) be an affine
formula in n variables and f an n-tuple in Mq, ;. Then the function w + M« (f(w))
is p-measurable.

If moreover the field (Mg, er) is elementarily measurable, then the same holds for every
continuous logic formula ¢(X).

Proof. Consider first the case where ¢ is a predicate symbol P. Then our assertion
holds by definition when f consists of basic sections. The case of simple sections
follows, and since PM« is continuous, so does the case of general measurable
sections.

We now proceed by induction on the structure of ¢. By Lemma 8.6, the case
where ¢ is an arbitrary atomic formula holds, and the case of affine connectives
is immediate. For quantifiers, let ¢(%) = sup, Y(%,y) and suppose by induction

that the function w + M (f(w),g(w)) is y-measurable for every measurable

g, and in particular, for every basic § = ¢;. Choose Iy € aft (Maq,er, ¢) so all
members of f belong to Mq,j,- Then almost surely,

and this is a y-measurable function as a countable supremum of p-measurable
functions.



EXTREMAL MODELS AND DIRECT INTEGRALS IN AFFINE LOGIC 53

The same argument works for continuous formulas, if the field of structures is
elementarily measurable. g

We define a natural metric on Mq ; by

A(£,8) = [ a¥e (f(),8(w)) dn(w).

Proposition 8.8. Let (Mq, er) be a measurable field of structures.

() If (fu) is a Cauchy sequence in (Mq, 1, d), then there exist a subsequence (fy,)
and g € Mq,j such that f, — g pointwise almost surely.

(i) If (fu) is a sequence of measurable sections and f, — f pointwise almost surely,
then d(fn, f) — 0. Conversely, if d(fu, f) — O, then f,, — f pointwise almost
surely for some subsequence.

(iii) The metric space (Mq,1,d) is complete and the collection of simple sections is
dense in (Mq,1,d).
(iv) If Q) is a standard probability space and 1 is countable, then Mq 1 is separable.

Proof. For item (i), choose Iy large enough so f, € Mq, for all n. Since the
distance is measurable, we may find a subsequence (fy,) such that (f,, (w)) is
almost surely Cauchy in the complete space M,,. Let g(w) = limy f, (w). Then
g € Mq j, and it is almost surely the pointwise limit of (fy, ).

Item (ii) holds by the dominated convergence theorem, and its converse part
follows from (i).

Item (iii) follows from the previous items together with Lemma 8.5 (iii).

Item (iv) follows from (iii) and the fact that the measure algebra of a standard
probability space is separable. g

We may now make Mq into an L-structure. A function symbol F € £ is
interpreted pointwise, that is,

(8.1) FYo1(f)(w) = F* (f(w)).

By Lemma 8.6, this is a measurable section.
A predicate symbol P is treated in the same fashion as the metric, namely

(52) PMOI(F) = [ PMe(F(c0)) du(w).

It is clear that PMor respects the appropriate bound for P.

In both cases, an easy calculation using the concavity of the continuity mod-
uli and Jensen’s inequality shows that the interpretation respects the required
continuity modulus.

Definition 8.9. Let (Q, i) be a probability space and let (Mg, e;) be a measur-
able field of structures. The structure constructed above, namely, the collection
Mq,1 of all measurable sections (up to almost sure equality), equipped with the
interpretation of the language, is called the direct integral of (Mg, er), and denoted

5%
Mo, = /Q Mo dit(w).

Lemma 8.10. Let (Q, i) be a probability space, let (Mq,er) be a measurable field of
structures. Then for every affine formula ¢(x,y) (with singleton y), every ¢ > 0 and
every tuple f € Mg, |, there is a measurable section § € Mq, 1 such that

PN (f(w), glw)) > sup M (f(w),y) —e

yEMy
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for almost every w € ). Consequently:
sup [ M (F(w), (@) dp(w) = [ sup ¢ (F(w),y) dp(w).
yEMy

If moreover the field (Mg, eg) is elementarily measurable, then the same holds for every
continuous logic formula ¢ (%,y).

Proof. Let s(w) = sup,ey, Mo (f(w),y). This is a p-measurable function, by
Lemma 8.7. Choose Iy € 3%f(Mq, 1, 9) such that f is a tuple from Mq ;. Then

almost surely M,, jifg M, so
s(w) = sup M (f(w),y) = sup ™ (f(w), ei(w)).
yEMw,IO iEI()

As in the proof of Lemma 8.4, we may assume that I is well-ordered, and define
i(w) =min {i € I : pM (f(w), e;(w)) > s(w) —e}.

Then g(w) = ¢;()(w) is a.e. equal to a measurable section, and p™« (f(w), g(w)) >

s(w) — € almost surely. The rest follows.

The case of elementarily measurable fields and continuous formulas holds with
the same proof. O

Theorem 8.11 (Lo§’s theorem for direct integrals). Let (Mq, ej) be a measurable field
of L-structures over a probability space (Q, u). Then for every affine L-formula ¢ and
tuple f from Mq,, the function w — M« (f(w)) is p-measurable and

53) P"01(7) = [ 9" (F(w)) dp(eo)

Proof. The measurability part is just Lemma 8.7. For (8.3), we proceed by in-
duction, where the cases of atomic formulas and affine connectives are easy, and
quantifiers are dealt with in Lemma 8.10. O

A Feferman—Vaught-like theorem for continuous logic formulas in direct inte-
grals of elementarily measurable fields will be discussed in Section 18.

It is natural to ask how much the direct integral construction depends on the
choice of the basic sections e;j.

Definition 8.12. Let ¢, e} be two pointwise enumerations of a field of structures
Mq such that (Mg, e;) and (Mg, €}) are measurable fields. We say that ¢; and ¢}
are equivalent if the sections e; for i € I are measurable for the field (Mg, e;), and
the sections e; for j € ] are measurable for the field (Mg, e;).

Remark 8.13. One sees, using Lemma 8.5, that if e; and e’] are equivalent then an
arbitrary section is measurable with respect to e; if and only if it is measurable
with respect to ¢j. Consequently, (Mq, e) and (Mg, €}) have the same direct inte-
gral. It also follows that equivalence of pointwise enumerations is an equivalence
relation.

We may note that if I and | are countable, then e; and e; are equivalent if and
only if the functions

w — dMe (ei(w), ej(w))

are measurable foralli € [ and j € J.

Notation 8.14. A particularly simple case of the direct integral construction is
when Q) is countable and all singletons are measurable. Then all functions defined
on () are measurable, and all possible choices of a pointwise enumeration e; are
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equivalent. In this case, we say that the measurable field is atomic and call the

direct integral f(? M, dp(w) a convex combination of the family Mq. For these
direct integrals we may use the notation

@ A(UM(U/
w

where A, = p({w}). This generalizes the construction of Lemma 3.4. We may
denote the elements (and tuples) of the convex combination of the family Mq by
expressions of the form @ A, a,, with a, € My,. For example, the elements of
%M a5} %N will be written %a ® %b, witha € Mand b € N.

Another important special case is when the field of structures is constant.

Definition 8.15. Let (), i) be a probability space, and assume that M, = M for
all w € O. Let I C M be dense, and let e; be the collection of constant sections
ej(w) = i. We call the measurable field (Mg, er) constructed in this fashion a
constant measurable field.

We call the corresponding direct integral the direct multiple of M by (Q, ), and
denote it by

(&)
LYQ,u,M) = /Q Mdu(w),

or simply by L!(Q), M) if the measure is understood. It is clear that it does not
depend on the choice of I.

Note that by Lo$’s theorem for direct integrals, we have M <aff 71 (Q, M).

Remark 8.16. The structure L'(Q), 1, M) only depends on MALG(Q, %) and on
M. This is because it can be viewed as the completion of the simple measurable
sections, and each one of these is determined by a finite measurable partition of
Q) up to measure zero and the corresponding elements of M.

Remark 8.17. If (Q), B, u) is a measure space and (M, d) is a metric space, one
may wish to consider Borel measurable functions f: () — M, i.e., those such that
f~Y(B) € B for every Borel set B C M. This is a very strong condition for
non-separable M. Indeed, by a theorem of Marczewski and Sikorski [MS48], if
f: Q — M is Borel measurable and the density character of M is not greater
than a real-valued measurable cardinal, then f is a.e. equal to a function with sepa-
rable image. The existence of a real-valued measurable cardinal is equiconsistent
with the existence of a measurable cardinal, which is a large cardinal hypothesis
strictly stronger than the consistency of ZFC (see [Jeco3, Thm. 22.1]).

On the other hand, we can reformulate Definition 8.15 as follows:

LY (O, u, M) = {f: QO — M:o(Im f) = Rg and f is Borel measurable}/ =, .

The function symbols in L!(Q), u, M) are interpreted pointwise and the predicates
by integrating.

In view of the remark above, if 9(M) is small or simply there are no real-valued
measurable cardinals, we can omit the condition ?(Im f) = Y from the definition
above.

Remark 8.18. If Q) is an atomless probability space and N = L!(Q), M), then the
collection of n-types realized in N is closed under convex combinations. Letting

T = Th*® (M) = Th*®(N), it follows from Lemma 3.21 that the collection of types
realized in N is dense in S (T).
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Remark 8.19. We have introduced two notions of measurability for fields of struc-
tures: measurable and elementarily measurable fields. In some distinguished
cases, a measurable field is automatically elementarily measurable. These in-
clude, of course, fields with a countable pointwise enumeration, but also atomic
fields (i.e., those underlying convex combinations of structures) and constant
fields (those underlying direct multiples). Other important cases will be dis-
cussed later.

In Section 10 we are going to see that every model of T embeds affinely in a
direct integral of extremal models. On the other hand, if we wish to embed an
extremal model in a direct integral, we have the following “rigidity” phenome-
non.

Proposition 8.20. Let (Mq), it) be a measurable field of models of an affine theory T, let
N = T be an extremal model, and assume that N < f(? M, dp(w). Then for every
affine formula ¢(x), a € N*, and almost every w € Q),

g™ (a) = 9™ (a(w)).
In particular, if T has a separable language and N is separable, then the map a — a(w)
is an affine embedding N — M, for almost every w.

Proof. Fix a € N* and let p = tp*(a). Consider the map &: O — S3(T) defined
by &(w) = tp*(a(w)), which is measurable with respect to the Baire algebra on
SH(T). It follows from Theorem 8.11 that R(&,4) = p and as p is extreme, &,
must be the Dirac measure at p. Therefore, for every affine formula ¢(x), the set

{weQ:p(p) # eMe(a(w))} is pnull. O

We finish this section with isolating a non-degeneracy condition for a mea-
surable field that will be particularly relevant for proving the uniqueness of the
integral decomposition in certain situations (see Section 12). What we want to
exclude, for example, is the situation where every M,, is a single point and the
measure space () is non-trivial.

Remark 8.21. Let (Mg, e1) be a measurable field of £-structures over a probability
space (Q),B,u), and let Mq | be its direct integral. Let f = (f; : i < «) be
a sequence of measurable sections, and let §: QO — S3(£) be the map w —
tp (f(w)). If ¢(x) is an affine formula in x = (x; : i < k), then o0 0: O — Ris
p-measurable by Lemma 8.7, so 6 is measurable with respect to the c-algebra of
Baire sets in S3f(£) and the c-algebra By, of p-measurable sets in ().

Then (8.3) can be restated by saying that R(6.p) = tpf(f) in Mq j, and the
map 0: (Q, 1) — (S2(£),0.1) induces an embedding of measure algebras

(8.4) 6*: MALG (SX(£),0.11) — MALG(Q, ).

Definition 8.22. In the setting of Remark 8.21, assume moreover that the sequence
f is dense in the direct integral M ;. We say then that the measurable field
(Mg, eg) is non-degenerate if the embedding 0* of (8.4) is surjective.

Notice that this does not depend on the choice of the dense sequence f. Indeed,
we may always extend f to an enumeration § = (g : @ < A) of all measurable
sections. We obtain a sequence of maps

(1) = (S3(L), Bp) T (S2H(L), 0up1),

where 77 is the restriction to the first x variables, and 708 = 6.
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It follows from Proposition 8.8 that for every o < A there exist By, < x such
that fg,, — ga almost surely. If ¢ is an affine formula in A variables, then we
may always express it as

P(xg i < A) = @o(xg, 1t <k).
Let
Pu(xp: B <x)=golxp,, :t<k).

Then, almost surely,
P (f(w)) = oM (g(w)).

In other words, as a measurable function on (S3(£),8.u), we may factor ¢ al-
most surely through 7. Since affine formulas generate the Baire c-algebra, it
follows that 77* is an isomorphism in the dual diagram

MALG(Q, 1) <~ MALG(S(£), B.1) <~ MALG(S(£), 6.1),

which is what we wanted to show.

Degenerate measurable fields are pathological, do not arise naturally, and are
fairly easy to avoid. Indeed, given such a field, we can always render it non-
degenerate, without changing its direct integral, by reducing the c-algebra of ()
to the collection of f-preimages of Baire sets. In addition, the following provides
a sufficient criterion for non-degeneracy that holds in essentially all interesting
cases.

Definition 8.23. We will say that a theory (affine or continuous) is non-degenerate
if all its models have at least two elements in at least one sort.

Usually, this will be used for theories in a single sort, in which case, a com-
pactness argument yields a strictly positive lower bound § > 0 on the diameter
of the sort. In a language with several (possibly infinitely many) sorts, a similar
argument yields 6 > 0 and a finite family of sorts such that in each model, at least
one of those has diameter > 4. In particular, the product of these sorts, equipped
with the sum distance, has diameter > ¢ in all models.

Lemma 8.24. Assume that (Mq), er) is a measurable field of models of some non-degenerate
theory. Then (Mq, eg) is non-degenerate.

Proof. We may assume that f contains every measurable section. For simplic-
ity, let us assume that a single sort (rather than a finite product of sorts) wit-
nesses non-degeneracy. Let A C () be measurable. By hypothesis, the formula
sup, , d(x,y) (with x and y in the witnessing sort) is strictly positive in M,,, for ev-
ery w € (). Thus, using Lemma 8.10 and cutting and gluing measurable sections,
we can find i,j < « such that f;(w) = fj(w) for every w € A and f;(w) # fi(w)
for every w € O\ A. Let

C= {P € Siff(fz) : dp(xi,x]-) = 0}
Then C is Baire and 8*(C) = ~1(C) = A, as desired. O

9. COMPARISON WITH BAGHERI'S ULTRAMEANS

The direct integral is somewhat reminiscent of, yet quite different from, the
ultraproduct construction. Indeed, the former allows for a [0, 1]-valued measure
on an algebra of measurable sets, but requires countable additivity and various
measurability conditions, which only make sense in the presence of a pointwise
enumeration ej. The latter, by contrast, requires the measure to be {0, 1}-valued
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and defined on all subsets (that is, to be an ultrafilter), but forgoes all additional
requirements.

While one might want to look for a common generalization, we propose in-
stead to view these two constructions as distinct building blocks, which can be
joined as separate steps in more complicated constructions. Let us exemplify this
by analyzing yet another construction of a similar flavor, the ultramean proposed
by Bagheri [Bag1o].

Let | be a set and let M; = (M; : j € ]) be a field of structures. Let v
be a finitely additive probability measure defined on the algebra of all subsets
of J. Bagheri defines the ultramean of M;j, with respect to v, by interpreting
function and predicate symbols on [ljej M;j as per (8.1) and (8.2), and passing to
the quotient by the zero-distance relation. He also proves a theorem analogous to
Theorem 8.11.

We claim that Bagheri’s ultramean can be constructed in two steps as a direct
integral of ultraproducts

@
(9.1) /Q M, dp(w),

where () = BJ is the collection of all ultrafilters on | (i.e., the Stone-Cech com-
pactification of J), and M, = [[ M;/w is the ultraproduct with respect to w € Q).

By standard measure construction theorems, () admits a unique Radon proba-
bility measure y that satisfies y(A) = v(A), where AC Jand A ={w e Q: A€
w}. Integration of functions on the finitely additive probability space (], v) (all
functions being measurable) can be reduced to the integration in the more usual
sense of continuous functions on (), u). It is possible to do essentially the same
for the entire ultramean construction.

Let I = []; M; be the set of all sections of Mj. Then each M, is a quotient
of I, so let ¢;(w) € M, be the class of i € I in M,,. This makes ¢; a section of
the field Mg = (My : w € Q), and e; = (¢; : i € I) is a pointwise enumeration
of Mq (in fact, for every w, it enumerates all of M,,). If wj is the principal
ultrafilter concentrated at j € |, then (up to canonical identifications) we have
M; = My, and i; = ¢;(wj), so let us denote the latter by ¢;(j). The measurability
requirements of Definition 8.2 are satisfied by (Mq,ej) — all the functions are in
fact continuous.

For the last property of Definition 8.2, let Lo C £ be finite (or countable, for
that matter), and let Iy C I be countable. We may perform a “simultaneous
downward Lowenheim-Skolem construction”, and find a countable I such that
Ip € I; C I, and for every continuous logic £o-formula ¢(%,y), and every tuple ¢
in e, there exists i € I; such that, simultaneously for all j € J:

o)) < (info(e()m) " +1

By Lo$’s theorem for ultraproducts, the same holds for all w € Q) in place of j, so
M1, j%’g‘t M. Therefore Iy C I} € 3°"(Mq,ej, £o), showing that (Mg, e;) is
indeed an (elementarily) measurable field.

Finally, we claim that Bagheri’s ultramean of (M}, v), which we denote by ﬁ],
can be canonically identified with the direct integral of ultraproducts (9.1), which
we denote as usual by M ;. Indeed, each member of M; is a class [i] for some
i € I = JI; Mj, modulo the zero-distance equivalence relation. Essentially by

definition, we have dﬁf([z'], [i"]) = dMoi(e;,ey). This gives rise to a canonical

isometric inclusion map M; C Mq j, sending [i] — e;, and again, essentially by
definition, this is an embedding of £-structures. Let us now consider a simple




EXTREMAL MODELS AND DIRECT INTEGRALS IN AFFINE LOGIC 59

section of Mg, ;. Up to almost sure equality, we may assume that it is defined by
clopen sets, namely, f(w) = e; (w) when Ay € w, where {Aj : k < m} partitions
J. Recall that each iy is a member of []; M, and define i(j) = f(j) = f(w;), where
we identify j € | with the principal ultrafilter w;. Then i agrees with i on Ay, so
e; agrees with f on Ay, for each k — and therefore, on Q). In other words, every
simple section is of the form ¢;, and therefore belongs to the image of M;. By
density of the simple sections, ﬁ] = Mq,], as desired. Bagheri’s Los theorem for
ultrameans now follows from the corresponding theorems for ultraproducts and
direct integrals.

10. A DIRECT INTEGRAL OF EXTREMAL MODELS

For this section, let us fix an affine theory T, a cardinal x > 97(£), and a
boundary measure y on S3(T) such that p = R(u) € SV (T). It will be conve-
nient to fix a realization a = (a; : i < k) of p. As per Remark 3.28, this can be done
inside a model N = T in which a enumerates a dense set, and this essentially
determines N and a (up to a unique isomorphism).

Similarly, we define

Q= &P(T) = &(T)NSTHT),

and realize each type w € Q = EP(T) as e(w) inside an extremal model M,, =
{ei(w) : i < «}, again in a unique fashion (Remark 5.9).
Let B denote the o-algebra of Baire subsets of S2(T) (or its completion with
respect to y), and let
Bo = {BNQ:B € B}.

By Theorem 5.14, u concentrates on (). Consequently, by Lemma 1.17,

pa(BNQ) = u(B)

defines a (complete) measure on the o-algebra Bq.

Lemma 10.1. The family M = (M : w € Q) is a field of extremal models of T,
and e = (e; : i < k) is a pointwise enumeration of M, in the sense of Definition 8.1.
Moreover, the pair (Mq, e) is a measurable field of models of T relative to the measure
Uq, in the sense of Definition 8.2, and it is non-degenerate in the sense of Definition 8.22.

Proof. The first assertion is immediate. As for Definition 8.2, the functions in
conditions (i) and (ii) are continuous, and in particular, measurable. Indeed, for
example, if & = (e;; : j < n) and ¥ = (x;; : j < n), then PMa (¢(w)) = P(x)*, and
the map w + P(%)“ is continuous by definition of the topology on O C S3f(T).

Consider a finite sublanguage Lo C £ and a countable subset Iy C k. By
standard arguments (essentially, the Downward Léwenheim—Skolem theorem),
there exists a larger countable set Iy C I; C « such that {a; :i € I} jasz) N.

Let @ denote the collection of all affine Lo-formulas ¢(x’,y), where x’ = (x; :
i € I;) and y is a singleton. This is a separable set, so let &j be a countable dense
subset. Following Notation 3.29 we have p € Nyca, Xo,1,- By Proposition 3.31 (i),
#(Xg,1,) = 1 for all ¢ € &g, and therefore

uo( () XpuN0) =1.
pedy

Thus I; € 7% (Mq, e, £y), and (iii) holds as well.
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Finally, let f) be any dense sequence of measurable sections that starts with e.
Then we have maps

a % saff(1y s saff(T),

where 6 is as per Remark 8.21 and 7t is the variable restriction map. Dually, these
induce

MALG(Q, 1) <~ MALG (S(T), 0.110) < MALG (S(T), 7.0, 1101).

By construction, 746+ = 4, and the composition 6* o 77* is surjective. Therefore,
so is 6*. O

We may therefore define

@
M”:/Q My, dpq(w).

By Theorem 8.11 and Lemma 1.17, we have for any affine formula ¢(x):
?"(e) = [ oM (e(w)) dun(@)

d = .
i (1) 9(q)du(q) = ¢(p)
Therefore, e is a realization of p, and can be identified with 4. Since a is dense
in N, this makes it a submodel N <2 M. We have thus proved the following,
which will be the base for the proof of the extremal decomposition theorem in
Section 12:

Proposition 10.2. Let T be an affine theory and N |= T. Let a = (a; : i < k) enumerate
a dense subset of N, and let u be a boundary measure on S (T) with barycenter tp*(a).
Then p concentrates on Q) = &XV(T). This gives rise to a non-degenerate measurable field
(Mg, e) of extremal models of T, where e(w) realizes w, and N admits a unique affine
embedding in My, = f(? M, dpq(w) that sends a — e.

Corollary 10.3. Every model N of an affine theory T admits an affine embedding into
a direct integral of a measurable field of extremal models (Mq,e). If N is of density
character < «x, then every M, can be taken of density character < x, and the pointwise
enumeration e to be indexed by x. If N is separable, and T has a separable language, then
the measure space can be taken to be standard.

11. SIMPLICIAL THEORIES

Simplices (see Section 1.5) form a important class of compact convex sets. The
corresponding class of affine theories will play a similarly distinguished role.

Definition 11.1. Let T be an affine theory. We will say that T is simplicial if S3(T)
is a simplex for every finite tuple x .

If T is simplicial, then S3(T) is a simplex for any x, being an inverse limit of
simplices (Lemma 1.28).
Theorem 1.27 gives the following.

Proposition 11.2. Let T be an affine theory. The following are equivalent:
(i) T is simplicial.
(ii) Whenever @1, ¢2, Y1, P are affine formulas such that (@1 V @2) +€ <7 P1 A2
(ie., pi+e< ¥; foralli,j =1,2) for some € > 0, there exists an affine formula
x such that 1V @2 <1 X <1 1 N 2.
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Corollary 11.3. Let T be a simplicial affine theory in a language L. Then the collection of
countable sublanguages Lo C £ such that T| z  is simplicial is cofinal and closed under
unions of countable chains within the set Py, (L) of countable sublanguages of L.

If T C Ty are affine theories, we will say that Ty is a face of T if ngf(To) is a face
of S3(T), and that it is an extreme completion of T if moreover Ty is complete (in
which case, we may identify T with an extreme point of S3ff(T)).

Proposition 11.4. Let T be an affine, simplicial L-theory.
(i) If Ty is a face of T, then Ty is simplicial.
(i) Let L' D L be an expansion by constants. Then T remains simplicial as an
L'-theory.
In particular, every extreme completion of T is simplicial, and if M is an extremal model
of T and A C M, then the type spaces S (A) are simplices.

Proof. Let r: S3(T) — S3¥(T) denote the natural projection. Then S3(Ty) =
1 (Si(Ty)), so S¥(Tp) is a closed face of the simplex S2(T) and therefore
also a simplex. For the second point, note that if £’ expands £ with a tuple of
distinct constants c, say of the sort of a variable v, then S3¥4'(T) = S?(fyf'L (T) as

convex sets. For the last assertion, note that the affine diagram DaAff is an extreme
completion of T in the language £ 4. O

Describing the convex sets S3(T) and checking that they are simplices can be
difficult in concrete examples. We conclude this section with a sufficient condition
for establishing that T is simplicial based on information about the quantifier-free

type spaces ng(T). This criterion will be applied in Sections 28 and 29.

Recall that p%f: s¥(T) — S%(T) is the map sending an affine type to its
quantifier-free part. As for affine types, let ng(T) denote the set of extreme
points of ng(T), namely, of extreme quantifier-free types.

Proposition 11.5. Let T be an affine theory in a separable language with the following
properties:

() Sﬂf(T) is a simplex for every n € N.

(ii) For every p € EX(T), we have quf(p) € 8%(7").
Then T is a simplicial theory.

Proof. Let p € S¥(T) and let y; and iy be two measures on &,(T) (equivalently,
boundary measures on S2f(T)) with barycenter p. Let 7r: S¥(T) — S2(T) be
the natural projection and let g € SgNﬁ’aff( T) be such that 77(q) = p. By Lemma 3.6,
there exist measures vy and 1, on EN(T) with m,v; = p; and R(v;) = g. By
Theorem 5.14, we have v;(EF(T)) = 1.

If we let A; = (p%f)*vi, then (quf)_l(g(ng(T)) D &X(T) by hypothesis, so A; is
a boundary measure on S%(T) with barycenter p%f(q). The convex set Sglf(T) is
the inverse limit of the simplices ng(T), and hence a simplex by Lemma 1.28. It
follows that A1 = A,.

The space E(T) is a Polish space on which p%f is injective by Lemma 3.37.
Therefore, pc&f sends Borel subsets of €X'(T) to Borel subsets of 8§(T). Since

A1 = Ay, we must have v; = 1p, and therefore y; = pp. We conclude that Siff( T)
is a simplex. O
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We also observe that a converse of the second condition of Proposition 11.5
always holds.

Lemma 11.6. If p € S7V(T) and pgf(p) € ng(T), then p € EXY(T).

Proof. Let p be as in the statement. Suppose we have py, py € SH(T) with p =
f f f f f
3p1+ 5p2. Then pf (p) = 303 (p1) + 36% (p2) and therefore i (p) = pf (p1) =

f .
pg (p2). By Proposition 3.31, p1, p2 € stm,aff(T). By Lemma 3.37, p = p1 = pa2,
and p is an extreme type. U

12. EXTREMAL DECOMPOSITION FOR SIMPLICIAL THEORIES

In this section, we prove one of the main results of the paper: a general decom-
position theorem for models simplicial theories, as direct integrals of extremal
models. We also prove the uniqueness of this decomposition, up to a reasonable
notion of equivalence.

If p € S¥(T), then by the Choquet-Meyer theorem (Theorem 1.29), there exists
a unique boundary measure with barycenter p, which will be denoted p,. We
observe that the map S3(T) — M(S¥(T)), p — 1ip is affine but it is in general
not continuous.

Lemma 12.1. Let T be a simplicial theory and let t: S‘;‘nyf(T) — SA(T) denote the

variable restriction map. Then for every p € S?C]f/f(T), we have

Tty = Pa(p)-

Proof. By Proposition 3.24, 7« is a boundary measure. Its barycenter is clearly
7t(p), whence the identity 7.pp = piy(p).- O

For the following discussion and lemma, let us fix a simplicial theory T, as
well as a model N = T. Let « > d(N)+0r(£) and let a = (a; : i < «)
enumerate a dense subset of N. Let x be a tuple of variables of length x, let
p = tpf(a) € STWH(T), and let tp be the unique boundary measure on SAf(T)
with barycenter p.

We are now in the setting of Section 10. In particular, we have a probability
space (Q, Bq, i), where Q = £(T), and a measurable field of extremal models
(M, e), where e and x are indexed by «, with direct integral M such that N
embeds in M via the identification of 4 with e. Our goal is to show that this
embedding is in fact an isomorphism.

Let y be a single variable, and z an arbitrary tuple. The condition d(y, x;) = 0

defines a closed face F, C Sigz(T), which is affinely homeomorphic to S3(T)
via the variable restriction map 7y,. Let 0/: S2(T) — F/ be the affine homeo-
morphism which is the inverse of 7y, [F]- (the argument of 6/ determines z, so no
ambiguity can arise). ’

Consider now a simple section b € M with the goal to show that b € N. Let
J C « be finite and let | |;c; A; be a measurable partition of () such that b(w) =

ej(w) for w € A;. For every j € ], we let A} C SA(T) be a Baire set such that
Aj= A; N, and we may assume that (A; : j € ) forms a partition of S3(T). We
may now glue the family of 6/ along this partition, defining 6: S3f(T) — Sifyfz (T)
by

6"(q) = 0/(q) if mx(q) € Al
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Since the sets A’ are Baire, and each ¢/ is continuous, the map 6’ is measurable
with respect to the o-algebras of Baire sets.

In order to simplify notation, if 4 is a tuple from a model of T, we write y, for
Pepatt () In particular, pe = pp.

The following is the main lemma.

Lemma 12.2. Let b and 0° be as above and let ¢ be a z-tuple in some affine extension of

M. Then 0%piec = ppe as measures on the Baire o-algebra of Sifyfz( ).

Proof. For simplicity of notation, let us write S, for $2(T), and similarly for other
variables. We are going to consider measures and subsets along the following
diagram

ot
Sxz G Sxyz

Xz
o I
eb
Sy ——S
Y T
X

The map 6°: S, — Sxy at the bottom is defined analogously to the one at the top
by taking z to be the empty tuple.
First of all, we claim that

(12‘1) (ﬂxy)*]’lebc = Heb = 92746-

Indeed, the first equality is just Lemma 12.1, so let us prove the second. Recall
that given a probability measure v and a non-null measurable set A, we denote by
v, the conditional probability measure on A, defined by v4(B) = v(BNA)/v(A).
Then, by construction,

Qﬁ]/te Z.”e ( He A’)
j€J

By Lemma 1.26, 82y, is a boundary measure. If ¢(x,y) is an affine formula, then

/(Pd9*ﬂe Z/ (0/(q)) dpe(q)

j€l

—2/ (@) dpin (@)

i€l
= [ 9le(w), b(w)) dnalw) = ple,b).
In other words, R(6%u,) = tp*(eb), and the second equality of (12.1) holds by

the definition of .
Let

By =06"(Sx) = {q € Sxy 1 q = d(y,xj) = 0if m.(q) € Aj} C Sy,
B = (BO) C Syyz
and note that both By and B are Baire. On the one hand, by (12.1),
Hebe(B) = pien(Bo) = pe(Sx) = 1.
On the other, B = 6°(S,) and 6” o 71, [ = idp. Therefore
927/’66 = gi(nx2>*]’lebc = Hebes
completing the proof. O
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Theorem 12.3 (Extremal decomposition). Let T be a simplicial theory, let N |= T,
and let k > 9(N) 4+ 0r(L). Then there exists a probability space (Q), Bq, jq) and a
non-degenerate measurable field of extremal models (Mq, e), such that (M) < x for
all w, e is indexed by x, and

®
N%/Q M, dpg(w).

In the case where T has a separable language and N is separable, we can take ) to be a
standard probability space.

Proof. Let (Q), B, pa) and N =<3 M, = f(? M, dpq(w) be as per Proposi-
tion 10.2. In order to complete the proof, we need to show that N = MV' and for
this it will suffice to show that every simple section b € M,, belongs to N.

Note that for every c in an affine extension of My, tpff (ec) determines tp2f(ebc).
Indeed, since the theory is simplicial, this is equivalent to saying that p,. deter-
mines yep., which holds by Lemma 12.2.

In other words, the natural map S3f(eb) — S3f(e) is an affine homeomor-
phism. In particular, the formula d(b,z) is equivalent, modulo Thaff(MH, eb), to a
definable predicate §(z) in the language of (M, ¢). But then (inf; lp(z))M" =0
and as the inclusion N C M, is affine, (inf, w(z))N =0. Thus b € N.

For the last statement of the theorem, if T is in a separable language and N
is separable, then x can be taken countable. In this case, S(T) is metrizable
and Q = EP(T) is a Polish space by Lemma 1.5 and Proposition 3.31. Then

Bq is (the completion of) the o-algebra of Borel subsets of (), so (Q2, B, jq) is
standard. O

Remark 12.4. We will show in Corollary 20.11 that, under mild assumptions on
the simplicial theory T, every measurable field of extremal models of T is ele-
mentarily measurable.

Remark 12.5. The probability space (Q, Bq, i) defined in the previous proof is
a subset of a compact Hausdorff space, endowed with the trace of its Baire o-
algebra. We may also note that the functions w + @M« (2(w)), where ¢ is an
affine formula and ¢ is a subtuple of the pointwise enumeration e;, are continu-
ous. However, in general the topology and the measure may not interact well, in
that the latter need not extend to a regular Borel probability measure on Q).

We can also state a decomposition theorem for affine extensions.
Theorem 12.6. Let M < N be an affine extension of models of a simplicial theory T.
Then there exist probability spaces (Q, i), (E,v), a measure-preserving map m: & — ),
and non-degenerate extremal decompositions (M, : w € Q) of Mand (Ng : ¢ € E) of
N such that M <aft Ng for every { € &, f o 7t is a measurable section in Ng for
every measurable section f in Mq, and the inclusion M <% N corresponds to the map

/GBMd(w)e/@Ndv(@) Fesfon
q ek 5 ¢ ’ ’

Proof. We sketch the idea. In the construction of Theorem 12.3, we may start
with a dense tuple a = (a; : i < k) of N such that some initial segment a_, is
a dense enumeration of M. Note that if p = tp*(a) and g = tpf(a_,), then
(72)«#p = Mg by Lemma 12.1. Let Q = EYY(T) and define 4 = (jg)q as in
Lemma 1.17. By an easy adaptation of Theorem 5.14 (and of Corollary 5.13),
which we leave to the reader, the measure p;, concentrates on the set

E=¢&M(T) N HQ).
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We then define v = (yp)z as in Lemma 1.17. Letting 7 = m)[g: & — (), it is
clear that 7r.v = p, i.e., 77 is measure-preserving. We may form measurable fields
(Mo : w € Q),e) and ((Ng : ¢ € E),¢') essentially as in Section 10, so that
Mn(g) <aff Ne forevery ¢ € 5, and eo 1t = e’<A. If M, and N, are the respective
direct integrals, then the embeddings M — M, and N — N, that send a_, e
and a — ¢ are surjective, as in Theorem 12.3. In particular, e is dense in M,
and since eo 7 = ¢’_,, it follows that f o 7 is a measurable section in (Nz,e’)
whenever f is a measurable section in (Mg, e), and that the inclusion M <f N
corresponds to the map My, — N, f — f o7, as desired. O

Now that we have established the existence of an extremal decomposition, let
us study its uniqueness. The naive statement that one might expect is that if we
have an isomorphism

o &
(12.2) /Q M, cl],t(w)’%/E Ngdv(¢),

with M, and N extremal models of a simplicial theory T, then the fields Mq
and Ng are isomorphic in the following sense.

Definition 12.7. Let (2, B, ) and (E, C,v) be probability spaces, let M and Ng
be measurable fields of L-structures. A pointwise affine embedding of the measur-
able field Mg, in Ng is a pair (s, S), where
e 5: 5y — () is a measure-preserving map defined on a full-measure subset
Eo CE,
e S = (S :¢ € Ey), where for each § € Eo, Sg: M) — Ng is an affine
embedding, and
e for every measurable section f of Mq, the section (%) (&) = Sz(f(s(€)))
is measurable for Nz.
The pair (s, S) is a pointwise isomorphism of measurable fields if, in addition,

e 5: 5y — () is an isomorphism of measure spaces (i.e., a bi-measurable
measure-preserving bijection), where ()9 C () is necessarily of full mea-
sure,

e each S; is an isomorphism of £L-structures, and

e for every measurable section ¢ of Nz, the section g(sfl'sfl) defined by
¢S (w) = (5571((‘,))_1 (8(s7Hw))) is measurable for Mq,.
Note that in that case, the inverse pair (s™,5~1) with S~! = ((szl(w))’l twE
), is a pointwise affine embedding.

Remark 12.8. In Theorem 12.6, the pair (77, S) where each S¢ is the inclusion map
Ms(g) — Ng, is a pointwise affine embedding.

In the case where () and = are standard and everything is separable, or when
the direct integrals are convex combinations, one indeed obtains isomorphism in
this sense. However, in the general case, there are two obstacles for this.

o First, very different probability spaces can have the same measure algebra,
but a direct multiple L'(Q, u, M), for example, depends only on M and
MALG(Q, i) (cf. Remark 8.16). It follows that, at the level of the proba-
bility spaces, the most one can expect if (12.2) holds is an isomorphism
between the measure algebras of () and =.

e Second, when the structures M,, and N are not separable, isomorphism
is no longer a measurable condition. This will be illustrated in Exam-
ple 26.12.
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What we do recover in full generality is the weaker property introduced below.

Let Q) and E be two probability spaces. If s: MALG(Q)) — MALG(E) is an em-
bedding of measure algebras, we will denote by the same letter the corresponding
isometric embedding of normed R-algebras

s: L®(O,R) — L®(E,R),

defined on simple functions by s (¥ i<, 7ixa;) = Licn TiXs(a,)-
Recall that by Lemma 8.7, if M, is a measurable field, ¢(x) is an affine formula,
and f is an x-tuple of measurable sections, then the function

[p(N)]: w — ¢ (f(w))

belongs to L*°((}). Similarly, if Mq is an elementarily measurable field and ¢ is
a continuous logic formula, then [¢(f)] € L*(Q) as well.

Definition 12.9. In the setting of Definition 12.7, let M and N be the respective
direct integrals of M and Nz. An affine embedding of the measurable field Mg
in Ng is a pair (0,s), where 0: M — N is a map, s: MALG(Q)) - MALG(E) is
an embedding of measure algebras, and for every affine formula ¢(x) and every

tuple f € M*, we have s[¢(f)] = [¢(cf)].
If o and s are bijective, then (o, s) is an isomorphism of measurable fields.

Remark 12.10. Suppose that (s,S) is a pointwise affine embedding of Mg in
Nz. For f € M, a measurable section of Mg, define o(f) = f(5 and for
A € MALG(Q) define s(A) = s~ 1(A). Then it is easy to see that everything
is well-defined (up to null measure), and (o, s) is an affine embedding of measur-
able fields. Similarly for a (pointwise) isomorphism.

Remark 12.11. Suppose that (0,s) is an affine embedding of fields. Then by The-
orem 8.11, for every affine formula ¢(x) and f € M*:

o™= [lo(ldn= [ slo(fldv=[lo@Nldv = g(cf)".

Therefore c: M — N is an affine embedding. If (¢, s) is an isomorphism of fields,
then ¢ is an L-isomorphism.

Remark 12.12. In the setting of Definition 12.9, if 5 is an isomorphism of measure
algebras and ¢ is a bijective map, then to see that (c,s) is an isomorphism of
measurable fields it suffices to check that it is an embedding, in the sense that
s[P(f)] = [P(cf)] and cFM(f) = FN(cf) for every f € M¥, every predicate
symbol P, and every function symbol F from £. Indeed, this follows by induction
using Lemma 8.6 and Lemma 8.10.

If (0, 5) is an isomorphism of measurable fields and, in addition, the fields M
and Ng are elementarily measurable, then the condition s[¢(f)] = [¢(cf)] holds
for every continuous logic formula ¢ as well, by the same inductive argument.

Remark 12.13. Assume that (0, s) is an affine embedding. Assume moreover that
() and E are standard probability spaces, that the implicit pointwise enumera-
tions of the fields M and Ng are countable, and that the structures of the fields
are models of some affine theory T with separable language. In particular, there
exists a measure-preserving map s: g — () defined on a full-measure subset
Eo C E such that 5(A) = s~ !(A) for every measurable set A C Q. Moreover,
the direct integrals M and N are separable, as is Safo (T). Lete = (e, : n € N)
enumerate a dense subset of M, and take f = o'(e) € NN. Let 62: QO — S¥{(T)
and 6%: & — S¥(T) be the corresponding map as in Remark 8.21.
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Let ¢(x) be an affine formula in x = (x, : n € N), inducing an affine func-

tion Safo(T) — R that we still denote by ¢. Then, almost surely, the following
measurable functions agree on &:

90 6% = [o(f)] =slp(e)] = [pe)] os = po 67 os.

It follows that % = 0 o s almost surely. In other words, possibly reducing Z, we
may assume that 6% = 6 o s. We may also assume that e o s(¢) is dense in M)
for every ¢ € Ey. This means that for every ¢ € By, if we send eos(¢) — f({), this
defines an affine embedding S¢: Ms(g) — Ng. Thus, in the standard, separable
case, every affine embedding (¢,s) comes from a pointwise affine embedding
(s,S).

A similar argument works for isomorphisms.

Remark 12.14. If (0, s) is an affine embedding and the probability spaces () and
& are countable sets with points of positive measure, then the argument of the
previous remark works as well, without any separability assumptions, because
all equalities hold pointwise rather than almost surely. Thus (¢,s) comes from
a pointwise affine embedding (s,S), where s: & — () is a measure-preserving
surjection (or a bijection, if (¢, ) is an isomorphism).

Lemma 12.15. Let (Q), B, ) be a probability space, let Mq be a measurable field of
extremal models of an affine theory T, and let f € M~ be a tuple of sections. Let 6: () —
SAH(T) send w — tpaft (f(w)), which is measurable by Remark 8.21. Then 0.y is a
boundary measure on S (T).

Proof. By the last part of Proposition 1.25, for every h € C(S¥(T)) and w € Q
we have h o §(w) = i 0 §(w), since M,, is an extremal model. Therefore

Q*V(h):/Qho()dy:/ﬂﬁoed‘uze*y(fz).

By another application of Proposition 1.25, 6,y (h) is a boundary measure. g

Theorem 12.16 (Uniqueness). Let T be a simplicial theory. Let (), B, u) and (E,C,v)
be probability spaces, and let Mq and Nz be measurable fields of extremal models of T,
with Mq non-degenerate. Let M and N be their respective direct integrals, and suppose
that o: M — N is an affine embedding.

Then there is a measure algebra embedding s: MALG(Q) — MALG(Z) such that
(0,8) is an affine embedding of the measurable field Mq in Nz. If o is bijective and Ng
is non-degenerate as well, then (o, s) is an isomorphism of fields.

Proof. Let e = (e, : & < k) enumerate the measurable sections of M. Let f =
(fa : @ < K) be a sequence of measurable sections in Ng such that f, = o(ey) (up
to null measure) for every « < «. As in Remark 8.21, let 62: QO — S(£) be the
map w +— tpff (e(w)), and similarly for 6= and f. Since ¢ is an affine embedding,
we have tp*f(e) = tpf(f), call it . The corresponding image measures 82 and
6Zv are boundary measures on S2(T) by Lemma 12.15, with common barycenter
g. Since T is simplicial, these two measures must coincide. Let us denote the
measure algebra of this measure by

A =MALG(SH(T),09u) = MALG(S2(T), 6%v).
The measure-preserving maps 8 and 6% induce embeddings
10: A— MALG(Q), 1z: A — MALG(E).

Moreover, i is an isomorphism, by non-degeneracy of M. Let s = iz o 151.
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Let ¢(x) be an affine formula and ¢ € M*. Then g is a subtuple of ¢ (possibly
with some repetition). Let y = (ya : @ < k), and let () be the formula obtained
from ¢(x) by substituting y, for x; in ¢ when ¢, = g;. Recalling that we identify
the formula ¢ with the corresponding continuous affine function S3f(T) — R,
we have

[e(@)] = [w@©)] =ww,  [ele)] = [w(f)] = =y
Then

s[e(g)] = sty = =y = [¢(cg)].
Therefore, (0,s) is an affine embedding of fields. If ¢ is bijective and Nz is non-
degenerate as well, then f enumerates the sections of Nz and s is an isomorphism
of measure algebras, so (0, s) is a field isomorphism. O

Corollary 12.17. Let M and Nz be measurable fields over standard probability spaces
of separable extremal models (with countable pointwise enumerations) of a non-degenerate
simplicial theory in a separable language. If their direct integrals are isomorphic, then Mq
and Ng are pointwise isomorphic.

Proof. By Theorem 12.16 and Remark 12.13. g

Corollary 12.18. Let M = @ Aje;M; and N = Djcj uiN; be convex combinations of
extremal models of a non-degenerate simplicial theory in a separable language. If M = N,
then there is a bijection s: | — I and isomorphisms M) = N; for every j € ].

Proof. By Theorem 12.16 and Remark 12.14. U
We end by recording a simple fact that will be used in Example 26.12.

Lemma 12.19. Let (Mq,ej) be a measurable field of L-structures over a probability
space (Q), B, u) and let Q' C Q) be an arbitrary set on which y concentrates, as per
Definition 1.15. Consider the field My = (M : w € Q) and the tuple e} = e[y
consisting of the restrictions of the sections in ey to ().

Then (Mcy,e}) is a measurable field of structures over the induced probability space
(Y, By, tey ), and the map f — f|q defines an isomorphism

D S
/Q Me dpt(w) g/ﬁ/ Mo ditgy ().

Proof. Everything follows from Lemma 1.17. O

Question 12.20. Let T be a simplicial theory in a separable language and let () be
a standard probability space. Can there be non-isomorphic extremal models M
and N of T such that L'(Q, M) = L1(Q, N)?

In [Oza], Ozawa asks the following question: if () is an atomless standard
probability space and M and N are von Neumann factors such that L*(Q)®M =
L*(Q))®N, does it follow that M = N? In view of our results in Section 29, his
question in the case where M and N are II; factors is a special case of Ques-
tion 12.20.



Part II1
Connections with continuous logic

13. THE AFFINE PART OF A CONTINUOUS THEORY

Let £ be a fixed signature with concave continuity moduli. Let £ denote
the collection of £-formulas in continuous logic with free variable x. We may take
as continuous connectives all affine connectives together with the absolute value
| - |, from which one can readily define the connectives A and V (interpreted as
min and max, respectively). Alternatively, we could also take multiplication as
an additional connective; this leads to an equivalent set of continuous formulas,
up to uniform approximations.

If Q is a theory in continuous logic (or a continuous theory for short), then we
can define the quasi-order <¢ on £ similarly to (3.2):

Py = QF ¢ =¥,
and the relation ¢ =g ¢ if ¢ >g ¢ and ¢ <g 9. Then LLM(Q) = LM/ =g is
naturally an ordered unit space equipped additionally with the operations A and
V, which make it into a vector lattice. We may define the type space in the usual
sense of continuous logic as
SM(Q) := {p € LL™(Q)* : p is a state and
p(lgl) = [p(@)] for all g € L(Q)}-

As usual, the logic topology T is just the weak™ topology. It follows from the
definition that the natural map £™(Q) < C(S$™(Q)) is a norm-preserving
vector lattice embedding and it follows from the Stone-Weierstrass theorem that
its image is dense.

Remark 13.1. The compact convex set of states of £L™(Q) is the set M(S:™(Q))
of Radon probability measures on S$°™(Q), whose extreme points, the Dirac mea-
sures, we identify with the elements of S?™™(Q).

Definition 13.2. For a continuous theory Q, we define its affine part Q. as the
collection of all affine consequences of Q.

Consider a continuous theory Q and a formula ¢ € £3ff C £, Then
0 ZQaff 0 <— @ ZQ 0.

Therefore, the inclusion Liff - L;O“t induces an injective, unital, linear, positive
map

(13.1) 1 £ (Qug) — LE™(Q).

Dually, we obtain a surjective, continuous, affine map

(13.2) G M(SPM(Q)) = S3¥(Qae)-

Its restriction to S (Q) (i.e., to the Dirac measures) will be denoted by

(13.3) et SM(Q) — S (Qupp).
aff

When clear from context, we shall omit the index x from p§" and . Conversely,
we may define pff directly as the affine part of a continuous type, and then
1 = R o p2ff, where R denotes the barycenter map.

69
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aff aff

Lemma 13.3. The image of p®" contains €y (Qag). Moreover, p®* is T-continuous and
it is a d-contraction (where the distance between types in continuous logic is defined in
the same manner as in Definition 3.18).

Proof. The first statement follows from Lemma 1.4 applied to /5. The second is
obvious. O

The following simple result will be fundamental for many arguments.

Proposition 13.4. Let Q be a continuous logic theory. Then every extremal model of
Q.ge embeds affinely into a model of Q.

Proof. Given an extremal model M = Q.g, let p € Ex(Qag) be the type of an
enumeration of M. As &(Qag) C p*(SLM(Q)), the type p is realized in a model
N [= Q. The realization of p is thus an affine copy of M in N. O

We have already shown that every model of an affine theory T embeds affinely
in a direct integral of extremal models of T, so one may expect that a model of
Q.f should embed affinely in a direct integral of models of Q. This is indeed true,
but is not an immediate consequence of the two results, and we prove it later, as
Theorem 15.15.

14. THE CONTINUOUS THEORY OF EXTREMAL MODELS

Definition 14.1. Let T be an affine theory. We will denote by Ty the common
continuous logic theory of the extremal models of T.

The following holds in general.
Lemma 14.2. Let T be an affine theory. Then (Text)as = T-

Proof. The inclusion T C (Text)ats follows from the definitions. In order to show
that (Text)agr = T, we can show that every completion of T is consistent with
(Text)att, and it is enough to check this for the extreme completions. Now if Ty is
an extreme completion of T, every extreme type of Ty is also an extreme type of
T, by Lemma 1.4; hence any extremal model of Tj is also an extremal model of T,
and therefore a model of (Text)at- (]

Thus, if T is any affine theory, letting Q = Text in (13.2) we obtain a map
G M(SP™ (Text)) — SF(T),
and its restriction
PO SO (Toyg) — SH(T).
Proposition 14.3. Let T be an affine theory. Then p* (S (Text)) = Ex(T).

Proof. As S™(Text) = E(M(S™(Text))) and 1% is surjective, we obtain the in-

clusion D from Lemma 1.4 (ii). For the other inclusion, suppose that p ¢ €,(T).
Then there are affine formulas ¢1(x), ..., ¢,(x) such that

peE ﬂ[[q),- >0] and ﬂ[[q),- > 0] NEL(T) = @.

In particular, this implies that Tey; |= sup, A; ¢;(x) < 0. This means that for any
q € p* (S (Text)), we have that A; ¢;(q) < 0. Thus p ¢ p*F (S (Text)). O

Corollary 14.4. Let T be an affine theory. The following are equivalent:

(i) The extreme type spaces Ex(T) are closed.
(ii) The extremal models of T form an elementary class in continuous logic.
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Proof. The extremal models form an elementary class precisely if every model
of Text is an extremal model of T. If this holds, then paff (SSM(Text)) = Ex(T),
and hence the latter is closed, by the previous proposition. Conversely, if the
subspaces £;(T) are closed, then by the previous proposition, the affine type of
any tuple of a model of Tey; is extreme; hence every model of Tey is an extremal
model of T. O

Theorem 14.5. Let T be an affine theory such that the extreme type spaces Ex(T) are
closed. Let M, N be extremal models of T. The following hold:

() If M < N, then M <"t N,

(ii) If M = N, then M =t N.
In particular, if T is complete as an affine theory, then Tex is complete as a continuous
logic theory.

Proof. For the first part, consider D$J™, the continuous logic elementary diagram
of M. If M < N, then N is a model of D3 = (D$3™),¢. Moreover, if N is
extremal and a is any x-tuple from N, then tp*f(a/M) € Siff(DIa\fIf ) is extreme, by
Proposition 5.4. So N is an extremal model of D?\flf.

By Proposition 13.4, there is an extension N ~aff M such that M; Df\gnt,
ie, M <0t M. By Corollary 14.4, this implies that M; is an extremal model of
T. We thus have an extension N <aff M; of extremal models of T, and we can
iterate the previous step to produce a chain

MO _<aff NO _<aff Ml _<aff Nl _<aff .
with My = M, Np = N such that M,, <™ M, . and N,, <"t N, ,; for all n.
By considering the limit of this chain, which is a common continuous elementary
extension of My and Ny, we conclude that M <<t N.

The second part follows from the first and the joint embedding property for
extremal models, Proposition 5.15. O

Corollary 14.6. Let T be an affine theory in a separable language and assume that the
extreme type spaces Ex(T) are closed. Then every measurable field of extremal models of
T is elementarily measurable.

It will follow from later results (see Corollary 20.9) that the conclusions of
Theorem 14.5 also hold for simplicial theories without the assumption that the
spaces Ex(T) are closed.

Question 14.7. Does Theorem 14.5 hold for arbitrary affine theories?

Corollary 14.8. Let T be an affine theory such that the extreme type spaces Ex(T) are
closed. Then for any variable x, the map

P S (Tew) = €2(T) € SY(T)
is a T-homeomorphism and a d-isometry.

Proof. By the hypothesis and Proposition 14.3, the image of pf is exactly &,(T).

For injectivity, it suffices to show that if M, N are extremal models of T and
a,b are x-tuples from M and N, respectively, such that (M,a) = (N, b), then
(M, a) =t (N, b). This follows from Theorem 14.5 applied to the affine diagram
D2t — Tha (M, a). To verify the hypothesis of the theorem, note that each type
space S;ff(a) is affinely homeomorphic to the convex subset C = 7y ! (tpf(a)) C

Sf%fyf(T), which is a face because tp*f(a) is extreme. Hence &,(a) = C N &, (T),
and thus the extreme type spaces of D2f are closed. We note as well that (M, a)
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and (N,b) are extremal models of D2, by Proposition 5.4. By continuity and

compactness, we deduce that p* is a T-homeomorphism.

We have in general that d(0*(p), 0*(q)) < 9(p,q) for all p,q € S (Teyr).
For the converse, suppose that 3(0°(p), 0*(q)) = r < 0. It follows from Corol-
lary 5.12 that there exists s € 8i§f/(T) with 714(s) = p, Ty (s) = gand d°(x,x') = r.
Using the surjectivity of pff,, let t € S (Text) be such that p2ff,(t) = s. Then
d!(x,x') = r, and by the injectivity of p2ff, 7, (t) = p and 7y (t) = g, witnessing
that o(p,q) <r. O

15. AFFINE REDUCTION AND BAUER THEORIES

In this section, we will show how every continuous logic theory Q can be
encoded by an affine theory Qp,, in a way that the extremal models of Qpay
correspond to the models of Q.

Definition 15.1. We will say that a continuous logic theory Q has affine reduction if
the map 1, : £L3(Q.¢) — £™(Q) defined in (13.1) has a dense image for every x,
i.e., if every continuous logic formula can be approximated, modulo Q, by affine
formulas.

Lemma 15.2. The following are equivalent for a continuous logic theory Q.
(i) Q has affine reduction.
(ii) Every quantifier-free formula is a uniform limit modulo Q of affine formulas.
(iii) Forany affine quantifier-free formula ¢, the formula |@| is a uniform limit modulo

Q of affine formulas.

(iv) For any two affine formulas ¢ and , the formula ¢ \/ ¢ is a uniform limit modulo
Q of affine formulas.
Proof. (i) = (ii) = (iii). Immediate.

(iii) = (iv). The case where ¢ and ¢ are quantifier-free is immediate, as ¢ V
¥ = 3(¢+9+|¢—1)|). For the general case, we observe that every affine formula
can be written in prenex form

sup inf - - -sup 0(x1,..., %)
X1 2 Xn
with 6 affine, quantifier-free, and use that quantifiers commute with (- V ¢) and
with (6 V ), up to renaming variables.

(iv) = (i). Our hypothesis implies that the closure of £3f(Q,¢) in C(S2™(Q))
is closed under the lattice operations. Now an easy induction on formulas shows
that it must contain £$°™(Q). O

Lemma 15.3. Let Q be a continuous logic theory with affine reduction. If N |= Q and
M =N, then M <<t N.

Proof. Follows from the Tarski-Vaught test for continuous logic. O

Remark 15.4. A theory Q has affine reduction if and only if the maps i%: M(S™(Q)) —

S (Q,¢) defined in (13.2) are injective. In that case, they are affine homeomor-
phisms of compact convex sets. This gives a complete description of the type
spaces of the affine theory Q.

Definition 15.5. We will say that an affine theory T is a Bauer theory if for every
finite tuple x, the type space S(T) is a Bauer simplex (i.e., S3(T) is a simplex
and &,(T) is closed).

In particular, Bauer theories satisfy all the conclusions of Corollary 14.4 and
Theorem 14.5. The following two theorems are the main results of this section.
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Theorem 15.6. Let Q be a continuous logic theory with affine reduction. Then:

(1) Qafs is a Bauer theory.
(ii) The extremal models of Q¢ are precisely the models of Q. In particular, (Qagf)ext =
Q.
(iii) Every model of Q. is a direct integral of models of Q.

Proof. Since Q has affine reduction, the maps ¢; defined in (13.2) are isomor-
phisms of compact convex sets. Therefore S2f(Q.¢) = M(S™(Q)), which are
Bauer simplices.

For the second assertion, if M is an extremal model of Q,¢, then it embeds
affinely into a model N = Q, by Proposition 13.4. By Lemma 15.3, M <0t N,
and thus M |= Q. Conversely, as the maps i} are isomorphisms of convex sets,
the affine type of any tuple realized in a model of Q is extreme. Hence all models
of Q are extremal models of Q..

The last assertion then follows from the extremal decomposition theorem for
simplicial theories, Theorem 12.3. g

Conversely, we have the following.

Theorem 15.7. Let T be a Bauer theory. Then:

(i) Text has affine reduction.
(ii) The models of Text are precisely the extremal models of T.

Proof. We check that Text has affine reduction using Lemma 15.2 (iv). Let ¢, ¢ €

£ Let x be the least upper bound of ¢ and ¢ in A(SX(T)). It exists by
Theorem 1.30, and is given at p € €,(T) by

x(p) = o(p) Vy(p).

For any ¢ > 0 there exists an affine formula 6 such that § < xy < 6 4 ¢ on S3(T).
For any extremal model M |= T and a € M¥, we have tpf(a) € £,(T), so

¢(a) vV p(a) = x(a).
Therefore Text =0 < ¢ Vi < 0 + ¢, as desired.
The fact that the models of Tex: are precisely the extremal models of T is just

Corollary 14.4. (One may also use that (Text)af = T and the preceding theorem.)
O

Corollary 15.8. Every measurable field of extremal models of a Bauer L-theory T is
elementarily measurable.

Proof. If T has a separable language, this is a particular case of Corollary 14.6,
but here we can bypass this assumption. Indeed, since Tex: has affine reduction,
for every finite (or countable) sublanguage £y C £ there exists an intermediate
countable language £yo C £ C £ such that Text| £ still has affine reduction.
Thus, given a measurable field (Mq,e;) of extremal models of T, we have that
JN(May,er, Lo) 2D IO (Mq, e, £1) = 3 (Mq, e, £1) by Lemma 15.3. As the
latter collection is cofinal, so is the former. O

Like quantifier elimination, affine reduction is a syntactical property that can
always be obtained in a definitional expansion of the theory. One easy way to
achieve it (together with quantifier elimination) is by Morleyization. Formally, we
define the Morleyization language to consist of all function symbols of £, together
with a predicate symbol Py (x) for each ¢ € £, with the same arity, bound and
concave uniform continuity modulus as ¢:

Lyjor == {F : F € £ function symbol} U {P, : ¢ € L™, finite tuple x}.
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Identifying a predicate symbol p € £ with P, € Lpor, we may view £ as a
sublanguage of Lyjor.

The Morleyization of a continuous L-theory Q is the continuous Lyjo-theory
QwMor that consists of Q together with the axioms asserting that P,(x) = ¢(x)
for each ¢, which are easily expressible in continuous logic (and if ¢ is affine,
then even in affine logic). Clearly, Qnor has affine reduction. Note also that
2040 (EMor) = 00 (L), where the density character of the language of a continu-
ous theory is defined in the same way as in Definition 3.22 with £ in the place
of £aff

Remark 15.9. A more minimalistic approach would be to name P, for quantifier-
free formulas only. In fact, it is enough to name P, for every ¢ of the form
Ni ¥ @iy where ¢;; are atomic. Indeed, using the identities

/\§0i+/\¢j=/\(§0i+¢j),
i j i)
(p—p)A(c—1)=(p+T)A ([ +0)— (P +71),

one checks that the closure of this set under affine combinations is closed under
A\, and thus also under V. It is therefore dense among all quantifier-free formulas.

Definition 15.10. We define the Bauerization of Q as the affine theory Qpa, =

( QMor ) aff-

Remark 15.11. By Theorem 15.6, Qp,y is a Bauer theory, the extremal models of
Qpau are precisely the models of Qpjor, and more generally, the models of Qpay
are precisely the direct integrals of models of Qpfor-

Of course, as Qmor is a definitional expansion of Q, the natural restriction maps
fx: S (Qmor) — S™(Q) are homeomorphisms. Similarly, as Qpay = Qaf, We
can consider the restriction maps

73 S (Qpan) — S (Qutr),

which are continuous and affine.

Lemma 15.12. The following are equivalent:

(i) The continuous theory Q has affine reduction.

(ii) The affine theory Qpay is an affine definitional expansion of Qg (i.e., Qpau
consists of Qag together with affine axioms defining the new predicates in terms
of affine L-formulas).

(iii) The maps n3¥ are affine homeomorphisms.

Proof. (i) = (ii). For every ¢ € LM there exist ¢ € L3 such that ¥ — ¢
uniformly in models of Q. Since ¥ are affine, ¥, = Py, — P, in models of Qpay,
at a rate independent of the model. Thus, Qg,y is an affine definitional expansion
of Qaft-

(ii) = (iii). Clear.

(iif) = (i). Since Qpa,y is a Bauer theory and has the same type spaces as Qa,g,
the latter is a Bauer theory as well, and its extremal models are exactly the reducts
of those of Qpay. In other words, the extremal models of Q,¢ are the models of
Q, 50 Q = (Qaff)ext- By Theorem 15.7, Q has affine reduction. (]

In the general case, we still have the following.

Proposition 15.13. For any theory Q, the maps 2 are surjective.
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Proof. By Proposition 13.4, every extreme type of Q¢ is realized in a model of
Q (equivalently, of Quor) and therefore belongs to the image of ﬂ;‘cff. By Krein-

Milman, 52 is surjective. g
Applying Proposition 15.13 to x = @ yields the following.
Corollary 15.14. The set of affine £-consequences of Qpay is precisely Qqgs.

Note that for any continuous £-theory Q, we have that 95(£) = dg_.(£). This
is true because 9(£) is determined by the density character of atomic formulas
and because the sentences asserting that a certain set of atomic formulas is dense
are affine. In particular, 9g,  (Lmor) = 90(£).

Theorem 15.15. Let Q be a continuous theory. Then for every model M of Qg there
exists a probability space (Q, p) and an elementarily measurable field (M, : w € Q) of
models of Q with 9(M,) < 0(M) + 0o (L) such that M embeds affinely in fg M, dp.
If Q has a separable language and M is separable, then (Q), u) can be chosen to be a
standard probability space.

Proof. By Proposition 15.13, every model M |= Q,¢ embeds affinely into (the £-
reduct of) a model of Qp,,. Indeed, if p € S2(Q,¢) is the type of an enumeration
of M, then the proposition implies that p is realized in a model N of Qgay, and
such a realization is an affine image of M in N[ ;. By Lowenheim—Skolem and
the remarks above, we may moreover take N with 9(N) < d(M) +0(£).

Now as per Remark 15.11, N = fga (Mw)Mor dp for some measurable field
of Lyjor-structures such that M, = Q for all w. Moreover, by Corollary 15.8,
the field is elementarily measurable. Then so is the field of £L-structures (M,, :
w € O), with the same pointwise enumeration, and M embeds affinely into
the direct integral fga M,, du. Recalling the precise statement of Theorem 12.3,
we may choose M, with 9(My) < d3(N) +0o(L) < d(M) +0g(£L), and if Q
has a separable language and M is separable, we can take () to be a standard
probability space. g

16. CONVEX FORMULAS

In between the sets of affine and continuous formulas, several natural sets of
formulas also deserve special attention. We discuss here some of them that will
be relevant later in the paper.

Definition 16.1. Let ¢ be a continuous £-formula.

(i) We say that ¢ is convex (respectively, concave) if it can be written in the

form V;., ¢; (respectively, A;.,, ¢;) for affine formulas ¢;.

(ii) We say that ¢ is a delta-convex formula if it is the difference of two convex
(equivalently, concave) formulas.

(iii) We say that ¢ is inf-convex (respectively, sup-concave) if it can be written as
infy Vi<, @; (respectively, sup, A;, ¢;) for affine formulas ¢; and a tuple
of variables x.

(iv) We say that ¢ is sup-delta-convex (resp., inf-delta-convex) if it can be written
as sup,, ¢ (resp., infy ¢) where ¢ is a delta-convex formula and x is a tuple
of variables.

A convex formula ¢(x) induces a continuous convex function S3(T) — R,
which we still denote by ¢. Conversely, every continuous convex function is a
uniform limit of functions of this form (see [Alf71, Cor. [.1.3]).
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Every delta-convex formula can be written in the form
(16.1) VAei+v=AVeity
i g joi

with ¢; and ¥; affine. Conversely, by the same argument as in Remark 15.9,
the collection of delta-convex formulas forms a vector lattice. Therefore, it coin-
cides with the lattice generated by affine formulas. In particular, the collection of
delta-convex formulas defines a family of continuous functions on S#(T) that is
uniformly dense in the collection of all continuous functions.

Note also that the collections of sup-delta-convex and inf-delta-convex for-
mulas are closed under +, V, A, and multiplication by positive scalars. If ¢ is
sup-delta-convex, then —¢ is inf-delta-convex and vice versa.

Definition 16.2. Let Q be a theory in continuous logic.

(i) We say that Q is universal-delta-convex (VA) if it can be axiomatized by
conditions of the form ¢ > 0 where ¢ is an inf-delta-convex sentence
(equivalently, of the form ¢ < 0 where 1 is a sup-delta-convex sentence).

(ii) We say that Q is existential-delta-convex (3A) if it can be axiomatized by
conditions of the form ¥ > 0 where ¢ is a sup-delta-convex sentence.

(iii) We denote by Qyp its VA part, i.e., the set of VA conditions implied by Q.
We denote by Qa3p its JA part.

Remark 16.3. Since delta-convex formulas are dense among all continuous com-
binations of affine formulas, many of the notions and results we present here
are counterparts of standard notions and results regarding quantifier-free, and
single-quantifier formulas in continuous logic. For example, a VA theory is anal-
ogous to a universal continuous theory (but is not a special case of that, since,
if we named all affine formulas by atomic predicates, then we would also need
the “affine Morleyization” axioms, which are not universal). Similarly, the next
lemma is analogous to “M |= Qy if and only if M embeds in a model of Q”, and
so on.

Lemma 16.4. Let Q be a continuous logic theory and let M be a structure. Then M =
Qua if and only if there exists an extension M <% N with N |= Q.

Proof. One direction is immediate. For the other, we need to show that D%ﬁf uQ

is satisfiable, where D%/flf is the affine diagram of M (see Definition 3.14). Other-
wise, by the compactness theorem for continuous logic, there exist finitely many
conditions ¢;(a) > 0 from D3ff and some & > 0 such that
QFsup A\ ¢i(x) +e<0.
Y oi<n

Since the latter is a VA condition and M |= Qya, this is a contradiction. (|
Proposition 16.5. Let Q be a continuous logic theory. The following are equivalent:

(i) Qisa VA theory.

(ii) Q is preserved by affine substructures, ie., if M < N and N = Q, then

ME Q.

Proof. (i) = (ii). Since affine extensions respect delta-convex formulas.
(ii) = (i). Follows from Lemma 16.4. O

Combining this with Proposition 13.4, we obtain the following corollary which
will be useful in some examples.

Corollary 16.6. Let Q be a VA theory. Then every extremal model of Qg is a model
of Q.
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Proposition 16.7. Let Q be a continuous logic theory and ¢(x) be a continuous logic
formula. The following are equivalent:

(i) @(x) can be approximated modulo Q by sup-delta-convex formulas.
(ii) For every extension M <% N of models of Q and every tuple a € M*, we have

oM(a) < ¢N(a).
Proof. (i) = (ii). Easy, as in the previous proposition.
(ii) = (i). Up to subtracting a constant, we may assume that ¢ < 0. We con-
sider the set
A={yp(x): Q= y(x) < ¢(x) and 1 is sup-delta-convex}.
Let € > 0. We claim that the set of conditions

{v+e<ox):p(x) €A}
is inconsistent with Q. Otherwise, there is a model M = Q and a tuple a € M*
with pM(a) + & < pM(a) for every ¢ € A. Let D3ff be the affine diagram of M,
and let r = ¢M(a) < 0. We have that

(16.2) QUDY =1 < ¢(a).
Indeed, any N = QU D3ff is an affine extension of M, hence by hypothesis,
r=g"(a) < o"(a).

By compactness, (16.2) implies that there are affine formulas ¢;(x,y), a tuple
b € MY, and 6 > 0 such that ¢M(a,b) = 0 for each i < n and

QU {gi(a,b) < d}ticy Fr—e/2< ¢(a).

Hence, if we let m be any negative lower bound for ¢, we have:

Q= (r—e/2) A \N(m/8)gi(x,y) < o(x).

i<n
If we consider the concave formula ¢(x,y) = (r +¢€/2) A N\icn(m/6)@i(x,y), we
obtain that
QFsup¢(x,y) < ¢(x),
Yy

that is, sup, ¥ (x,y) € A. Thus, on the one hand, M |= sup, ¢(a,y) +¢ < ¢(a),
but on the other,
(sup (@ )™ > (r—e/2) A\ (m/6)gM (a,b) = p(a) /2,
y i<n
a contradiction.
We have established that QU {i(x) +¢& < @(x)}yeqa is inconsistent. As A is
closed under maxima, by compactness, there is ¢ € A such that Q |= ¢(x) +¢& >

@(x). On the other hand, as p € A, Q = ¥(x) < ¢(x). As ¢ was arbitrary,
we conclude that ¢ can be approximated by sup-delta-convex formulas modulo

Q. O

Definition 16.8. A g-convex condition is one of the form
supinfsup - - - inf \/ pi(x,y) <0,
X0 Yo X1 m ien
where m, n are arbitrary and the ¢; are affine formulas. A continuous logic theory
is g-convex if it can be axiomatized by g-convex conditions.

Proposition 16.9. Every g-convex theory is preserved by direct integrals of elementarily
measurable fields. That is, if Q is g-convex and (Mq, ey) is any elementarily measurable

field of models of Q, then [, M, dp = Q.
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Proof. Let ¢ < 0be a g-convex condition satisfied by every structure M,,. Say ¢ =
sup,, - - -infy, Vicy ¢i(x,y) for some affine formulas ¢;. Letting M = fg My dy,
we have, using Theorem 8.11 and Lemma 8.10:

M= sup - inf \/ [ oM (fo(w),- gm(@)) dp(e)

foeM  8mEM, .

< ... inf M‘” PR d
< sup - inf /Q v oM (fo(w), .., gm(w)) dps(w)

= / (sup- --inf \/ (pi(x,y))M‘” du(w) <0,
(@) X0 Ym

i<n
as desired. O

A converse of Proposition 16.9 for complete theories will be proved in Theo-
rem 19.5.

Corollary 16.10. Let Q be a g-convex theory. If M |= Q,g, then there exists an extension
M < N with N = Q.

Proof. If M |= Qg then by Theorem 15.15 there exists an extension M <aff N
where N is a direct integral of an elementarily measurable field of models of Q.
By the preceding proposition, N = Q. O

Corollary 16.11. Let Q be a g-convex theory. Then the affine part map pf: SE™M(Q) —
S (Qu), as defined in (13.3), is surjective.

Proof. By the preceding corollary, any affine type p € S (Q.¢) is realized in a
model of Q. The result follows. O

We continue with a characterization of delta-convex formulas modulo g-convex
theories. This can be seen as a strengthening of a result of Bagheri, [Bag21,

Prop. 5.4].
Proposition 16.12. Let Q be a g-convex theory and let ¢(x) be a continuous logic
formula. The following are equivalent:

(i) @(x) can be approximated modulo Q by delta-convex formulas.

(ii) For every extension M < N of models of Q and every tuple a € M¥, we have

"(a) = pN(a).
Proof. (i) = (ii). Clear.
(ii) = (i). Consider the map p*ff: S (Q) — S (Q.¢), which is surjective by

Corollary 16.11. The formula ¢ induces a continuous function

¢: S(Q) = R.

We claim that ¢ factors trough pf via a continuous function §: s (Q.¢) — R.

The map ¢ must satisfy ¢(p) = ¢(a), where a is any realization of p in some
model M = Q. Such an a always exists, because p*: S©M(Q) — S2(Q.¢)
is surjective. Moreover, if a’ is any other realization of p in a model M’ |= Q,
then (M, a) =aff (M',a’). Thus, by Proposition 3.16, there is a common affine
extension, say (N,b). As N |= Q. by Corollary 16.10, we may assume that
N [= Q. Finally, using the hypothesis from the statement, we obtain that

¢"(2) = oN(b) = oM ().
We conclude that ¢ is well-defined.
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It follows that ¢ is continuous, because ¢ is continuous, p*ff is continuous and

surjective, and Sont(T) is compact Hausdorff. Indeed, if F C R is closed, then
¢ 1(F) = p*(¢~1(F)), which is closed as well.

By the lattice form of the Stone-Weierstrass theorem, ¢, and therefore ¢, can

be uniformly approximated (on the respective type spaces) by lattice expressions

in affine formulas, i.e., by delta-convex formulas. [l

Definition 16.13. Given an affine extension M <aff N we will say that M is
existentially closed for convex formulas in N, and write M <*® N, if for every a € M~*
and every inf-convex formula ¢(x), we have M (a) = ¢N(a).

Note that this is analogous, in the sense of Remark 16.3, to a structure being
existentially closed in another.

Remark 16.14. Assume that M < N.

(i) We have M =<°? N if and only if every sup-delta-convex (equivalently,
inf-delta-convex; equivalently, sup-concave) formula takes the same value
at every a € M* in M and in N. This follows from the presentation (16.1)
of delta-convex formulas. Equivalently, if N |= (D$3™)ya, where DSJ™
denotes the continuous logic diagram of M.

(ii) If M <@ N then M is a model of the VJA-theory of N. That is, M
satisfies every condition ¢ < 0 satisfied by N where ¢ is of the form
¢ = sup, inf, ¢(x,y) with ¢ a delta-convex formula.

Definition 16.15. A continuous logic theory Q is model complete by affine if when-
ever M,N = Q, if M <aff N then M <t N. In other words, for every model
M [= Q, the continuous theory Djf[f U Q (where Dif[f is the affine diagram of M)
is complete.

Proposition 16.16. Let Q be a continuous logic theory. The following are equivalent.

(i) Q is model complete by affine.
(ii) Whenever M,N = Q, if M < N, then M <2 N.
(i) Every continuous formula ¢(x) can be approximated modulo Q by sup-delta-
convex formulas.

Proof. (i) = (ii). Clear.

(ii) = (iii). First we claim that every inf-convex formula ¢(x) can be approx-
imated modulo Q by sup-delta-convex formulas. We will use Proposition 16.7.
Consider an extension M jaff N of models of Q and a tuple a € M*. We have that
M =@ N, so ¢M(a) = ¢N(a), and the hypothesis of the proposition is satisfied.

Now it follows from the fact that sup-delta-formulas are closed under A that
every inf-delta-convex formula can be approximated by sup-delta-convex formu-
las, and (by considering —¢) that every sup-delta-convex formula can be approx-
imated by inf-delta-convex formulas (modulo Q). From this, the general case
follows easily by induction on the complexity of the formula ¢.

(iii) = (i). If M <*f N and @ is any continuous formula with parameters from
M, we have by the hypothesis and by Proposition 16.7 that ¢ < ¢N. By con-
sidering the formula —¢, we have that ¢™ < M as well. We can conclude that
M ~<cont NJ 0

Definition 16.17. A continuous logic theory Q has delta-convex reduction if every
continuous formula can be approximated, modulo Q, by delta-convex formulas.

Remark 16.18. By Stone—Weierstrass, Q has delta-convex reduction if and only if
the maps p2ff: SO (Q) — S (Q,¢) are injective.
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Proposition 16.19. Let T be an affine theory such that the extreme type spaces Ex(T)
are closed. Then Tex: has delta-convex reduction.

Proof. Follows from the previous remark and Corollary 14.8. U

Proposition 16.20. Let Q be a g-convex theory. The following are equivalent.

(i) Q is model complete by affine.
(i1) Q has delta-convex reduction.
(iii) Whenever M = Q and M <aff N we have M <@ N.

Proof. (i) = (ii). Follows readily using Proposition 16.12.

(ii) = (iii). If M = Qand M <* N, then N |= Q,g, so by Corollary 16.10 there
is an extension N < N’ with N’ |= Q. It follows by delta-convex reduction of
Q that M =<t N’ and hence also that M <@ N.

(iii) = (i). Follows from Proposition 16.16. ]

A complete theory with delta-convex reduction need not be g-convex. For
example, a continuous theory with affine reduction is never preserved by non-
trivial direct multiples (as its models are the extremal models of its affine part).

Proposition 16.21. Let Q be a g-convex theory with delta-convex reduction. Then the

map 02 : SOM(Q) — S (Quy) is a T-homeomorphism and a d-isometry.

Proof. The map p3ff is surjective by Corollary 16.11 and injective as per Remark 16.18.

Hence it is a homeomorphism. If y is a variable of the same sort as x, then the
surjectivity of the map p,acfyf together with the injectivity of p3ff readily imply that

ff
[

is 0-isometric. O
We end with the following observation, related to Question 14.7.

Proposition 16.22. Let T be an affine theory and let M < N be an affine extension of
extremal models of T. Then M <*® N. In particular, if T is complete, then all extremal
models of T have the same universal-delta-convex theory.

Proof. Suppose there is b € N* such that \/;, ¢i(a,b) < 0, with ¢; affine and
a € MY. By Proposition 5.4, tp(b/M) € €x(M) and by Lemma 5.2 (applied with
A = M), for every € > 0 there exists b’ € M* such that \/;_, ¢;(a,V") < e. This
proves the first part.

The second part now follows from Proposition 5.15. g

17. THE CONVEX REALIZATION COMPLETION

Definition 17.1. We denote by CR be the collection of all continuous logic ax-
ioms of the form

sup inf \/ |gi(z,y) = }_ Ajei(xj,y)| =0,
X0s--Xm—1/Y i<n j<m
where @;(x,y) are affine formulas and A; > 0 with };,, A; = 1. If CR holds in
an L-structure M, we say that M has the convex realization property.

Since |t| = tV (—t) and the left-hand side is always non-negative, CR is a
g-convex theory. If L4 2 £ is an expansion by constants, then CR; and CRg,
are equivalent.

Lemma 17.2. Let (Mg, ej) be a measurable field of L-structures over an atomless prob-

ability space (Q, u), and let N = féa M, du(w) be its direct integral. Then N has the
convex realization property.
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Proof. Let ¢;(x,y) and A; be as in Definition 17.1. Let a; € N¥ and b € NY be any
tuples. Given ¢ > 0, we can find a finite measurable partition ) = | |, Ax and
real numbers r;j such that

|9i(aj(w), b(w)) —rip| <e
foralli <n,j<mand w € Ayg. Let

ri = Z)&jq)i(aj,b) = ZAij q)i(aj(w),b(w))d‘u(w).
j jk k
Let ay = p(Ag). We observe that, for all i < n,

- LAy = |2 [, (otasteo) ble)) = rig) dp(eo)|
g%/\j/Akedy—s.

Since () is atomless, for each k, we can choose a measurable partition A, =
Lj<m Ajk such that u(Aj) = Ajar. We may then define a tuple f € N* by

flw) =aj(w) if w € Ay.

Then, for every i < n, we have that

|(Pl(f'b) rl| < |9 f b 2/\ XiTijk
ik

= ]',Zk/Ajk |pi(aj(w), b(w)) — rij| dp(w) +e
< %/Iqjkgdy(w)+€:

We conclude that N has the convex realization property. O

+

Lemma 17.3. Let N be an L-structure. The following are equivalent:

(i) N has the convex realization property.
(ii) N is existentially closed for convex formulas in every affine extension.

Proof. (i) = (ii). Let N <2 N’. We want to show that N satisfies all existential-
convex conditions with parameters from N that hold in N’. So suppose that

N = inf \/ @i(x,b) <0,
<n
where the ¢; are affine formulas and b € NY.
Given ¢ > 0, let @ € (N')* be such that ¢;(a’,b) < ¢ for each i < n. By
Lemma 3.21, applied to T = D?\ff, the type tp*(a’/N) can be approximated in

the logic topology by convex combinations of types realized in N. In particular,
there are tuples a; € N* and scalars A; > 0 with };,, A; = 1, such that

@i’ b) = ) Ajgi(aj, b)| <e
j<m
for every i < n. By the convex realization property, there is a € N* such that
\ ¢i(a,b) < \/ Y Ajgi(aj,b) +e < \/ gi(a’,b) 4 2¢ < 3.
i<n i<nj<m i<n

This is enough to conclude.
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(ii) = (i). By hypothesis, we have N <¢? L1(Q), N) for any Q. If we choose Q)
atomless, then L!(Q), N) has the convex realization property by Lemma 17.2, and
hence so does N, by Remark 16.14(ii). O

It follows from Lemma 17.2 together with Lemma 17.3 that in an atomless

direct integral N, the realized types (over N) are dense in sH(N), strengthening
Remark 8.18.

Proposition 17.4. Let Q be a g-convex theory. The following are equivalent:

(1) Q has delta-convex reduction.
(ii) Every model of Q has the convex realization property.

Proof. (i) = (ii). If M = Q then L1(Q, M) | Q, by Proposition 16.9 and Re-
mark 8.19. Hence by delta-convex reduction, M <"t L1(Q), M). By choosing
Q) atomless, we conclude from Lemma 17.2 that M has the convex realization
property.

(if) = (i). This follows from Lemma 17.3 and Proposition 16.20. (]

Definition 17.5. Let T be an affine £-theory. We denote the continuous logic
theory T UCR by T, and call it the convex realization completion of T.

Remark 17.6. The following hold:

(i) The theory T is g-convex.

(ii) By Lemma 17.2, any direct integral of models of T over an atomless prob-
ability space is a model of T,. In particular, if T is consistent, so is Tr.

(iif) Any direct integral of models of T, is a model of T;. Indeed, we may split
any such direct integral into its atomless part and its atomic part. By Lemma 17.2,
the atomless part is a model of T,,. Thus, the original direct integral is a convex
combination of models of T, and we may apply Proposition 16.9, because convex
combinations are elementarily measurable.

The following summarizes several of the preceding results.

Theorem 17.7. Let T be an affine theory. The following hold:
(i) (Tcr)aff =T
(ii) Tg has delta-convex reduction.
(iii) The canonical map p*%: SO (Ty) — SA(T) is a homeomorphism and a o-
isometry.
(iv) If T is complete as an affine theory, Ter is complete as a continuous logic theory.

Proof. (i) The inclusion T C (Te;)a¢ is clear. Conversely, if M |= T then M <ff
LY(Q, M) = T, for any atomless (Q, 1), 50 M = (Ter) af-

(if) Follows from Proposition 17.4

(iii) Follows from Proposition 16.21.

(iv) If T is complete and N, N " E T, then by Proposition 3.16, they admit a
common affine extension N, N’ <2f M. Then also N, N’ <2 L1(Q), M), and the
latter has the convex realization property if we choose () to be atomless. Since T
has delta-convex reduction, we have N =t L1((), M) =nt N’ O

Corollary 17.8. Let M, N be L-structures such that M = N. If they have the convex
realization property, then M ="t N,

The following may be viewed as a Keisler-Shelah theorem for affine logic,
compare with [Bag21].
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Corollary 17.9. Let M, N be L-structures such that M = N. Then for any atomless
probability space Q, we have L'(Q, M) =" L1(Q), N). Consequently, by the Keisler—
Shelah theorem for continuous logic, there exists an ultrafilter U such that L' (Q, M)1 =
L'(Q,N)U,

Corollary 17.10. The theory Te, is the common continuous logic theory of all direct
multiples (equivalently, direct integrals) of models of T over atomless probability spaces.

Proof. If T" and T" are the common continuous theories of the atomless direct
multiples and the atomless direct integrals of models of T, respectively, then by
Lemma 17.2, T O T"” D Tg. Conversely, if M = T, then by delta-convex
reduction M =< [1(Q), M) for any atomless Q, so M = T'. Hence T’ and T"
are both equivalent to T¢;. g

Corollary 17.11. Let M have the convex realization property, and let A C M. Then
DRt = (D). Consequently, p*f: SM(A) — SH(A) is a T-homeomorphism and
a d-isometry.

Proof. On the one hand, D™ D D¥fUCR, = D¥FUCR,, = (Dff)r. On the
other hand, Di‘ff is a complete affine theory, so (th‘ff)Cr is a complete continuous
£ 4-theory, and therefore coincides with D™, The conclusion then follows from
Theorem 17.7(iii). O

Our machinery yields the following characterization of affinely saturated struc-
tures.

Theorem 17.12. Let « be an infinite cardinal and let M be an L-structure. The following
are equivalent:

(i) M is affinely x-saturated.

(ii) M is x-saturated in continuous logic and has the convex realization property.

Proof. (i) = (ii). Clearly, if M is an affinely x-saturated structure, then it is exis-
tentially closed for convex formulas in every affine extension. Hence by Lemma 17.3,
M has the convex realization property. The fact that M is x-saturated in continu-
ous logic follows from Corollary 17.11.

(ii) = (i). Also follows readily from Corollary 17.11. O

As a consequence, we recover a result of Bagheri [Bag21, Prop. 4.5]: if M and
N are affinely Ny-saturated structures and M = N, then M ="t N.
We also obtain a sufficient condition for affine homogeneity.

Theorem 17.13. Let x be an infinite cardinal and let M be an L-structure. If M has the
convex realization property, then the following are equivalent:

(i) M is affinely x-homogeneous.

(ii) M is x-homogeneous in continuous logic.

Proof. Every affinely x-homogeneous structure is xk-homogeneous in continuous
logic. Under the convex realization property, every partial affine map is partial
elementary, by Theorem 17.7(iii), so the converse holds. O

We write down the following easy corollaries.

Corollary 17.14. Let M be any structure, let x be an infinite cardinal, and let () be an
atomless probability space. Then every x-saturated elementary extension of L'(Q), M) is
an affinely x-saturated affine extension of M.

Similarly, every continuous logic k-homogeneous elementary extension of L'(Q), M)
is an affinely xk-homogeneous affine extension of M.
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Corollary 17.15. Let T be an affine L-theory. Then T is the common theory of all
affinely xk-saturated models of T.

Let us mention that there are theories in which extremal models have the con-
vex realization property. See Theorem 20.4 and Section 28.

18. CONTINUITY OF THE DIRECT INTEGRAL

In [FG23], Farah and Ghasemi proved that direct integrals of measurable fields
of structures (in the separable setting) preserve pointwise elementary equiva-
lence. That is, if M, =" N,, almost surely, then f(? M, dpy =cont f(e; N, dyu.
Similarly, for elementary extensions.

They obtained this preservation result as a corollary of a finer theorem, analo-
gous to the Feferman—Vaught theorem for reduced products, for direct integrals
and continuous formulas. More precisely: the value of a continuous formula ¢
in a direct integral Mg = fga M, dp is determined, up to ¢, by a neighborhood
of the distribution of a tuple of real random variables ([¢;]);, where the y; are
continuous formulas depending only on ¢ and e and [¢;](w) = ¢;".

Our first theorem in this section is a generalization of the preservation result
of [FG23], valid under weaker hypotesis and for arbitrary measurable fields.

The following lemma handles the atomic case.

Lemma 18.1. Let M = @, AwMy and N = @, Ay My, be two convex combinations
of L-structures over the same atomic probability space. Then:

(i) If My, ="t N, for every w, then M =1t N.

(ii) If My, =™ N, for every w, then M <"t N.

Proof. We prove the second point, from which the first one follows by joint em-
bedding. We consider the language £’ = | |, £, consisting of disjoint copies L,
of £ (with distinct corresponding sorts) for each w, and then consider the £'-
structures M’ = | |, M, and N’ = | |, N, where the sorts and symbols of £, are
interpreted by the structures M, and N, in the obvious manner. We may also
consider the language £" = |, (£ )Mor-

The £"-theory U, Th®™ ((Mw)mor) has quantifier elimination. Indeed, it is
enough to show how to eliminate one quantifier at a time. Consider an £-
formula infy ¢(x,a,b) where ¢ is quantifier-free, a is a tuple of elements from
the sort wy of x, and b is a tuple of elements of the other sorts, in some model
of the theory. Then ¢(x,a,b) = f(y(a,x),0(b)) for some continuous function
f, quantifier-free (L4, )Mor-formula ¥, and quantifier-free £”-formula 6. If we
set r = 6(b), then infy f(¢(a,x),r) is an (L, )Mor-formula, so equivalent to a
quantifier-free (L, )Mmor-formula. We conclude that the value of infy ¢(x,,b) is
determined by the quantifier-free type of ab in the language £”, and the claim
follows.

Hence if M, <" N, for each w, then M’ < N’ On the other hand, N
is canonically interpretable in N’ (in the product sort [T, N), and the restriction
of this interpretation to the elementary submodel M’ is an interpretation of M.
Thus, M <t N as desired. O

Let (Q), B, ;) be a probability space. We will say that an atom A € B is rep-
resented by a singleton if there is w € A such that {w} € B and u({w}) = u(A).
We will say that the space has singleton atoms if all of its atoms are represented by
singletons. The following remark shows that, with respect to elementary equiva-
lence of direct integrals, it is harmless to replace atoms by singletons if the field
is elementarily measurable.
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Remark 18.2. Let (Mg, er) be an elementarily measurable field of L-structures over
a probability space (€, jt). Let A be an atom of ), and let y 4 be the corresponding
conditional probability measure. Consider the restricted field (My,er[4) and let
My = ff M, duy. If M, = Q for almost every w € A, then M4 = Q. Indeed,
we may assume that the language is countable, and using that 3°™(Mq),ej, £) is
closed and cofinal, we may find a countable subset Iy C I such that M,, , =cont
M, for almost every w € A, and at the same time My, <cont My, ;. Since
A is an atom and [y and the language are countable, the map M, ;, — Ma 1,
ej,(w) — ep,l4 is an isomorphism for almost every w € A. Thus M, ="
My 1, = Mgy, 1, = Q, as desired.

Given a probability space (2 with singleton atoms, let us denote
Qi ={w e Q:u({w}) >0}, Ona =0\ Qat.

Theorem 18.3. Let (Q), u) be a probability space with singleton atoms and let (Mq), er)
and (Nq, e}) be measurable fields of L-structures.

(i) If My =aff N, for almost every w € Qna and My, =" N,, for every w € Qat,
then [ M, dp =" [N, dp.
(ii) Suppose that M, C N for almost every w € (), and that the maps w +—

d(ei(w),e;(w)) are measurable for alli € 1, j € |. Then

@ ®
/Qdeyg/Q Ne djt.

(iii) If, in addition, M, <aff N, for almost every w € Qn, and M, <™ N,, for
every w € (g, then

/$M dy<cont/@N du

In particular, for any L-structures M, N, if M =" N (or just M = N if Q is
atomless) then L1(Q, M) =" L1(Q), N). And if M <" N (or just M < N if Q is
atomless) then L' (Q), M) <™ L1(Q), N).

Proof. We may assume that () is atomless, as the general case then follows by
applying Lemma 18.1. For the first item, it suffices by Corollary 17.8 to note
that f(? M, dy and f(? Ny dp have the same affine theory. This follows from
Theorem 8.11. The second item holds since every measurable section for (Mg, e)
is a measurable section for (Nq, e}). For the third item, it suffices to observe that

fgg M, dpu < fg N, dyu, which holds by Theorem 8.11 as well. O

In view of Remark 18.2, the assumption that (Q), #) has singleton atoms in
Theorem 18.3 entails no loss of generality if we assume in addition that the mea-
surable fields are elementarily measurable.

Next we will prove a continuity result for the direct integral construction
with respect to continuous logic (Corollary 18.6 below), related to the Feferman-—
Vaught-like theorem of Farah and Ghasemi, which will be useful in the next
section.

In fact, if one considers direct integral over atomless probability spaces only,
the result of [FG23] is equivalent to the quantifier elimination theorem for atomless
randomizations (see [Ben13, Thm. 3.32]). In turn, this fundamental theorem about
randomizations has the following analogue concerning Bauerizations with the
convex realization property. (In Section 21, we will discuss how randomizations
can be seen, indeed, as Bauerizations.)
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Theorem 18.4. For any continuous theory Q, the theory (Qpay)cr has quantifier elimi-
nation in continuous logic.

Proof. The theory Qg,y, being the affine part of a Morleyization, has affine quan-
tifier elimination. On the other hand, by Theorem 17.7, (Qpay)cr has delta-convex
reduction. The result follows. O

Given a probability space (Q, i), let us denote by w(Q)) the measure of its
largest atom, or zero if it has no atoms.

Lemma 18.5. Let £ be a signature and let ¥ C CR; consist of finitely many axioms of
the convex realization property (see Definition 17.1), say X = {6; = 0 : i < n}. Then for
every € > 0 there is & > 0 such that if (Mq,ey) is any elementarily measurable field of
L-structures with w(Q)) < 6, the direct integral M | = f(? M., dp satisfies GZMQ" <e
for every i < n.

Proof. Let Lpra = {p,U,N, —,0,1} be the language of probability algebras, and let
us consider the trivial probability algebra A = {0,1} and its continuous theory
Qa = Th®™(A). Let Q be the empty L-theory, let LT = £ LI Lp.5 (Where Lp; is
interpreted on a separate sort), and let us consider the £ -theory QT = QU Q4
and its Bauerization, (Q")pay.

By Remark 15.11, the models M™ = (M, My) of (Q" )pau can be decomposed
as [} M du, where the structures M, form a measurable field of models of
(Q" )Mor- In particular, M, = (M, My, 4) with My, = Qmor and My, 4 = A,
and it follows that M4 = L'(Q, A) = MALG(Q). Conversely, any elementar-
ily measurable field (M, : w € Q) of L-structures induces a measurable field
(Mw,A) : w € Q) of (£7)mor-structures, whose direct integral is a model of
(Q+)Bau-

Now it suffices to note that the quantity w(Q) is coded by the continuous
LprA-sentence

4

sup inf |u(xNy) — p(x N —y)

and that (Q")pau together with the condition w(Q) = 0 imply CR;+),, ~(and

hence also CR;), by Lemma 17.2. The conclusion then follows by compactness.
O

Corollary 18.6. For every continuous L-formula ¢(x) and every € > 0, there exist
continuous L-formulas Po(x), ..., P,_1(x) and 6 > 0 such that the following holds:

Whenever (Mg, e;) and (NQ/,e’]) are elementarily measurable fields of L-structures
and a € M?),I’ be Ng‘),J are measurable sections such that

e w(Q) <6, w(Y) <9, and
o | [qti(a(w))du — [q pi(b(w))dp'| < 6 for every i < n,
the direct integrals Mq | = f(? My dpand Ney | = féa, N, dy’ satisfy

|p(a) — p(b)| <e.

Proof. Let Q be the empty L-theory. By Theorem 18.4, ¢(x) can be approximated,
up to € > 0 and modulo Qp,y UCR, by a quantifier-free Lyo;-formula x(x). By
compactness, there are a finite set of axioms £ = {6y : k < m} C CR; and ¢ >0
such that

Qbau U {0k <€ 1k <m} = sup|o(x) — x(x)| < 2e.

Let M = f ga M,, dp be a direct integral of an elementarily measurable field of £-
structures. We can also see it as an integral of Lyjor-structures which are models
of Qmor- In particular, M = Qpay. As x is quantifier free, its value at a tuple
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a € M* is determined by the values at a of some basic Lyjo-formulas Py, i.e.,
by the values Py, (a) = [ Py, (a(w))dpu = [ ¢i(a(w)) dp. Combining this with
Lemma 18.5 and choosing ¢ small enough according to the continuity modulus
of x, we obtain the desired result. O

19. CHARACTERIZATIONS OF AFFINENESS

We use here the results from the previous sections to give a semantic charac-
terization of continuous logic theories that are axiomatizable in affine logic and
a syntactic characterization of complete continuous logic theories preserved under
direct integrals.

Lemma 19.1. Let Q be a continuous logic theory such that whenever M,N = Q,
we have %M S %N = Q. Then Q is preserved under direct integrals of elementarily
measurable fields over atomless probability spaces. If Q has a separable language, then it
is enough to check the condition for separable M and N.

Proof. Let M1 = fg M., dp be the direct integral of an elementarily measurable
field of models of Q over an atomless probability space (2, it). Let ¢ be a contin-
uous L-sentence such that Q = ¢ = 0. Lete > 0, and let ¢y, ..., 9,1 and 6 > 0
be as given by Corollary 18.6. We may assume that 0 < ¢; < 1 for all i. We may
find a finite measurable partition ) = | |;.,, Ax and points wy € A such that for
every i < n, k < m and almost every w € Ay,

(19.1) [pMe — k| < 6/2,

where Ny = My, . Moreover, if we allow (19.1) to fail for a set K of indices k < m
such that p(Ukex Ax) < 6/2, we may choose the sets Ay so that m = 2¢ and
#(Ag) =27 < § for some £ € N and for every k < m.

It follows that the atomic measurable field (N : k < m) over the space (m, )
defined by p/({k}) = 27 for each k < m satisfies the hypotheses of Corollary 18.6
together with the field M. On the other hand, by iterating the hypothesis of the
statement, we have @; 2 ‘N; |= Q. We deduce that |pMa1| < ¢, which is enough
to conclude.

If Q has a separable language and the condition of the statement is valid for
any separable M and N, then it is valid for general models of Q, by Léwenheim-—
Skolem and Lemma 18.1. O

Theorem 19.2. Let Q be a continuous logic theory. The following are equivalent:
(i) Q is affinely axiomatizable.
(ii) The class of models of Q satisfies the following properties:
(1) if M,N |= Q, then }M & IN |= Q;
(2) if L"(Q,M) = Q, with Q a standard atomless probability space, then
MEQ.
Moreover, if Q has a separable language, it is enough to check the conditions of (ii) for
separable M and N.

Proof. One implication is clear by Theorem 8.11, and, moreover, (2) holds for
arbitrary ().

Conversely, suppose that (ii) holds. Take N = Q.g, and let us show that
N |= Q. By Theorem 15.15, N embeds affinely into a direct integral M of an
elementarily measurable field of models of Q. Moreover, we may assume that M
is an atomless direct integral. Indeed, it suffices to replace every atom A of the
measurable field of M (say, with conditional direct integral My = fj} My dpa,
which is a model of Q by Remark 18.2) by an atomless measure space A’ of the
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same measure, and redefine M, = My for w € A’. The resulting direct integral is
an affine extension of M by Theorem 8.11. Therefore, we may assume that M has
the convex realization property and also, by the hypothesis (1) and Lemma 19.1,
that M is a model of Q.

Let Q) be a standard, atomless probability space. Since M = L1(Q,N)
and both have the convex realization property, Theorem 17.7(iv) implies that
L'(Q,N) ="t M. Hence, L'(Q,N) = Q. By the hypothesis (2), we conclude
that N = Q.

For the moreover part, assume that Q has a separable language and assume
that (ii) holds for separable structures. Then Lemma 19.1 still applies. In addi-
tion, we may assume that the structures N and M considered in the proof are
separable, and the rest of the proof goes through as well. g

The following result is a generalization of [Bag21, Thm. 5.3], which established
that a continuous formula ¢ can be approximated by affine formulas if it is pre-
served by Bagheri’s ultrameans and powermeans.

Theorem 19.3. Let T be an affine theory, and let ¢(x) be a continuous logic formula (or
definable predicate) in the same language. The following are equivalent.

(i) @ can be approximated modulo T by affine formulas.

(ii) Whenever M,N =T, K = 1M @ %N, a € M* and b € N*, we have

¢ (20@3b) = 30"(a) + 39" (b).

Proof. One implication is clear. Conversely, suppose that (ii) is satisfied. The
formula ¢ induces a continuous map ¢: S (Ty) — R. By Theorem 17.7,
2t sont(T.) — S*(T) is a homeomorphism, so we may consider ¢ as a con-
tinuous map ¢: S2(T) — R.

By definition, ¢(a) = ¢(tp*(a)) for a in any model of Te;. Let us show that
this holds in all models of T. Let M |= T, a € M*, and set r = ¢ (a). Consider
the £,-theory Q = TU {r = ¢(a) }. The hypothesis (ii) implies that Q satisfies the
condition of Lemma 19.1, and therefore that Q is preserved by atomless direct
multiples. In particular, by choosing () atomless and letting N = Ll(Q, M), we
have N |= r = ¢(a). We deduce that

oM (a) = ¢N(a) = ¢(tp*™N(a)) = p(tp*"M(a)),
as desired.
It is left to show that ¢ is affine. Indeed, take p,q € S2(T) and respective
realizations a,b in models M, N = T. Let K = IMa %N . Then

§(3p+39) = 9" (30 3b)
= 39 (a) + 30" (b)
= 39(p) + 39(9)-
Since ¢ is continuous, this is enough to deduce that it is affine. It follows that ¢

can be approximated by functions on S3(T) induced by affine formulas, which
concludes the proof. O

Corollary 19.4. Let T be an affine theory, and let f(x) be a uniformly definable function
on models of T. The following are equivalent.

(i) f is affinely uniformly definable.
(ii) Whenever M,N =T, K = IMa %N, a € M* and b € N*, we have

fR(za@ 3b) = 3" (@) & 3N (b).
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Proof. Apply the previous theorem to the definable predicate d(f(x),y). O

Theorem 19.5. Let Q be a complete continuous logic theory. The following are equiva-
lent.

(i) Q is preserved under direct integrals of elementarily measurable fields.
(i) Q is preserved under convex combinations of the form %M @ %N .
(iii) Q is preserved under direct multiples over standard, atomless probability spaces.
(iv) Every model of Q has the convex realization property.
)
)

(v) Q is equivalent to (Qagf)cr-
(vi) Q is a g-convex theory.

Proof. (i) = (ii). Clear.

(ii) = (iii). By Lemma 19.1.

(iii) = (iv). If M = Q and Q is atomless, then by hypothesis L'(Q, M) = Q,
and the conclusion follows from Lemma 17.2 and the completeness of Q.

(iv) = (v). The hypothesis says that Q = (Qaf)er and (Qagf)er is complete
by the completeness of Q and Theorem 17.7(iv). Therefore the two theories are

equivalent.
(v) = (vi). Clear.
(vi) = (i). By Proposition 16.9. O

Question 19.6. In general, is a continuous theory preserved by direct integrals of
elementarily measurable fields if and only if it is g-convex?

20. POULSEN THEORIES AND A DICHOTOMY FOR SIMPLICIAL THEORIES

Recall that the Poulsen simplex is the unique, up to affine homeomorphism, non-
trivial metrizable simplex with the property that the extreme points are dense.

Definition 20.1. Let T be an affine theory. We will say that T is a Poulsen theory if
T is simplicial and &,(T) is dense in S3(T) for every finite tuple x.

If T is a Poulsen theory, then &,(T) is dense in S¥(T) for arbitrary x, by
Lemma 1.31.

Let T be an affine theory in a separable, single-sorted language. Recall (Defi-
nition 8.23) that it is non-degenerate if all its models have at least two elements.
Then, assuming that T is non-degenerate, it is Poulsen if and only if S3f(T) is
a Poulsen simplex for every n > 2, if and only if S?Qfof(T) is a Poulsen simplex,
whence the name.

On the other hand, a complete theory is degenerate if and only if it has a
unique model, consisting of a single point, if and only if all its type spaces are
singletons. Such a theory is both Poulsen and Bauer.

Next we give a characterization of complete Poulsen theories. We start with
two lemmas.

Lemma 20.2. Let T be a complete affine theory. Suppose that some extremal model of
T has the convex realization property. Then for every x, the extreme types are dense in

SY(T).

Proof. Let M be an extremal model of T with the convex realization property. Let
U = [Vi<n ¢i < 0] be a non-empty basic open subset of S3f(T) with ¢; affine.
Every p € U is realized in some affine extension of M, so, by Lemma 17.3, there
is a € M with tp*(a) € U. This implies that the types realized in M are dense in
SAf(T), and they are extreme by hypothesis. O
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Lemma 20.3. Let T be a complete affine theory such that for some tuple x, S2(T) is a
simplex and £ (T) is infinite. Let M = féa M, du(w) be a direct integral of extremal
models of T. If M is realizes every type in S(T), then (Q), y) is atomless.

Proof. Suppose, to the contrary, that () has an atom of measure A > 0. Then
M = AMy @ (1 — A)M; with My extremal. Let k € N be such that 1/k < A, and
choose po, p1, . .., px—1 distinct elements of (T) . By hypothesis, (1/k) }_; ¢ pi is
realized in M, say, by Aag @ (1 — A)ay with ag € MJ, a; € M{. This implies that
(1/k) Cick pi = Atp*(ag) + (1 — A) tp*f(ay), which together with the fact that
tpaff(

Theorem 20.4. Let T be a complete, simplicial theory. The following are equivalent:

ap) is extreme, contradicts the assumption that S3(T) is a simplex. O

(i) T is a Poulsen theory.
(ii) Every model of T has the convex realization property (i.e., T = Ter).
(iii) The maps p*: SO(T) — S (T) are homeomorphisms.
(iv) T has delta-convex reduction as a continuous logic theory.
(v) T is complete as a continuous logic theory.
(vi) Some extremal model of T has the convex realization property.

Proof. (i) = (ii). If the complete theory T is degenerate, then clearly T = T.

Otherwise, for some finite tuple x the space S2(T) is an infinite simplex and
&x(T) is dense (so infinite as well). Let M |= T be a model, and let M <<t M’
be an Ny-saturated elementary extension. As T is complete, the image of the map
2t gont(Theont (M) — S(T) contains &,(T), by Lemma 13.3. As &,(T) is
dense in S3(T), p*f must be surjective. Hence M’ realizes every type in S3f(T).
By Lemma 20.3, the probability space of the extremal decomposition of M’ is
atomless, so, by Lemma 17.2, M/, and therefore M, has the convex realization
property.

(ii) = (iii). This follows from Theorem 17.7.

(iif) = (iv). By Remark 16.18.

(iv) = (v). If T has delta-convex reduction, it is in particular model complete
by affine. As by hypothesis, T is also complete in affine logic, it follows from the
affine joint embedding property that T must be complete in continuous logic.

(v) = (vi). If M is any model of T and () is an atomless probability space,
then M =cont Ll(Q, M), because the latter is also a model of T. It follows from
Lemma 17.2 that M has the convex realization property.

(vi) = (i). By Lemma 20.2. O

Corollary 20.5. Let T be a complete Poulsen theory, let M be an extremal model of T,
and let A C M be any subset. Then the affine diagram D3{ is a Poulsen theory.

Proof. Since T is Poulsen, M has the convex realization property. By Proposi-
tion 11.4, the diagram Df‘qff is simplicial. Now, as an £ 4-structure, M is an ex-

tremal model of Di‘ff with the convex realization property. Hence Di{f is a Poulsen
theory. O

Notation 20.6. If T be a simplicial theory and M = T, we will denote by w(M)
the maximum of the measures of all atoms in the probability space of the non-
degenerate extremal decomposition of M, or zero if there are no atoms. This is
well-defined by Theorem 12.16.

We have the following basic fact.

Lemma 20.7. Suppose that T is a simplicial theory, M = T, and M <% N. Then
w(M) > w(N).
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Proof. Follows from Theorem 12.16. O

Theorem 20.8 (Simplicial dichotomy). Every non-degenerate, complete, simplicial the-
ory is either Bauer or Poulsen.

Proof. 1t is clear that if a theory is both Bauer and Poulsen, then it is degener-
ate. Let now T be a non-degenerate, complete, simplicial theory and suppose
that T is not Bauer. This implies that every extremal model M of T has an el-
ementary extension which is not extremal. Indeed, let n be such that &,(T) is
not closed in S3f(T) and let p € €,(T) \ &,(T). By completeness of T, the im-
age of pff: SN (ThOM (M) — SA(T) contains &,(T), so M has an elementary
extension which realizes p.

Claim. Let M |= T. If w(M) > 0, then there exists an elementary extension
M =cont M with w(M') < w(M).

Proof. Let w(M) = A and write M = AN; @ - - - @ AN & (1 — kA)Np, where (1 —
kA)w(Np) < A and Nj, ..., N are extremal. Apply the above observation to each
N;, 1 < i <k, to find a non-extremal elementary extension N; ~<cont Nl-’ . Let
M = AN; & --- @& AN] & (1 —kA)Np. By Lemma 18.1, M <™ M’, and as for
each i, we have that w(N/) < w(N;) = 1, this implies that w(M') < A. O

Let My be any extremal model of T. We will show that My has an elementary
extension M’ with w(M') = 0. If not, using the Claim and Lemma 20.7, we can
build a continuous elementary chain (My)a<w,, starting from My, with w(M,) a
strictly decreasing sequence of real numbers of length w;, which is impossible.
Now we can apply Lemma 17.2 to deduce that M’, and therefore My, has the
convex realization property. Theorem 20.4 allows us to conclude that T is Poulsen.

O

Theorem 20.8 does not hold for incomplete theories (see Example 28.14). How-
ever, we can still draw the following conclusions.

Corollary 20.9. Let T be a simplicial affine theory. Then:

(i) Every extreme completion of T is a Bauer theory or a Poulsen theory.
(ii) Ewvery affine extension of extremal models of T is elementary.
(iii) Every model of T can be written as a convex combination @;cn AiM; of models
of T, where My has the convex realization property and the M; for i > 1 are
extremal models of T with a Bauer affine theory.

Proof. For (i), every extreme completion of T is simplicial by Proposition 11.4, and
the dichotomy theorem applies. For (ii), given an affine extension of models of T,
we may apply Theorem 14.5 or Theorem 20.4, depending on whether the theory
of the models is Bauer or Poulsen.

For (iii), we may decompose every model of T as a direct integral of extremal
models. Then the model M, of the statement is obtained as the convex combi-
nation of the atomless part of the decomposition plus the atoms of the decom-
position whose associated model has a Poulsen theory; and the M; for i > 1 are
given by the atoms of the decomposition whose associated model has a Bauer
theory. O

Remark 20.10. If T is a Bauer theory, then every extreme completion T’ of T is
a Bauer theory. Indeed, T’ is simplicial and the extreme type spaces &x(T') =
&x(T) NSH(T") are closed.

Corollary 20.11. Let T be a simplicial theory. Suppose that T has a separable language,
or, alternatively, that T is complete. Then every measurable field of extremal models of T
is elementarily measurable.
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Proof. If T has a separable language, this follows from Corollary 20.9(ii). If T
is complete, we have two cases. If T is a Bauer theory, this was observed in
Corollary 15.8 (even for incomplete theories). If T is a complete Poulsen £-theory,
then by Theorem 20.4, we have T = T, and hence also T 0 = (T], O)Cr for every
sublanguage Lo C £, because CR;; C (CRg)[,. Thus, every reduct T[,, has
delta-convex reduction, and the result follows. O

Using extremal joint embedding (Proposition 5.15) and Proposition 11.4(ii), we
may restate Corollary 20.9(ii) as follows.

Corollary 20.12. Let M and N be extremal models of a simplicial theory. If M =2 N,
then M ="t N. More generally, if a € M* and b € N* satisfy tp(a) = tpf(b),
then tp<o™(a) = tpnt(b).

In fact, as we show below, a stronger statement holds: the affine theory a model
M of a simplicial theory determines the distribution of the continuous theories of the
extremal models M, appearing in its integral decomposition M = féa M, du.
In the particular case of tracial von Neumann algebras (and in a weaker form,
considering the continuous theory of M, and only in the separable setting), this
statement was conjectured in an earlier version of [FG23], and a positive answer
was given by Gao and Jekel in [G]J24]. We thank llijas Farah for drawing our
attention to this question and pointing out that our methods should allow to give
a general answer.

Given an elementarily measurable field of £-structures Mg = (M, : w € Q),
we may consider the map

Thyp': Q — S§"(L), w — Th™(ML,).

This map is measurable, due to the elementarity of the field. It thus induces
the pushforward measure (Th§"" ) u € M(S{™(£)) on the space of complete
continuous L-theories. In other words, this is the distribution of the continuous
logic theories of the structures of the field.

Now let T be a simplicial theory, and suppose that T has a separable language
or that it is complete. If M is a model of T, then by the extremal decompo-
sition theorem and Corollary 20.11, there is an elementarily measurable, non-
degenerate field M of extremal models of T such that M = fﬁ M, dpu. We may
then consider the distribution

pa™ = (ThE ), € M(SH™ (Text)) S M(SF(L)).
It follows from Theorem 12.16 and the last part of Remark 12.12 that p; is well-
defined, in that it only depends on M.

Note that the canonical affine map #: M(S{™ (Text)) — S3T(T) sends usg™ to
Th*(M). When T is a Bauer theory, the map 1y is injective, so the affine theory
of M determines the distribution pS3™. (This is the case for tracial von Neumann
algebras, as follows from our results in Section 29.) In the opposite situation,
when T is Poulsen and complete, S (Text) is a singleton (by Theorem 20.4),

so uG™ is trivially determined by T = Th*(M). More generally, we have the
following.

Theorem 20.13. Let T be a simplicial theory in a separable language, or complete. If
M, N are models of T with M = N, then pSq™t = psont.

Proof. By affine joint embedding (Proposition 3.16), it is enough to consider the
case in which M < N. Now by Theorem 12.6 and Corollary 20.11, there are non-
degenerate, elementarily measurable extremal decompositions (M, : w € Q) of
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M and (Ng : ¢ € E) of N, together with a measure-preserving map 71: & — Q)
such that My =" N; for every ¢ € E. By Corollary 20.9(ii), My =™
Ng fortevery & € E. Hence Thi'orr = Th{XXY, and we deduce that ps™t =
(ThYRY ), (7r=v) = g™ 0

We note that the previous result can also be stated for types: the affine type
of a tuple determines the distribution of the continuous logic types of the corre-
sponding tuples in its extremal decomposition.

21. RANDOMIZATIONS AND AFFINE LOGIC

In the present section, we show that Bauer theories and the Bauerization of
a continuous logic theory, introduced in Section 15, provide a new approach to
randomizations in the sense of Keisler. Roughly speaking, Keisler randomizations
are structures whose elements represent random variables taking values in £-
structures. Randomizations were first introduced by Keisler [Keigg] in classical
logic, in a language with two new sorts. One of them, call it F, is a real closed
field, and the other, call it A, represents a Boolean algebra of events, with prob-
abilities in F. For each L-formula ¢, a random structure M admits a definable
function [¢] into A, where [¢(a)] represents the event on which ¢(a) holds. With
the subsequent development of continuous logic, it became possible to treat prob-
abilities directly as values of formulas and do away with F. This was done for £ a
language in classical logic in [BKog] and was later generalized to the continuous
case in [Ben13]. In both cases, the randomized theory is in continuous logic.

It is hardly surprising that randomizations and Bauerizations are related since
Remark 15.11 tells us that models of Qg,y are direct integrals of models of Q, i.e.,
what one would intuitively imagine as “a space of random variables which take
values in models of Q”. Indeed, we show that if Q is a theory in continuous logic,
then QR? (the theory of random variables in models of Q over probability spaces
that may have atoms) is essentially the same theory as the Bauerization Qgay.
Similarly, QR (the atomless randomization of Q) can be identified with (Qpau)cr-

Both papers [BKog, Ben13] use an auxiliary sort A to represent the underly-
ing probability space (2. While it is not indispensable, the auxiliary sort makes
it considerably easier to give an explicit axiomatization of the randomized the-
ory. Even though one cannot recover () entirely from its probability algebra,
the latter retains all the pertinent information (for our purposes) about the for-
mer, and the class of all probability algebras is easy to axiomatise in continuous
logic. When randomizing a theory in classical, two-valued logic, as in [BKog],
the “random truth value” of a formula ¢ is indeed an event, denoted by [¢], and
an auxiliary sort consisting of a probability algebra suffices. When randomiz-
ing a theory in continuous logic, as in [Ben13], a formula ¢ takes real values, so
[¢] should be a real-valued random variable on Q. It is shown that the class of
spaces of [0, 1]-valued random variables equipped with the |- ||;-metric, denoted
by L!(Q, [0,1]), can be axiomatized in continuous logic. There is some (unimpor-
tant) freedom in the choice of language — in [Ben13], this is done in a minimal-
istic language consisting of function symbols corresponding to a certain choice
of connectives for [0, 1]—Valued continuous formulas, but then for any continu-
ous function 6: [0,1]" — [0,1], the composition § o (---) is a definable function
L'(Q,[0,1])" — L'(Q, [0,1]). The expectation E can be an atomic predicate, or
recovered as the L!-distance to 0. The theory of [0, 1]-valued random variables (in
any of the possible languages) is bi-interpretable with that of probability algebras
(see [Ben13, §2.2]).
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Remark 21.1. Since L! (©,[0,1]) is closed under the continuous operations A and
V, it is a lattice. Moreover, it is a complete lattice. Indeed, for A C L1(0Q,[0,1]),
in order to calculate sup A, we may assume that 0 € A and that A is closed under
V. Lete = sup {E[b] : b € A} € [0,1] and choose an increasing sequence (a,),
of elements of A such that E[a,] — e. Then (a,) is Cauchy (in L!) and its limit is
sup A. The same argument works for inf.

Let us give a few formal reminders from [Ben13]. We are given a language £
for continuous logic.

e The randomization language LR has the same sorts as £, referred to as main
sorts, along with a new auxiliary sort A, which carries the language of
[0,1]-valued random variables. If S is a sort of £, we shall denote its
counterpart in LR by SR.

e The main sorts carry the same function symbols as in £, with the same
moduli of continuity.

o We may assume, for simplicity of the presentation, that all predicate sym-
bols in £ are [0, 1]-valued. For each such predicate symbol P(x) of £, we
put in £R a function symbol [P(x)] going from the domain sorts of P into
the auxiliary sort, with the same continuity modulus as P.

e We equip each main sort SR with a distance symbol dgr, with the same
bound as dg (having replaced dg itself with a binary function symbol [ds]).

The base randomization theory TX? (here, the zero tells us that this is the base
theory, R stands for randomization, and the “a” tell us that we allow atoms in ()
consists of the following groups of axioms:

e RV: The auxiliary sort is a space of [0,1]-valued random variables of a
probability space.

e R1: Locality axioms, meant to ensure that for each function symbol f or
predicate symbol P of £, the corresponding symbols f and [P] respect
the same continuity moduli as f and P, respectively, locally, i.e., at each
w € Q.

e R2: A distance axiom asserting that dgr (x,y) = E[ds(x,y)] for each main
sort S.

e R3: A gluing axiom, asserting that for each event B € MALG(Q)) and a,b
in some sort S®, there exists ¢ € SR that is equal to 2 on B and to b on
Q\B.

For the precise formulation of the axioms, we refer the reader to [Ben13, §3.2].
We also leave it to the reader to observe that these axioms are, in fact, affine. It is
shown in [Ben13, Thm. 3.11] that models of T(lfa are, in a sense, spaces of random
variables taking values in a random family of L-structures (M, : w € Q)). Here
we prove a better result, namely, that every such model is a direct integral in the
sense of Section 8.

The crucial result we need to quote from [Beni13, §3.3] is that one can con-
struct for every [0, 1]-valued continuous L-formula ¢ on S; X --- X S, a defin-
able function [¢]: SX x - -+ x SR — A. It is uniquely determined by the following
properties:

e For every predicate symbol P of £, this is the function symbol [P].

e Composition with function symbols, and more generally with terms: if
¢(x) is an L-formula, and for each x;, 7;(y) is a term of £, then ¥ (y) =
@(7) is another formula, the tuple T defines a function in £R as well, and

lo(t)] = [eloT.
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e Connectives: for any continuous function 6: [0,1]" — [0,1] and £-formulas
@i, we have

[0 (e1,--.,pu)] =00 ([p1], .-, [onl)-

On the left-hand side, 6 o (¢4, ..., @) is another L-formula. On the right-
hand side, the composition fo is the one definable on spaces of random
variables.

e Quantifiers: in every model M |= T{® we have, using the completeness of
the lattice L! (Remark 21.1) on the right-hand side,

[sup ¢(a,y)] = sup [¢(a,b)].
Yy b

Moreover, the function [¢] is affinely definable. Indeed, for the first three cases
this is immediate. As for quantifiers, the proof of [Ben13, Lemma 3.13] tells us
that X € A equals [inf, ¢(a,y)] if and only if

sup E(X = lp(ayl) +inf E(lp(a,y)] = X) =0,

and this is an affine condition (once [¢] is affinely definable). In fact, one can
go further and check that for arbitrary X, the left-hand side is exactly equal to
d (X/ [[infy go(a, }/)]]) '

If Q is any continuous L-theory, then its randomization (with atoms) QRa js
defined as TX® together with the axioms asserting that “Q holds almost surely”,
namely, that [¢] vanishes for every sentence ¢ for which Q |= ¢ = 0. This is again
an affine theory whose models can be viewed as spaces of random variables in a
random family of models of Q.

We also define T as T together with an axiom asserting that () is atomless
(this axiom is not affine). We then define the atomless randomization of Q as QR =
QRayU TR

The gluing axiom R3, together with the locality axiom R1, ensure that for every
event B C ) and tuples b, b’ € MY (in the main sorts), there exists a tuple ¢ such
that for every formula ¢(x,y) and parameters a € M*:

(21.1) [p(a,c)] = xsle(a,b)] + xa\sle(a, b)].
Indeed, one constructs c as per [Ben13, Lemma 3.10], and then (21.1) follows from

[Ben13, Thm. 3.14]. In particular, this means that the family {[¢(a,b)] : b € MY}
is closed under maximum, and therefore, that

sup {E[¢(a,b)] : b e MY} = E(sup{[[q)(a,b)]] :be MV})
= E[sup g(a.y)].

(21.2)

Definition 21.2. Recall that the Morleyization language Lyjor contains a predicate
symbol Py(x) for each continuous L-formula ¢. We define T(?a’Mor to be the
definitional expansion of T® which stipulates that Py (x) = E[¢(x)] for any [0,1]-
valued formula ¢ and, more generally, P, = (b — a)P, + a whenever ¢ is [a, b]-
valued and ¢’ = (¢ —a)/(b — a). We let QRaMor .= RaMor oRa,

Lemma 21.3. Let ¢ be an affine Lyjor-formula, and let $(x) be the L-formula obtained
by replacing each Py in ¢ by . Then To™" implies that ¢ = Py.

Proof. For atomic Lyor-formulas this holds by definition. Expectation respects
affine combinations, and quantifiers are respected by (21.2). O

Lemma 21.4. Let o be an affine Lyor-sentence. Then the following are equivalent:
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(i) Q = 0 > 0, where ¢ is as in the previous lemma.
(ii) QRa,Mor ’: o> 0.
(iii) QBau ): c>0.
Proof. (i) = (ii). Assume first that Q = ¢ > 0. Equivalently, Q = 0A & = 0. Then
QRaMor implies that Py > Pyss = 0. By the previous lemma, it implies that o > 0.
(ii) = (iii). Let M be a model of Q, and let M’ be the LR-structure in which
the auxiliary sort is just [0,1] (i.e., Q) consists of a single point), and [P(a)] is just
(the constant random variable) P(a). Then M’ = QR?, and [¢(a)]M" = ¢(a)M for
every continuous formula ¢. With the definitional expansions to Ly, We have
M E Quior M QRMOT and Py(a) = E[p(a)]M = p(a)™ = Py(a)M. In
other words, M and M’ interpret Ly, identically.
Assume that QR¥Mer |= ¢ > 0. By the previous argument, ¢ > 0 in every

model of Qpior- It is therefore a consequence of Qpay.
(iii) = (i). If Qpau = o > 0, then Quor = ¢ > 0. Therefore Q =6 > 0. O

We have established the following:

Theorem 21.5. Let Q be a continuous L-theory. Then the affine Lyjor-theory Qpay
consists exactly of the affine Lyior-conditions implied by QRaMor,

Remark 21.6. Consider the structure V = [0,1] with the standard metric, in a
language Ly containing a predicate symbol id: V' — [0,1] interpreted as the
identity function. Let us call this structure the value sort. Being compact, it is
the unique model of its complete continuous theory Qy. This theory implies that
d(t,s) = |id(t) —id(s)| and inf; | id(t) — q| = O for every constant g € [0,1] (and
these conditions axiomatise Qy).

The language £% has two sorts: the randomized value sort VX and the auxil-
iary sort A. In a model of Q%?, we have A = L1(Q),[0,1]) for some probability
space Q, and for every a,b € VR:

dyr(a,b) = E[dy(a,b)] = E[id(a) —id(b)[] = E|[[id(a)] — [id(b)]|
= da([id(a)], [id(b)])-

Therefore, [id]: VR — A is an isometry. We shall identify VR with its image in
A, which is complete and therefore closed.

For g € [0,1], we have Qv = inf; |id(t) —g| = 0 and [q] € A is the constant
random variable on Q) equal to q. The theory QX implies that

infd([id(1)], [4]) = inf E|[id(1)] ~ [4]| = Elinf |id(t) - qI] =0.

Therefore, [g] lies in VR = VR,

By the gluing axiom, for any f,¢ € VR and event F € MALG(Q), there ex-
ists h € VR that agrees with f on F and with g on the complement. Therefore
VR contains all measurable step functions, and since these are dense, VR = A,
Conversely, for every probability space Q, if A = VR is the space of [0, 1]-valued
random variables, then (VR, A) = QRa.

Theorem 21.7. Let Q be a continuous L-theory, let LT be the result of adjoining to £ a
new value sort V, and let QT = QU Qy. Then, up to identifying the sorts V and A, the
affine theories QR and (Q)pay are affinely interdefinable.

Proof. In every model of (Q*)R?, the randomized value sort VR equals the aux-
iliary sort. Moreover, if we drop VX, then we obtain a model of QR?, and if we
drop A, then (after an expansion to (£ )yor, which uses the affinely definable
functions [¢]) we obtain a model of (Q")pay-
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Conversely, as in Remark 21.6, from every model of QR* we can obtain a
model of (Q)R? in a unique fashion, by repeating the sort A as VR. Similarly,
from every model of (Q*)pa, We can obtain a model of (Q*)R? by repeating the
sort V as A. Indeed, if (M, VM) = (Q%)pay then, by Theorem 21.5, it embeds
affinely in some (N, VN), where (N, VN, AN) |= (Q*)R. Then AN = VN, so
(M, VM, yM) <aft (N, VN, AN)_ Since (Q*)R@ is affine, it holds in (M, VM, VM),

Thus, up to identifying the sorts V and A and after an expansion to (£ )mor,
the theory (Q*)R? is an affine definitional expansion of both QR and (Q")pay,
whence our claim. O

Corollary 21.8. Every model (MR, A) of QR is isomorphic to a direct integral of
models of Q over some probability space (Q, ), with the auxiliary sort isomorphic
to L1(Q,[0,1]). More precisely, (MR, A) = [ (M, V)dpu, where My, = Q and
V =[0,1] is the value sort.

Proof. Follows from the previous theorem and Remark 15.11. O

Let us now consider atomless randomizations. For the rest of this section, we
employ the notation introduced in the statement of Theorem 21.7.

Theorem 21.9. Up to identification of the sorts V and A, the continuous theories QR
and ((Q")pau)er are interdefinable.

Proof. It suffices to see that under the correspondence of Theorem 21.7, models of
QR correspond to models of ((Q)gau)er and vice versa. If (MR, A) = QR, then
A = L'(Q,[0,1]) with Q atomless, so by the previous corollary (MR, A) is a direct
integral over an atomless space, and thus has the convex realization property by
Lemma 17.2. Conversely, suppose that (MR, A) has the convex realization prop-
erty in the language (L1 )y, Since the bi-definition between (Q7)g,, and QR@
is affine, g-convex conditions in one language translate into g-convex conditions
in the other language. Therefore, (MR, A) has the convex realization property
in the language LR, and so does the reduct A = L'(Q,[0,1]) in the language
of [0,1]-valued random variables. If () is any probability space, then A and
A’ = LY(QY,[0,1]) have the same affine theory. If moreover Q' is atomless, then
A =©nt A’ by Corollary 17.8. We conclude that () is also atomless, as desired. [J

Remark 21.10. The fundamental result of the theory of randomizations states that
QR has quantifier elimination in the language expanded with the function sym-
bols [¢] for every L-formula ¢. We observe that one can deduce this theorem
from Theorem 21.7 (and its proof) and Theorem 18.4. More precisely, the combi-
nation of these results gives quantifier elimination in the language expanded with
the definable functions [¢] for £L*-fomulas ¢. In turn, using basic properties of
the theory (Q )mor, One can reduce to the consideration of definable functions of
the form [¢] for L-formulas ¢.

To conclude, we prove some basic results to the effect that, in most cases, the
passage from Q to Q7 is unnecessary.

Recall that two continuous logic theories are bi-interpretable if they have a
common interpretational expansion; we refer the reader to [Ben23, §1] for the
definitions. Observe that in the definition of an interpretational expansion in
[Ben23] (specifically, in the operations allowed to builds the interpretable sorts)
one is allowed to freely add the so-called constant sort {0, 1} (or equivalently, any
non-trivial compact metric sort, such as our value sort V = [0,1]). In particular,
Q™" is always an interpretational expansion of Q. We may say that an interpre-
tational expansion is pure if it does not use the operation of freely adding the



98 ITAI BEN YAACOV, TOMAS IBARLUCIA, AND TODOR TSANKOV

constant sort, and say that two continuous logic theories are purely bi-interpretable
if they have a common pure interpretational expansion.

Recall that a theory Q is non-degenerate if all models of Q have at least two
elements, in some finite product of basic sorts.

Lemma 21.11. Let Q be a non-degenerate continuous logic theory. Then Q% is a pure
interpretational expansion of Q in continuous logic.

Proof. Tt is enough to argue that the constant sort {0,1} is interpretable in Q, as
the value sort [0,1] can then be obtain as quotient of the product sort {0,1}N by
the definable pseudometric
d'(xy) = | ¥ S
ieEN
As in the discussion following Definition 8.23, there exists a sort (or product
of sorts) D, and § > 0, such that the diameter of D is at least ¢ in every model of
Q. We define a pseudometric on D? by

o) = 51(d(x0,31) A 6) — (dlyo 1) A 6)].

We may further form the imaginary sort S = D?/p (i.e., the completion of the
quotient of D? by p), with the induced metric o’. Let 05 denote the element of S
given by the class of any x € D? with xy = x;. Then there is a unique element
15 € S with the property that p’(0g,15) = 1. The set C = {0g, 15} C S is definable
in continuous logic, interpreting the constant sort in Q. O

We will say that an interpretational expansion is affine if it is pure, both theo-
ries are affine, and all formulas involved in the definition are affine. Accordingly,
two affine theories are affinely bi-interpretable if they have a common affine inter-
pretational expansion.

Lemma 21.12. Let Q and Q' be purely bi-interpretable continuous logic theories. Then
QBau and Q' are affinely bi-interpretable.

Proof. 1t suffices to prove that if Q' is a pure interpretational expansion of Q, then
Q'Bay is an affine interpretational expansion of Qp,y.

We denote the languages of Q and Q' by £ and £’. Under the assumption that
Q' is a pure interpretational expansion of Q (so that, in particular, £ C £'), for
each L'-sort S there exist some product of £-sorts, call it Rg, a pseudometric pg

on Rg, a subset Dg C m of the completion of the quotient of Rg by ps, and a
map ag: S — Dg, such that:
(i) ps is L-definable modulo Q;
(i) Ds is L-definable modulo Q, in the sense that the function ps([x]s, Ds)
on Rg is definable, where [x]s denotes the class of x € Rg in the quotient

Ig/\ps, and pg denotes the induced metric on the quotient;

(ili) ag is £'-definable modulo Q’, in the sense that the function ps(as(y), [x]s)
on S X Rg is definable;

(iv) ag is isometric and surjective in models of Q’;

(v) for every basic L'-predicate P’ defined in a product sort []; S;, the pred-
icate P: J[; Ds, — R given by P((z;);) = P’((a;l(zi))i) is £-definable
modulo Q, in the sense that there is a definable predicate ¢ on []; Rs,,
uniformly continuous with respect to the product pseudometric [7; ps;,

inducing a continuous function ¢ on [T; Rs,/ps;, such that P = ¢ on
ITi Ds;;
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(vi) for every L’-function symbol F’ from a product sort [; S; to a target sort
S, the function F: []; Dg, — Dg given by F((z;);) = ag (Pl(("‘s_,il (zi))i)) is
L-definable modulo Q, in the sense that the associated distance function
ps(F((zi)i),z) onI; Ds, x Dg is £-definable as in (v).

When passing from Q and Q' to their Morleyizations, every formula ¢ used
to define ps, Dg, ag, or the predicates P and functions F, can be replaced by
the new basic symbol P,. In this way, the pseudometrics ps and the sets Dg are
defined by affine formulas (and uniform limits thereof) modulo Qpor. They are
thus affinely definable modulo Qg,y, because the fact that a formula (or limit of
formulas) defines a pseudometric or a set is expressible by affine conditions (for
sets, this was proved in Lemma 4.7; for pseudometrics, it is just the fact that the
triangle inequality is affine). Similarly, the maps «ag are defined by affine formulas
modulo Q'yjo;, and the properties in (iv), (v), (vi) are expressible by affine £y, -
conditions. This shows that Q'g,, is an affine interpretational expansion of Qpay.

O

Proposition 21.13. Let Q be a non-degenerate continuous logic theory. Then Qpay is
affinely bi-interpretable with (Q" )pay. If moreover Q has affine reduction, then Qg is
affinely bi-interpretable with (Q" )pau-

Proof. The main assertion follows from Lemma 21.11 and Lemma 21.12. If Q
has affine reduction, then Qp,, is an affine definitional expansion of Q,s, by
Lemma 15.12. U

We end with an application to Bauer theories.

Theorem 21.14. Let T be a non-degenerate Bauer theory. Then for any model M |= T,
the following are equivalent:

(i) M is isomorphic to a direct integral of extremal models of T over an atomless
probability space.
(ii) M has the convex realization property.

Proof. One implication is just Lemma 17.2. Conversely, suppose M has the convex
realization property. As T is a Bauer theory, the theory Q = T¢x has affine
reduction, by Theorem 15.7. By Lemma 14.2, M is a model of Q. On the other
hand, by Proposition 21.13, Q. is affinely bi-interpretable with (Q")pa,, so M
can be seen as a model of ((Q")pay)er- Finally, by Theorem 21.9, M can be seen as
a model of QR, and hence as a direct integral over an atomless probability space,
by Corollary 21.8. O

22. AN AUTOMORPHISM GROUP CRITERION FOR AFFINE REDUCTION

We give here a characterization of continuous logic theories with affine reduc-
tion in terms of the automorphism group of a separable approximately saturated
model, if such a model exists. This criterion will be helpful in the analysis of
some of the examples in Part V. In proving the criterion we also establish a result
about transfer of approximate saturation by direct multiples (Theorem 22.3).

We begin by considering types over convex combinations of parameter sets.
Let (M;);<, be L-structures and let A; > 0 be scalars with )" A; = 1. We consider
the convex combination M = @;_, A;M;, whose elements are denoted as usual
by @ Aja; for a; € M;. Given subsets A; C M;, we define @ A;A; C M to consist
of those @ A;a; with a; € A;. Given p; € S A;), we define Aip; € S;ff(EB AiAj)
by

D Aipi .
@ (x,@)wzl) P Y Aip(x, a;)P.
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Equivalently, @ A;p; is the type of @ A;b;, where b; is a realization of p; in some
affine extension M/ =aff M, and @ A;b; is the corresponding element or tuple of
the affine extension @ A; M/ =2 M.

Lemma 22.1. The map [T;—, S2 M (A;) — SEM(@ A, A;) sending (pi) — @ Aip; is
continuous, affine and surjective.

Proof. Continuity and affineness are clear. For surjectivity we use Lemma 1.3. Let
¢(x) be an affine formula with parameters from @ A;A; such that [¢ > 0] is non-
empty in SHEM (P A;A;). Then there exists b = @ A;b; € M¥ such that (b)) > 0.
Then @ A; tp(b;/ A;) € [¢ > 0], as desired. O

In the next results we will consider approximate saturation and homogeneity
as introduced in Section 6 (see Definitions 6.14 and 6.9), as well as the corre-
sponding notions in the sense of continuous logic. The definitions for continuous
logic are the same as for affine logic, replacing affine types by continuous logic
types, and the results proved in Section 6 are valid (and more or less well-known,
see [BUoy]) in the continuous setting, with the same proofs.

Lemma 22.2. Let M be a separable structure, approximately saturated in the sense of
continuous logic, and let (Q), B, u) be an atomless standard probability space. Then for
every finite a € M", every p(x,a) € S3(a) and every ¢ > 0, there exists b € L' (Q, M)
such that d(p,ba) < e (see Lemma 6.15 and the preceding notation).

Proof. Let T = Th*f(M) and observe that the hypotheses imply that d7(£) = Rg.
Let x,x’ be singletons, and y,y’ n-tuples. Let E C S?nyf (T) consist of all affine
types r(x,y) such that 7r,(r) = tp*(a) and r(x,a) € €;(a). In other words,

E = &(m; (tp™(a))). Then

F={(q0) ¢ Sifyfxly,(T) X M : 7txy(q) € E, (b,a) |= ey (q), d(xy, x'y')T < e}

is a Borel subset of a Polish space.

For (q,b) € F,let r(x,y) = mxy(q), and define 7t(q,b) = r(x,a). Then 7t: F —
&€1(a) is continuous, and we claim that it is surjective. Indeed, consider an ex-
tremal type r(x,a) € &1(a). Applying Lemma 13.3 to the continuous diagram
DSO, we see that there exists 7(x,a) € S{°™(a) whose affine part is r(x,a). By ap-
proximate saturation, there exist § € S;‘;;}y/ (£) and b € M such that 71y, (4) = 7,
(b,a) = 7y, (4), and d(xy,x'y')7 < e. Then (p*(4),b) € F and 7 sends it to
r(x,a).

By the Jankov-von Neumann uniformization theorem (see [Kecgs, Ex. 18.3,
Thm. 21.10]), 77 admits a universally measurable section f: €1(a) — F, which we
may express as a pair (g, ), where g: €1(a) — Sifjfx,y,(T) and h: &1(a) » M.

By Lemma 1.19 and Theorem 1.24, there is a probability measure v € M (S?ff (a))

concentrated on &1 (a) with barycenter p(x,a). Let qo € S‘;;fx/y/ (T) be the barycen-

ter of g.v, and consider b = h as a section in M = L'(&;(a), v, M). Then

p(x,y) = may(q0), (ba) = myy(qo), and  d(xy,x'y' )" <,

s0 d(p, ba) < &. We may view &;(a) as a factor of ((V, 1) = (A x & (a), p V),
which has the same measure algebra as (), so

beL'(&(a), M) CLY(Q, M) =L} (Q,M),

the isomorphism being over M (i.e., over the set of constant sections). 0
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Theorem 22.3. Let M be a separable structure, approximately saturated in the sense
of continuous logic, and let (Q), B, i) be an atomless standard probability space. Then
LY(Q, M) is approximately affinely saturated. In particular, it is approximately affinely
homogeneous.

Proof. Let N = L}(Q), M), and let Ny C N be the set of simple sections f: Q — M,
which we may express as formal sums ) a;x7, for elements a; € M and sets
Z; € B forming a partition of (). Then Nj is dense in N.

Consider a finite tuple ¢ € N, and an affine type p(x,g) € Si(g). We can
find a finite measurable partition (¥ : j < m) of Q) such that every g; is of the
form ¥, alxgj. For j < m let Aj= #(QY) and N/ = L1(Q), M), where we equip
(Y with the normalized measure. Then N = ;.,, A;N/, where we identify a
section f: () — M with the tuple of its restrictions f/: () — M. In particular,
gg = a; is a constant section, and g; = @D, /\jaﬁ.

Let a/ = (a} : i < n). By Lemma 22.1, there exist p/ € SI(a/) such that
p(x,8) = @jem Ajp! (x,a)). It follows from Lemma 22.2 that there exist b/ € N/
such that 9(p/,bla/) < e. We may find realizations of the types p/ witnessing
the latter in K/ =2 N/, and then in EBj<m /\]-Kj we would obtain a witness to
d(p,hg) <& where h = @, Al € N.

By Lemma 6.15, N is approximately affinely saturated and by Corollary 6.17,
it is approximately affinely homogeneous. O

The following measurable selection lemma will be useful in the subsequent
theorem as well as in later sections.

Lemma 22.4 (Measurable choice of realization). Let T be a affine theory in a separable
language, let x be a countable variable, and let M be a separable model of T. Let (Q, )
be a complete probability space and let &: Q0 — S3(T) be a measurable function with the
property that ¢(w) is realized in M for every w € Q).

Then there exists a measurable function f: Q — M* such that f(w) | &(w) for
every w € Q). Moreover, if every {(w) can be realized by a tuple in a given Borel (or
analytic) subset B C M*, then we may choose f so that f(w) € B for all w € Q.

Proof. Let us write R&M(T) C S¥(T) for the set of affine types that are realized
in M. Then RM(T) is an analytic subset of the Polish space S (T), namely the
projection to the first coordinate of the closed set

F={(p,a) € S¥(T) x M* :a = p}.

We can apply the Jankov—von Neumann uniformization theorem to the set F N
(SA(T) x B), to obtain a universally measurable function

: RM(T) - M*

such that {(p) = p and Z(p) € B for all p € R¥M(T). By hypothesis, the image
of & is contained in R2M(T), so we can consider the composition f = o &: () —
M?*. Thus, by construction, f(w) realizes {(w) and f(w) € B for every w € Q.
On the other hand, let v = ¢y and let B, be the algebra of v-measurable subsets
of S3(T). Since (€, i) is complete, ¢ is measurable with respect to B,, and as {
is universally measurable, we conclude that f is measurable. 0
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Let (Q), u) be a standard probability space. Given a separable structure M with
at least two elements, the direct multiple L!(Q), M) has some obvious automor-
phisms. On the one hand, the group Aut(y) of measure-preserving transforma-
tions of Q) acts faithfully by automorphisms on L!(Q), M) by the formula

(S-flw) = f(sHw)),

for S € Aut(u), f € L1(Q, M), and a.e. w € Q. On the other hand, the group
L(Q), Aut(M)) of measurable maps O — Aut(M), up to almost sure equality,
where Aut(M) carries the Borel o-algebra of the pointwise convergence topology,
also acts faithfully by automorphisms on L!(Q, M) by the formula

(T- {w) = T(w)(f(w)),

for T € L(Q, Aut(M)), f € L}Y(Q, M), and a.e. w € Q.
Moreover, Aut(y) acts on L(Q), Aut(M)) by

(8- T)(w) = T(s™H(w))

and this action defines a semidirect product L(Q), Aut(M)) x Aut(u) which can
be identified with a subgroup of Aut(L'(Q, M)).

Theorem 22.5. Let M be a separable structure in a separable language with at least two
elements in a given sort and let Q = Th®™(M). Let (Q, ) be a standard atomless
probability space. Then the following hold:

(i) If Q has affine reduction, then Aut(L'(Q, M)) = L(Q, Aut(M)) x Aut(u).
(ii) If M is approximately saturated in the sense of continuous logic and we have
Aut(LY(Q, M)) = L(Q, Aut(M)) x Aut(u), then Q has affine reduction.

Proof. (i) Since Q has affine reduction, it follows from Proposition 21.13 and The-
orem 21.7 that Q,¢ and QR? are bi-interpretable.

Thus, given any separable M |= Q, the automorphism group of L'(Q, M) is
the same if L1(Q), M) is viewed as an L-structure (i.e., as a model of Q) or an
LR structure (i.e., a model of QR?). It was proved in [Ibai7, Thm. 3.8] that the
automorphism group of L!(Q, M) as an LR-structure is precisely the semidirect
product L(Q, Aut(M)) x Aut(yu).

(ii) We show that the canonical affine surjections % : M(S™(Q)) — S (Q.¢)
are injective.

As (Q,u) is atomless, given pg, 1 € M(SP™(Q)), we can find measurable
maps f}, f1: Q — S;™™(Q) with (f/)«(4) = ;. By approximate saturation, every
type f/(w) € S™(Q) (and hence also every affine type 3 (f/(w)) € S (Qui)) is
realized in M. We may thus apply Lemma 22.4 to obtain tuples fo, f; € L}(Q, M)"
satisfying, for each affine formula ¢ in n variables,

Qo(fi)Ll(Q'M) = /QGDM(fi(w))dy(w) =ui(p), fori=0,1.

In other words, tp*(f;) = i(u;). Suppose now that i (ug) = i5(p1), so that
p(fy) = tpof(fy).

By Theorem 22.3, L!(Q), M) is approximately affinely homogeneous. Hence
there are automorphisms Uy € Aut(L'(Q, M)) such that Uy - fy converges to f7.
By hypothesis, we may write Uy, = T;Sy for certain Ty € L(Q), Aut(M)) and
Si € Aut(y).
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Thence, if we take a continuous function Si>™(Q) — R or, equivalently, a
continuous logic formula ¢ in n variables, we have for every k:

L9 fo)@)) du@) = [ (Ti(@)(falS; ")) dp(w)

Q
= [ 9(o(w)) dp(w) = mo(¥).

By taking limits, we deduce that po(y) = p1(¢). Since ¢ was arbitrary, we
conclude that yy = 4, as desired. U



Part IV
Extremal categoricity

23. EXTREMAL N)-CATEGORICITY

In this section we use our results from Section 7 to establish a Ryll-Nardzewski
type theorem for Ry-categoricity of extremal models. Using the decomposition
theorem from Section 12, we also describe all separable models of extremally
Ro-categorical, simplicial theories.

Theorem 23.1 (Extremal Ryll-Nardzewski theorem). Let T be a complete, affine the-
ory in a separable language. Then the following are equivalent:

(i) T admits a unique separable extremal model, up to isomorphism.
(ii) For every n, the o-topology and T coincide on &,(T).

Moreover, in that case, the unique separable extremal model is a prime model of T.

Proof. (i) = (ii). Suppose that the two topologies do not coincide on some &,(T).
This is the same as saying that there exists p € &,(T) which is not isolated.
In particular, there is r > 0 such that B,(p) is T-meager in &,(T). Then, by
Theorem 7.2, p is omitted in some extremal, separable model and by Theorem 5.10
and Proposition 2.4, it is also realized in some extremal, separable model, so these
two models cannot be isomorphic.

(ii) = (i). Every extreme type being isolated means that every extremal model
is atomic; then the claim and the moreover part follow from Theorem 7.9. ]

Definition 23.2. We will call an affine theory in a separable language extremally
Ro-categorical if it admits a unique separable extremal model, up to isomorphism.

Note that, by Corollary 5.11, an extremally Np-categorical theory is automati-
cally complete, and therefore satisfies the hypothesis and the conclusion of The-
orem 23.1.

If M is a metric space and G is a group of isometries of M, we denote by
M" /G the space {G -a : a € M} of orbit closures of the diagonal action of G on
M". It is endowed with the quotient metric

. 7. = 1 f . = i f N ).
d(G-a,G-b) glgcd(g a,b) ;QGZd(g a;, b;)

i<n
Proposition 23.3. Let T be an extremally Xy-categorical theory with separable extremal
model M. Let G = Aut(M). Then for every n, the map

M" )G — &y(T), G-aw— tp*(a)
is a 0-isometry (and a fortiori a T-homeomorphism).

Proof. By Theorem 23.1, every extreme type is isolated, so realized in every model.
Hence the map is surjective. On the other hand, given 4,b € M", it follows from
Corollary 5.12 and the fact that all extreme types are realized in M that there are
a',b’ € M" such that tp*(a) = tp*(a’), tp?(b) = tp(b') and 9(tp**(a), tp2f (b))
d(a’,b’). By approximate affine homogeneity of M (see Theorem 7.9), we have
' €G-aand V' € G-b. We deduce that d(G -a,G - b) < a(tp*(a), tp* (b)) and
the other inequality is obvious. In particular, the map is a homeomorphism for
the d-topology, which coincides with T by the previous theorem. O

We record some basic connections with Ny-categoricity in continuous logic.

Proposition 23.4. Let T be an affine theory. The following are equivalent:

104
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(i) T is extremally Ro-categorical theory and the spaces &,(T) are closed in S3¥(T).
(ii) Text is No-categorical in continuous logic.

Proof. (i) = (ii). This follows from Corollary 14.8 and the Ryll-Nardzewski theo-
rem for continuous logic.

(ii) = (i). If Text is No-categorical, then T is clearly extremally No-categorical
and they share the same unique separable (extremal) model, say M. Moreover,
every type of Tex is realized in M, and therefore its affine part is extreme. Hence
the models of Teyt are precisely the extremal models of T, and the type spaces
&n(T) are closed by Corollary 14.4.

One of the previous implications can be partially generalized as follows.

Proposition 23.5. Let Q be a continuous theory in a separable language. If Q is No-
categorical, then Qg is extremally Wo-categorical. In that case, the separable extremal
model of Qg is an affine substructure of the separable model of Q.

Proof. By Theorem 23.1, if Q¢ is not extremally Ng-categorical there are n € N,
e > 0and q,q9; € €:(Qag) such that g; =7 g but 9(g;,q) > € for all i € N. Say
q; = 7t(p;) for p; € S™(Q). Up to passing to a subsequence, there is p such that
pi =" p. Hence n(p) = g and 9(p;, p) > 9(q;,q) > ¢ for all i, implying that Q is
not Ny-categorical.

The last part is clear since the separable extremal model of Q¢ is prime. [

The argument of the previous proof is the same that one may use to show, in
continuous logic, that a reduct of an Ny-categorical theory is Ny-categorical.

Question 23.6. Is a reduct of an extremally Nyp-categorical affine theory extremally
Np-categorical?

Note that at the level of structures, a reduct of the unique separable extremal
model of an extremally Np-categorical affine theory need not be extremal (e.g.,
consider a finite non-trivial probability algebra with names for each of its ele-
ments, as in Example 25.2).

Theorem 23.7. Let T be an extremally Ry-categorical, simplicial theory and let My be
its unique separable extremal model. Then every separable model of T is of the form
LY(Q, My), where Q) is a standard probability space.

Proof. Let M be a separable model of T. We apply Theorem 12.3 to write M =
fg M, dw, where Q) is a complete, standard probability space and each M,, is a
separable, extremal model of T. Let (e; : i € N) be the pointwise enumeration
of the field (M, : w € Q) associated to the direct integral. By extremal ¥y-
categoricity, each M, is isomorphic to M. Let us consider the measurable map
& Q — S¥(T), &(w) = tp*f(e(w)) and the set B C MY of N-tuples that are
dense in My; we may then apply Lemma 22.4 to get a measurable functiona: 3 —
MY such that tp*(a(w)) = tp(e(w)) and a(w) is dense in My for all w € Q.
For w € Q, let 6,,: M, — My be the isomorphism sending e(w) to a(w). We
define a map ®: M — L'(Q), M) by

0(s)(w) = bu(s(w)).

First, we check that ©(s) is indeed a measurable function ) — Mjy. For this, it
suffices to see that for every b € My, the map w — d(6.(s(w)),b) is measurable.
For every n € N, define

ju(w) = min{j € N : d(b,a;(w)) < 27"}
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It is clear that each j, is measurable. We have that

d(0u(s(w)),b) = Jgr;od(ew(s(w)),ajn(w) (w)) = lim d(s(w), ej, () (w))

n—oo

and this is measurable because s is a measurable section.
One can define an inverse of ® by

O~ (f)(w) =65 (f(w)),

so we see that it is a bijection. Finally, for a tuple 5 € M" and any affine formula
@, we have that

M) = [ oM (s@) dw = [ gMo(6,(5(w)) dw = g (O (),
and we conclude that © is an isomorphism. O

Question 23.8. Is every extremally Ny-categorical simplicial theory Bauer?

In view of Theorem 20.8, the question is equivalent to whether there exist
extremally Ry-categorical Poulsen theories.

24. ABSOLUTELY CATEGORICAL AND BOUNDED THEORIES

We present here some definitions and basic results concerning new categoricity
phenomena that have no analogue in continuous logic. Above all, we record some
intriguing questions, which we do not address in the present work.

Definition 24.1. An affine theory T is called absolutely categorical if it has a unique
extremal model, up to isomorphism.

Proposition 24.2. Let T be a complete affine theory with a compact model. Then T is
absolutely categorical, the extremal model is compact and prime, and the extreme type
spaces Ex(T) are closed.

Proof. If T has a compact model, then by the main assertion of Proposition 5.17, all
extremal models are compact. In addition, by Proposition 5.15 and the moreover
part of Proposition 5.17, every two extremal models are isomorphic. It follows
readily that each extreme type space £,(T) is d-compact, and therefore T-closed
in S3(T). Finally, as T is complete with a compact model, it has a separable
language, in the sense of Definition 3.22. Hence T satisfies the conditions of
Theorem 23.1, and in particular, the extremal model of T is prime. O

Proposition 24.3. Let T be absolutely categorical and let M be the extremal model of T.
Then every affine embedding M — M is an isomorphism.

Proof. Suppose that f: M — M is an affine embedding that is not surjective and
let x be a cardinal. We can construct a directed system

mMLimLmo ..
of length x where at limit stages we take the direct limit of the sequence so far
(and we use Proposition 5.16 and absolute categoricity to conclude that it is also
isomorphic to M). If we take «x sufficiently large, this produces an extremal model
of T of cardinal bigger than | M|, contradicting absolute categoricity. g

Theorem 24.4. Let T be an absolutely categorical, simplicial theory in a separable lan-
gquage and let My be the extremal model of T. Then every model of T is of the form
LY(Q), My), where Q) is a probability space.
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Proof. As T has a separable language, it follows from Lowenheim—Skolem that
M) is separable. Let M |= T. Using Theorem 12.3, we write M = ff; M, dp(w),
where each M,,, being an extremal model of T, is isomorphic to My. We will
use a strategy similar to the one in the proof of Theorem 23.7. Let (¢; : i € I) be
the sequence of basic sections given by the direct integral decomposition. From
the definition, it follows that there exists a countable Iy C I such that almost
surely, {e;(w) :i € Iy} =< M. As each M,, is isomorphic to My and M, has no
proper affine substructures (Proposition 24.3), we obtain that these inclusions are
actually equalities.

As Iy is countable, we can apply Lemma 22.4 to obtain a measurable function
a:Q — M(I)0 such that tp(a(w)) = tp* (e}, (w)) and a(w) is dense in M for all
w € O. Now for each w, we let 8,: M, — My be the isomorphism that sends
ep,(w) to a(w), and complete the proof exactly in the same way as the one of
Theorem 23.7. ]

There exist non-simplicial theories which are absolutely categorical, and even
ones that admit a compact extremal model (see Example 25.2).

Definition 24.5. Let T be an affine theory.

(i) Let A be an infinite cardinal. The theory T is A-bounded if every extremal
model of T has density character at most A. It is bounded if it is A-bounded
for some A. Otherwise, T is unbounded.

(ii) An extremal model M of T is maximal if it does not admit any proper
extremal affine extension.

Proposition 24.6. Let T be a complete, affine, A-bounded theory. Then T admits a unique
extremally A-saturated model, up to isomorphism. Moreover, this model is maximal.

Proof. Observe first that by Proposition 6.8, T admits an extremally A-saturated
model. By Lemma 6.7, any extremal model of density < A (so any extremal
model) embeds affinely in every A-saturated model. Therefore any two extremally
A-saturated models embed affinely into each other, so they have the same density
character, and are thus isomorphic by Proposition 6.6.

Assume we have a proper affine extension M <f N with N extremal and
M extremally A-saturated. We can embed affinely N in M, yielding a proper
affine embedding M — M. As in the proof of Proposition 24.3, we construct an
affine chain of copies of M, of length A™. At successor stages we use the proper
embedding we have produced. At limit stages we embed the (extremal) direct
limit of what we have so far in a copy of M. The limit of the chain is extremal
and has density character A, a contradiction. O

Proposition 24.7. Let T be a complete affine theory and let M |= T be an extremal
model. The following are equivalent:

(i) Thereis A such that T is A-bounded and M is its extremally A-saturated model.
(i1) M is maximal.
(iii) Every p € &1(M) is realized in M.

Proof. (i) = (ii). By Proposition 24.6.

(ii) = (iii). Because every extreme type over an extremal model is realized in
an extremal affine extension.

(iii) = (ii). Clear.

(ii) = (i). Because every extremal model of T has an extremal affine joint em-
bedding with M (Proposition 5.15). ]

Theorem 24.8. Let T be an affinely complete, bounded, simplicial theory with no compact
models. Then T is a Poulsen theory.
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Proof. A Bauer theory with a non-compact extremal model has arbitrarily large
extremal models. Thus T cannot be Bauer and so, by the dichotomy theorem for
complete simplicial theories (Theorem 20.8), T is a Poulsen theory. g

Question 24.9. Do theories satisfying the hypotheses of Theorem 24.8 exist?

Question 24.10. Is every complete, bounded affine theory absolutely categorical?
And if the language is separable?



Part V
Examples

25. ABSOLUTELY CATEGORICAL BAUER THEORIES

25.1. Probability algebras. Natural affine theories arise when we consider con-
tinuous theories with affine axiomatizations. A prime example of this is the the-
ory of probability measure algebras, which was already considered by Bagheri.
In this subsection, we show how it fits in the general theory we have developed.
We consider the language Lpra = {1, U, N, —,0,1} of probability algebras. The

theory PrA consists of the axioms of Boolean algebras together with y(1) = 1 and

sup ¢(x,y) = inf¢(x,y) = 0,

Xy Y
where

o(x,y) = p(xUy) +pu(xNy) — plx) — p(y)-

This theory is affine and its models are all probability measure algebras. In con-
tinuous logic, one usually considers its model completion APrA, the theory of
atomless probability algebras with the additional axiom

. 1
supinf |pu(y Nx) — Ey(x)| =0,
x Y

which is however not affine. The theory APrA is Ny-categorical and eliminates
quantifiers (see [BBHUO0S, §16]).

Theorem 25.1. The following statements hold:

(i) The theory PrA is a complete affine theory, which has affine quantifier elimina-
tion.
(ii) It is an absolutely categorical, Bauer theory and its unique extremal model is the
two-point algebra {0,1}.
(iii) For every n, S (PrA) =2 M(2").
(iv) More generally, for any model M,

(25.1) SI(M) = {f € L™(M))*: 20, ) fo=1},
ec2n
where the set on the right is equipped with the (product of) the weak* topology

on L®(M). In particular, the extreme points in S3(M) are exactly the types
realized in M.

Items (i) and (iii) of the theorem are due to Bagheri.

Proof. (i) Let M, denote the separable model of APrA (i.e., the measure algebra
of a standard, atomless probability space (Q,A)). If M = PrA is separable, then
L'(Q, M) is an atomless, separable probability algebra, so isomorphic to M. As
the diagonal embedding M < L'(Q, M) is affine, we obtain that every separable
model of M embeds affinely in M,, which implies that PrA is complete and that
M, realizes all types in Saf(PrA) for every n. This, together with the fact that
M, is ultrahomogeneous (i.e., for every two tuples with the same quantifier-free
type in M, there is an automorphism sending one to the other), implies that PrA
eliminates quantifiers.

(i), (iii) Let M; be the two-point algebra {0,1}. As its elements are affinely
definable, M; is an extremal model. Now Proposition 24.2 tells us that PrA is
absolutely categorical with unique extremal model M;. As M; has no non-trivial
automorphisms, by Proposition 23.3, €,(PrA) = M} = 2". To check that the

109
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theory is Bauer, we will apply Theorem 22.5 to the model M;: we have that
L(Q, M;) = MALG(Q), so its hypothesis is trivially verified. Thus Sif(PrA) =
M(2"). An explicit formula for calculating the measure v € M(2") corresponding
to the type of a tuple 4 is given by

v({e}) = ;4( ﬂ afi) fore € 2",

where a4 = g and a! = —a.

(iv) Consider the map ® from S (M) to the right-hand side of (25.1) given by
O (p)e = P(ﬂaff | M) fore € 2",
i

where @ |= p and P(- | M) denotes the conditional probability with respect to M.
We claim that this map is a well-defined affine homeomorphism.
For simplicity of notation, we only give the proof for n =1, i.e., for

®: (M) 5 B={feL®M):0< f<1}

given by ®(p) = P(a | M) with a |= p. (Here we identify f with f; from the
notation used above.)
Note that for any simple function /1 = }7; Ajxy, € L'(M), we have that

(@(p), ) = Y- Ajpu(anby).
]

This shows that ®(p) is well-defined (i.e., does not depend on the realization a
of p) and that & is affine, continuous, and injective. Surjectivity follows from
the fact that for b € M, ®(tp* (b)) = x; for b € M and that convex combina-
tions of characteristic functions are dense in B. The final statement follows from
Example 1.14. O

The theory of probability algebras with parameters provides several interesting
examples.

Example 25.2. Let M, be the probability algebra {0,1,a, ~a}, where a is a named
atom of measure 1/2. By the theorem above, S3(M,) has four extreme points,
namely 0,1, xa, X—a, and it has dimension 2 (being a subspace of L*(M,) = R?).
Thus S3(M,) is not a simplex and Mj is a finite structure whose affine theory is
not Bauer.

The structure M is the only extremal model of its theory. Every non-trivial
convex combination of copies of M, has at least 4 atoms and any direct integral
of copies of M, over a probability space that is not atomic is infinite. However,
Th*(M,) has models with 3 atoms, which give a counterexample for the exis-
tence of extremal decompositions for models of non-simplicial theories.

Example 25.3. Let M, be the atomless, separable model of PrA and let T be the
affine diagram of M,. Then by Theorem 25.1, all extreme types of T are realized
in M,, i.e., T is absolutely categorical with a non-compact extremal model M,.
Note that extreme types are dense in SA(T), so there is no “extremal compactness
theorem”, i.e., a set of conditions that is finitely realized in extremal models need
not be realized in an extremal model. Being an extremal model is also not closed
under ultraproducts. Note finally that S (T) isnota simplex. An example where
extreme types are dense but the theory is simplicial is given in Section 28.
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25.2. More algebraic examples. In general, it is difficult to have quantifier elimi-
nation in affine theories simply because there are not enough affine quantifier-free
formulas. One way to counteract this is to have sufficiently many function sym-
bols in the language. In this subsection, we give three more such examples, the
first of which also illustrates a different approach to the measure algebra (which
is recovered as the case g = 2 of the next proposition).

Proposition 25.4. Let F; be the finite field with q elements considered as a discrete

structure in the language of rings. Then Thaff(Fq) is an absolutely categorical Bauer
theory with affine quantifier elimination.

Proof. Let T = Thf(F,). By Proposition 24.2, T is absolutely categorical and
its extremal model is an affine substructure of F;. Finite structures with the 0-1
metric have no proper affine substructures because such a structure F with n
elements satisfies

n
Flsup )| d(x;, xj) = n(n—1),
T =1
so we conclude that F, is the unique extremal model of T. It remains to check that
T is Bauer and has affine quantifier elimination. For this, it suffices to see that for
every continuous logic formula ¢(%), there exists a quantifier-free, affine formula
(%) such that %1 = ¢F1. Let G = Aut(F,) and recall that G is the cyclic group
generated by the Frobenius automorphism. The formula ¢ is G-invariant and
the linear space of G-invariant functions on Fj is generated by the characteristic
functions of orbits, so it suffices to find, for every orbit G - 4, an atomic formula
which evaluates to x¢.z. Let 6z(%) be the polynomial defined by

5(%) =10 = (x; —a))™ )

1
and note that it evaluates to the Dirac function of 4. Let
P(x) = ). (%)
beGa
and note that the polynomial P(%) is G-invariant, so its coefficients are in the
prime field and it corresponds to a term in our language. Finally observe that

Xca(%) = d(0, P(x))™. O

Proposition 25.5. Let p be a prime and let Z,, be the ring of p-adic integers considered
as a continuous logic structure in the ring language with the standard valuation metric.

Then Thaff(Zp) is an absolutely categorical Bauer theory.

Proof. Let T = Thaff(Zp), and note that the ring axioms are affine. That T is
absolutely categorical with (compact) extremal model Z,, is proved exactly like in
the previous proposition, observing that Z, has no proper subrings. To see that
T is Bauer, we will apply Theorem 22.5. As the automorphism group of Z, is
trivial, we need to show that if (2 is a standard atomless probability space, then
the natural embedding

Aut(Q) < Aut(LY(Q, Z,))

is an isomorphism. As Z, is an integral domain, the idempotent elements in the
ring L!(Q), Z,,) are exactly the characteristic functions {x, : 2 € MALG(Q)}. The
measure algebra operations are also definable in the ring language: X,~» = XaXp
and x-q = 1 — xa. Thus Aut(L}(Q),Z,)) acts on MALG(Q) by automorphisms,



112 ITAI BEN YAACOV, TOMAS IBARLUCIA, AND TODOR TSANKOV

which gives us a retraction Aut(L'(Q),Z,)) — Aut(Q). Finally, note that if an au-
tomorphism of L' (), Z,) is the identity on all idempotents, then it is the identity
everywhere because finite sums of involutions are dense in L!(Q, Z,). U

Proposition 25.6. Consider V = [0,1] as a continuous structure with the metric inher-
ited from the reals and a signature in which there are terms for a dense set of continuous
functions V* — V for every n (for example, the signature {0, %, ~, -} considered in
[Ben13]). Then Th* (V) is an absolutely categorical Bauer theory with affine quantifier
elimination. Moreover, TR (V) is equivalent (as a continuous logic theory) to the theory
RV of [0, 1]-valued random variables discussed in [Ben13, §2].

Proof. That Th* (V) is absolutely categorical with extremal model V follows as
in the above propositions. To check simultaneously that it is Bauer and that it
has affine quantifier elimination, we observe that it satisfies the following strong
form of affine reduction: the set of atomic formulas on V" is dense in the set of
all continuous logic formulas. Indeed, if ¢: V" — [0,1] is the interpretation of
a continuous logic formula, then, by identifying V with a subset of R, we can
approximate ¢ with a term T and then the formula d(0, T(%)) approximates ¢.
For the moreover part, recall that the models of RV are precisely the structures
of the form L!(Q, V) for a probability space Q. Then the claim follows from Theo-
rem 24.4, which shows that Thaff(V) and RV have the same models. Alternatively,
one may observe that RV, = Thi (V) because V <ff L1(Q), V) for every (), and
that the axioms for RV given in [Ben13, §2] are indeed affine. ]

26. CLASSICAL THEORIES

A continuous logic structure is classical if every basic predicate, including the
metric, is {0,1}-valued. A continuous logic £-theory is a classical theory if all its
models are classical. This property can be axiomatized by the conditions

0< irx1fP(x), supP(x) <1, sup (P(x)A(1—P(x))) <0,

where P(x) varies over all basic £-predicates. We will denote the collection of
all these conditions by Class., so that an £-theory C is classical if and only if
C | Class;. Note that Class. is a universal theory. It is certainly not affinely
axiomatizable because non-trivial direct integrals of classical structures are not
classical.

If C is any classical theory, we know from Proposition 13.4 that the extremal
models of C,¢ are substructures of models of C, and are thus classical structures.
In fact, much more is true.

Theorem 26.1. Let C be a classical L-theory. The following hold:

(i) The canonical maps p2f: SO (C) — S (Cyp) satisfy 2 (SO (C)) = €4 (Cage),
and restrict to d-isometric T-homeomorphisms p2: SO (C) — €4 (Cagf).
(ii) The theory C has delta-convex reduction.
(iii) For a model M |= Cqg the following are equivalent:
(1) M is extremal;
(2 MEC
(3) M is classical.
In particular, C = Cug U Classy.

Proof. (i), (ii). We prove first that pff(SMt(C)) C &,(Cy) (the inverse inclusion
holds by Lemma 13.3). More precisely, we argue by induction on the complexity
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of the affine formula ¢ that for any tuple of variables x, if g € S™(C) and

po,P1 € Siff(Caff) are such that piff(q) = %po + %pl, then ¢(po) = ¢(p1)-

If ¢ is atomic, then ¢(g) € {0,1} (as prescribed by C) and ¢(po), ¢(p1) € [0,1]
(as prescribed by Cug), so the fact that ¢(7) = J¢(po) + 3¢(p1) implies that
¢(po) = ¢(p1). The inductive step for affine combinations is obvious. Suppose
finally that ¢(x) = inf, (x, y) for some affine formula ¢ for which the hypothesis

holds. Given g € S™(C), take q' € S{9™(C) extending q and such that ¢(q) =
¥(q'). If p2(g) = $po + 3 p1, then by Lemma 3.6(iii), there exist p), p}| € S;fl/f(caff)
extending po and p1, respectively, with the property that pig(q' )= 1ph+1p). As
py extends po, we have ¢(pg) < ¥(pp), and similarly ¢(p1) < ¢(p}). Hence

o(q) = 39(po) + 20(p1) < 39(po) + 3¢ (p1) = ¥(q') = ¢(q),

and we deduce that ¢(po) = ¥(p}) and ¢(p1) = ¢(p}). On the other hand, by the
inductive hypothesis, ¢(p) = ¢(p}). It follows that ¢(py) = ¢(p1), as desired.

We have thus established that p2f(S$"(C)) = &,(C.g). In particular, the
spaces of extreme types of C,g are closed. Also, (Cug)ext € C, s0 S™(C) C
SN ((Cytt)ext)- Now it follows from Corollary 14.8 that the maps p2ff: SSont(C) —
Ex(Cagr) are 0-isometric T-homeomorphisms and (Cag)ext = C. Proposition 16.19
implies that C has delta-convex reduction.

(iii) All this applies, in particular, to the base universal theory Class . It follows
that for any classical structure N and any affine substructure M jaff N, one has
M ~<cont N.

Let M |= Cu. If we assume that M is an extremal model, then M embeds
affinely into a model N |= C (by Proposition 13.4), so by the remark in the previ-
ous paragraph, M <" N, and in particular M |= C and M is classical. Assume
conversely that M is a classical structure, and let C' = Cu¢ U Class, so that
M |= C'. Note that C;; = C,¢ because C = C'. By what we have proven above,
we have pff(SMt(C")) C €, (C,g) for every variable x. From this we can deduce
that M is an extremal model of C.g, as desired. O

In general, a classical theory need not have affine reduction, as illustrated by
the following simple examples.

Example 26.2. Let P,P’ be two unary predicates, let £ = {P,P’'}, and let C be
the classical theory stating that the model has a unique element. Then every
type space S$°™(C) consists of precisely four points, corresponding to the four
possibilities for the value of the pair (P, P’) on the unique element of the model.
In turn, S2%(C,g) is a convex set with four extreme points (say, poo, P10 ,Po1, P11,
according to the value of (P,P’)), but is not a simplex, because % p1o + %pm =
$poo + 3p11. That is, SAf(C,g) is not the tetrahedron M(S™(C)), and hence C
does not have affine reduction, by Theorem 15.6.

Example 26.3. Let £ = {S,d,0,1} U{S’,d’,0/,1'} be a language with two distinct
sorts (S,d) and (S',d") (both metrics bounded by 1) and two distinct constants on
each sort. Let C be the theory of the classical £-structure consisting of distinct
interpretations for the constants and no other elements, i.e., the £-theory axiom-
atized by d(0,1) = 1, sup, d(x,0) Ad(x,1) = 0,d(0,1") = 1 and sup,, d(x/,0") A
d(x/,1") = 0. If x and x’ are single variables of the sorts S and S, respectively,
then similarly to the previous example, S2, (Cyg) 22 S¥(Cog) x SU(Coge) = [0,1)2
is not a simplex. Hence C does not have affine reduction.
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On the other hand, somewhat surprisingly, complete, one-sorted classical theo-
ries do have affine reduction. We will first establish this in the simplest case, that
of sets with no structure.

Let L the one-sorted empty language (i.e., containing only the distance sym-
bol, say with bound 1), and for each ¢ € {1,2,...,00} let M; be the unique
countable, classical Lp-structure with precisely ¢ elements. In the statement of
following theorem we use the notation from Section 22.

Theorem 26.4. Let My be as above and let (Q), ) be a standard probability space. If
> 2, then
Aut(LY(Q, My)) = L(Q,Sym(M;)) x Aut(u).

Proof. We make the preliminary observation that if U € Aut(L'(Q, M,)) and

f, f' € LY(Q, M) are two elements that are distinct almost everywhere, then so
are U(f) and U(f’), because

p([U(f) # U = au(f) u(f)) =dif, f)=1.
Now let us fix U € Aut(L'(Q, My)) and an enumeration without repetitions
(b;)icp of My. Let e; € L'(Q, My) be the constant section taking on the value b;,
and define f; = U(e;), which we identify with a Borel function f;: QO — M; (ie.,
we choose some Borel representative for f;). Given w € Q, let T(w): My — M,

be the map defined by
T(w)(bi) = fi(w).

We claim that T(w) is bijective almost surely.

Indeed, by our preliminary observation, T(w) is injective almost surely. For
finite ¢ this is enough, so let us consider the case ¢ = co. Since M is countable,
if T(w) is not surjective almost surely, then there exist b € My and a Borel set
Z C Q with u(Z) > 0 such that b # fj(w) for every i > 0 and every w € Z.
Let f: O — M be given by f(w) = b for w € Z and f(w) = fo(w) for w ¢ Z.
Hence f is distinct almost everywhere from f;, for every i > 1. By our preliminary
observation, it follows that U~!(f)(w) # b; almost surely, for every i > 1. This is
only possible if U~(f) = e, that is, if f = fy, which is in contradiction with the
fact that f(w) = b # fo(w) for any w € Z.

We have thus established that T(w) € Sym(My) for almost every w € Q.
In addition, the map w +— T(w) is measurable, so it defines an element T €
L(Q,Aut(M;)) < Aut(L'(Q, My)). Let us now consider the composition S =
T~1U, which has the property that S(e;) = ¢; for every i. We will prove that
S € Aut(pu), which is enough to conclude.

For each pair i,j < k with i # j and measurable set A C (), let elf? € LY(Q, M)
be the measurable section that takes the constant value b; on A and the constant
value bj on O\ A. As elf? is everywhere distinct from by for any k ¢ {i,j}, so has to
be its image S(el‘-?), up to measure zero. In other words, there exists a measurable
set SJ(A) C Q such that S(e;?) = e?].*j(A).
We observe first that

ij if
(L (A) =d(e; ™ ej) = d(efl, ) = u(A).

Next we claim that Sij(A) does not depend on i or j. Indeed, we have:

e 1= d(e;?,e]‘-?) = d(efjl*](A),eﬁg(A)), whence Sij(A) = S]:(A);
.. sTa)y s¥a ij kj
o for k ¢ {i,j}, p(A) = d(efleft) = d(ef Ve ) = u(sl(a)usT(a)),

whence SZ(A) = Si](A).
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We may thus write S, (A) = SQ(A)
We claim now that the map S, defines an automorphism of the measure alge-
bra of Q. Note that we may also define a map (S~!). by applying the previous

-1
construction to the inverse S~! of S. This map satisfies elf? = efj*((s ) *(A)), which
implies A = S.((S71).(A)) and shows that S, is surjective. We know as well that
S, is measure-preserving. Therefore, we are only left to show that it preserves

disjoint unions. If A, B C () with AN B = @, then:
o u(A)+u(B) = d(ef,eb) = d(e5™, 5By = 11(S,(A)AS,(B)), whence

ij 7 ~ij i i
1(S«(A)) + y(S*(B)]) :] #(S«(A)US4(B)), showing that S, (A) and S.(B)
are disjoint;
o 1(S(A)AS(AUB)) = deg'™ e ") = e, efF) = p(S.(B)),
and similarly, (S (B)AS«(AUB)) = u(S«(A)).
We deduce that S,(AUB) = S4(A) US.(B), for if X and Y are disjoint elements
of a measure algebra, then the union X UY is the unique Z such that y(Z) =
u(X) +pu(Y), W(XAZ) = p(Y), and p(YAZ) = p(X).
To conclude, we check that S coincides with the automorphism in Aut(y) <
Aut(L'(Q, My)) induced by S., which we also denote by S.. If we let [ = S~!S,,

then, by construction, I fixes the measurable sections e; and elf?. Now let f €
LY(Q, My) be arbitrary, and let us consider the measurable partitions (A;);., and
(B;)i<¢ of Q given by A; = f~1(b;), B; = I(f)~!(b;). We then have, for all distinct
i,j <V,
o Yipi W(Ax) = d(f,e;) = d(I(f), ei) = Lyyi #(Bx), whence u(A;) = u(B;);
Aiy Aiy
o Yig(ijy W(Ax) = d(f.e;’) = d(I(f),e;") = p(Bi\ Ai) + pu(B; N Aj) +
Zk&{i,j} “M(Bk) > “ll(Bi \ Ai) + Zk«z{i,j} ,u(Ak), which implies that B; = A;
as they are of equal measure.
Hence I(f) = f, completing the proof. O

For each ¢ € {1,2,...,00}, let C; be the theory of the structure M;.

Theorem 26.5. The theory Cy has affine reduction. Moreover, every continuous formula
is equal to an affine formula modulo Cy (rather than just approximated by affine formulas).

Proof. The case ¢ = 1 is trivial; for ¢ > 2, affine reduction follows from Theo-
rem 26.4 and Theorem 22.5. For the moreover part, it suffices to observe that
since the type spaces S™(C,) are finite, the vector spaces C(S$™™(Cy)) (i.e., the
spaces of continuous logic formuals) are finite-dimensional. O

Question 26.6. Does the theory Class ., have affine reduction?

As every complete, one-sorted classical theory implies C; for some ¢, we obtain
the following.

Corollary 26.7. Let C be a complete, classical theory in a one-sorted language. Then for
every n, there is an affine Lg-formula 0, (%, i) such that for every M |= C and a,b € M",
we have 0,(a,b) = 0if a = b and 6,/(a,b) = 1 otherwise.

Question 26.8. Is there a “simple” explicit expression for the affine formula 6,,?

Let us say that a formula is classical if it is constructed from the atomic formulas
using only the connectives V, ¢ — 1 — ¢, the constant formula 1, and quantifiers.
The following general theorem is an easy consequence of the previous corollary.

Theorem 26.9. Let C be a complete, classical theory in a one-sorted language. The
following hold:



116 ITAI BEN YAACOV, TOMAS IBARLUCIA, AND TODOR TSANKOV

(i) The theory C has affine reduction. Moreover, every classical formula is equal to
an affine formula modulo C (rather than just approximated by affine formulas).

(ii) The theory Cyg is a Bauer theory, and its models are precisely the direct integrals
of models of C.

Proof. Continuous formulas modulo a classical theory can be uniformly approxi-
mated by continuous formulas with finite range, and the latter are linear combi-
nations of classical formulas. So to prove that C has affine reduction it is enough
to show that classical formulas are affine. For this, we proceed by induction on
the construction of the formula, with the only non-obvious case being that of the
connective V. Now, if ¢(%) and () are classical formulas, then either ¢ V¢ =1
in every model of C, or, by completeness, C implies inf; ¢(7) 4 (7) = 0. In the
first case we are done, and in the second, C implies the equality

9(x) V(%) = info(7) + 9(7) + 01 (%, 7),

where 0|3 is as given by Corollary 26.7. From this, we deduce that if ¢ and ¢ are
equivalent to affine formulas, then so is ¢ V 1.

The second part follows from the first one together with Theorem 15.6 and
Theorem 26.1. g

Example 26.10. Consider the language £ = {0,1} and let T, be the affine theory of
the L-structure {0,1} consisting of two named points at distance one. Then T is
an absolutely categorical Bauer theory with S3(T,) 22 M(2"). On the other hand,
T; is a reduct of the theory PrA of probability algebras discussed in Section 25.1. It
follows from the description of the type spaces of both theories that the canonical
restriction map S3f(PrA) — S2(T,) is an affine homeomorphism. Hence, PrA
is an affine definitional expansion of 1>, i.e., the Boolean algebra operations (and
of course the measure, which is just the distance to 0) can be defined by affine
formulas in the language £. These formulas can also be computed explicitly.

It is interesting to point out that while the theory PrA has affine quantifier
elimination (see Theorem 25.1), the theory T, does not. Hence, the theory of
probability algebras can be seen as an “affine Morleyization” of the theory of two
named points at distance one.

If C is a classical theory, the probability measures over the type spaces S?™(C)
are known as Keisler measures, and have been the subject of intensive study by
model-theorists in recent years. As is well-known, Keisler measures can also be
seen as types over the atomless randomization CR, but this requires a change of
language (essentially, a Morleyization) which enforces this correspondence. The
previous theorem provides a subtler identification bewteen Keisler measures and
types. Indeed, if C satisfies the hypothesis of the theorem, then the natural maps

5 M(SEOM(C)) — S (CLg¢) are affine homeomorphisms.

Corollary 26.11. Keisler measures over a complete, one-sorted classical theory can be
identified with the affine types over its affine part.

We end this section with an example of a direct integral of infinite sets which
shows that in the statement of the uniqueness theorem of the extremal decompo-
sition, one cannot, in general, obtain isomorphism almost surely.

Example 26.12. We denote by w; the first uncountable ordinal and by w the first
infinite ordinal. Consider the compact space 2“1 equipped with the Bernoulli
measure j = (%(50 + %(51)@“’1, which is a Radon measure. We will work with the
o-algebra of y-measurable sets (i.e., the completion of the product o-algebra with
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respect to y). As usual, we will identify 2¢1 with the family of subsets of wq. Our
first goal is to make sense of the direct integral

’ d
L, zan(z),

where z is a considered as a classical structure in the language consisting only of
the {0, 1}-valued metric.

For z C wy, we denote by ot(z) the order type of z, ie., the unique ordinal
isomorphic to (z, <). Note that for every & < wq, almost surely ot(z) > a. This is
because for every B < g, the intersection z N [w - B, w - (B + 1)) is infinite almost
surely. In particular, the set ) = {z € 2“1 : z is infinite} has measure 1.

Next we make (z : z € Q) into a measurable field of structures. Define an
enumeration (e, : & < wy) by:

ex(z) = ath element of z.

This is only defined if ot(z) > a, but this holds with probability 1. (On the com-
plement, we can define e, (z) arbitrarily.) It is trivial to verify that the conditions
of Definition 8.2 hold and thus we can form the direct integral M = féa zdu(z).

Now let O = {z € Q : |z| = N} for k = 0,1. The sets (g and () form a
partition of (), neither of them is measurable, and the measure y concentrates on
both. To see this, note that the only Baire set in 2“1 disjoint from () is the empty
set, because a Baire set in 2! depends on only countably many coordinates. Thus
we may apply Lemma 12.19 and obtain the isomorphic direct integrals

~ 7 d ~ (7 d
M = OOz Ho(z) = /Q1 zdpq(z)
over the induced probability spaces (Qy, ji9) and (Q4, j1). By our preceding re-
sults, the measurable fields (z : z € ) and (z : z € ()q) consist of extremal
models of the affine theory of infinite sets, which are simplicial and even Bauer.
However, the models from the two fields are non-isomorphic, showing that The-
orem 12.16 cannot possibly be strengthened to a statement about isomorphisms
between the models of the fields.

One may also observe that the structure M is isomorphic to the direct multiple
LY(Q, u,w1). Indeed, the map L' (Q, pu,wy) — fga zdp(z) sending a simple sec-
tion f defined on a partition (4;);, of Q by f(z) = a if and only if z € A;, to the
simple section f’ defined by f/(z) = e,(z) if and only if z € A;, is an isomorphism
between the two structures.

27. HILBERT SPACES

The usual axioms that define Hilbert spaces through the vector space struc-
ture and the inner product look very much first-order, and even affine. A well-
known pitfall, though, is that as metric sorts in continuous logic are required to
be bounded, Hilbert spaces cannot be seen as metric structures on their own, but
only via some distinguished bounded subset or a family of bounded subsets. The
canonical choices are the unit ball or the unit sphere (if one prefers a one-sorted
language), or the collection of all balls with integer radius (for a multi-sorted,
countable language). In continuous logic, this is not a serious hurdle, since one
can write axioms whose models are precisely the unit balls (or spheres, or fam-
ilies of balls) of Hilbert spaces, and all the information about the corresponding
Hilbert spaces is encoded in those structures. In affine logic, the situation is more
delicate, but rather interesting.
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In what follows, we will consider Hilbert spaces through their unit spheres.
Since the unit spheres are affinely definable in the unit balls (the distance func-
tion being given by the formula 1 — d(x,0)), the formulas that we write are also
expressible in the unit balls, and the proofs below can be adapted to that setting.

We denote by HS the common continuous logic theory of the unit spheres
of real, non-trivial Hilbert spaces, in the language consisting only of the inner
product and the metric. We let AHS := HS,¢ be its affine part.

As it is easy to see, a non-trivial convex combination of unit spheres gives a
model of AHS that is not a model of HS. That is, the unit spheres of Hilbert
spaces are not affinely axiomatizable. However, by the GNS construction, every
model M = AHS generates a Hilbert space Hj in a canonical way, so that M
becomes a subset of the unit sphere of Hys. Indeed,

(27.1) AHS = inf Y AiAi(x;,xj) >0 foralln € N,A € R".
X100 Xn l,]

and

(27.2) AHS | (x,x) = 1.

Thus the map (-,-): M x M — R is a kernel of positive type on any model
M \: AHS, and as is well-known, this guarantees the existence of a uniquely
determined Hilbert space Hjs containing M whose inner product extends (-, -),
and such that the subspace generated by M is dense in Hy;. See, for example,
[BdIHVo08, Appendix C] (the development there is for complex Hilbert spaces but
for real ones it is similar). By the functoriality of the construction, if M' C M,
then 3,y C I and, in particular, the group of automorphisms of M embeds
into the group of automorphisms of Hy,.
We also note that in a model of HS, we have that

H Z/\ixiH = sup ZAi<z, xl->
i zZ i

for all finite tuples A of real numbers and ¥ of elements of the model. Thus we
may consider ||Y; A;x;|| as an affine formula. In particular, we have that

(27:3) AHS = d(x,y) = |lx —yll,

so the metric is affinely definable from the inner product.

The models of HS are precisely the structures satisfying the universal axioms
(27.1), (27.2), and (27.3) and for which M is the whole unit sphere of 3(ys. This
condition is easy to axiomatize in continuous logic. On the other hand, it is
unclear to us what are explicit affine axioms for AHS.

Remark 27.1. If M’ is the sphere of 3, then the inclusion M C M’ is typically not
an embedding of structures, because the metric on M will not be the restriction
of the metric on M’ (as the formula which defines it is not quantifier-free).

We will show next that the extremal models of AHS are precisely the models
of HS. We recall from Section 16 that a continuous logic theory Q is universal-
delta-convex if every affine submodel of a model of Q is also a model of Q.

Lemma 27.2. The theory HS is universal-delta-convex.

Proof. Let M |= HS be a Hilbert sphere and let M’ <f M be an affine sub-
model. Take finitely many elements a; € M’ and scalars A; € R and suppose
k=¥ Aai|| #0. Then b = %Zi Aja; belongs to 3y N M, and we claim that
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b € M'. For this it suffices to observe that b is definable over the 4; in M by the
affine formula

1
d(x,b) = ||x — T YAl
i

Hence M’ |= infy d(x,b) = 0, and we see that b € M'.
By the density of finite linear combinations, we conclude that M’ is the sphere
of Hyy, and so M’ |= HS, as desired. O

Givend € {1,2,...,00}, denote by HS; the common continuous logic theory of
the unit spheres of Hilbert spaces of dimension d. We also let AHS; := (HS;) .¢-

Lemma 27.3. For everyd € {1,2,...,00}, the theory HS; is universal-delta-convex.

Proof. Let M’ < M |= HS;. We have that M’ |= HS by the previous lemma. We
consider the affine formula

p(x,y) = V2|x +yll — (x,y).

We note that in models of HS, we have ¢(x,y) = 2\/1+ (x,y) — (x,y), and one
sees readily that this function attains its maximum 2 precisely when (x,y) = 0.
For each n > 1, let

(27.4) 0n == sup Zgo(xi,x]-).

X1,-sXn l<]
Hence for every finite n < d, the axiom
Op=n(n—1)

holds in M, and therefore in M'. Since the spheres of Hilbert spaces are saturated
in continuous logic, there are elements xy,...,x, in M’ realizing the supremum.
It follows that (x;, x;) = 0 for each i < j, and so that H{)y has dimension at least
n for each n < d. Since dimH,y < dimHy; = d, we conclude that K,y has
dimension d. [l

Theorem 27.4. The extremal models of AHS are precisely the models of HS. Similarly,
forany d € {1,2,...,00}, the extremal models of AHS,; are precisely the models of HS;.

Proof. By Corollary 16.6, the extremal models of AHS are models of HS, and
similarly for AHS;. For the converse, it is enough to show that each theory AHS;
is an extreme completion of AHS, and that the models of HS; are extremal models
of AHSd

We start with the latter. In the case d < oo, as the extremal models of AHS; are
models of HS;, which has only one model up to isomorphism, we deduce that
the unique model of HS; is an extremal model of AHS;. We can deduce similarly
that the only separable model of HS. is an extremal model of AHS.. Since for
checking extremality it is enough to consider separable affine substructures, we
conclude as well that every model of HS, is an extremal model of AHS..

Now we show that each AHS, is an extreme point of S3f(AHS). For each
n > 1, let 6, be the formula defined in (27.4). Since HS |= 6, < n(n —1), the
completions of AHS that satisfy 6, = n(n — 1) form a face of S3f (AHS) that we
denote by F,. Since every extremal model of AHS is a model of HS, we see that
the extreme points of F,; are contained in the set {AHSd d > n}. If AHS, is
not an extreme point of F,, then every extreme point of F, satisfies the condition
0,41 = (n+ 1)n, and hence so does every theory in F,. Since AHS, does not
satisfy this condition, this is a contradiction. We can conclude that AHS; is an
extreme completion of AHS for every d < oco. On the other hand, we see that the

intersection Fxo = (V51 Fy is a face of S3if(AHS) containing AHS which cannot
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contain any other extreme point. We conclude that Foo = {AHSs }, and so AHS,
is also an extreme completion of AHS. g

Corollary 27.5. The sets of extreme types Ex(AHS) and €,(AHS,) are closed in the
respective type spaces.

Proof. Immediate from the previous theorem and Corollary 14.4. O

Remark 27.6. Contrary to the situation in Example 25.3, the affine diagram of a
model M = HS, is not absolutely categorical. Indeed, any proper continuous
logic elementary extension of M is extremal (with or without names for the ele-
ments of M).

In what follows we will strengthen the previous corollary for the theories
AHS;, by showing they are Bauer theories. Indeed, we will prove that the theo-
ries HS; have affine reduction, for which we proceed similarly as we did for the
complete classical theories over the empty language (Theorem 26.5), by applying
the criterion of Section 22. The following theorem is stated using the notation
from that section.

Theorem 27.7. Let M |= HS be separable and let (Q), u) be a standard probability space.
Then
Aut(LY(Q, M)) = L(Q, Aut(M)) x Aut(p).

Proof. Note that 3 1(q 5y = L%(Q), Hpr). We identify Aut(M) with the orthogonal
group O(H)) and observe that

Aut(LH(Q, M)) = {U € O(Hpi () - UL(Q,M)) = LH(Q, M)}

We start by showing that if f, f’ € L'(Q, M) are such that f(w) L f'(w) for
almost every w € Q, and U € Aut(L'(Q, M)), then U(f)(w) L U(f")(w) for
almost every w. Indeed, since |U(f)(w)| = [[U(f')(w)| = 1 almost surely, we
have that

{U(f) (@), U(f) @) =1~ U (w) = U(f) (w)]*
On the other hand, since f(w) L f'(w), we have that %(f — f') belongs to
L'(Q, M). Hence U(%(f — f")) belongs to L1 (Q), M), which implies that || U(f)(w) —

U(f")(w)| = v/2 almost surely. We conclude that (U(f)(w), U(f")(w)) = 0 for
almost every w, as desired.

Now fix some U € Aut(L'(Q, M)). Let (b;) be an orthonormal basis of Hy,
and for each i, let ¢; € L'(Q), M) be the measurable section equal to the constant
b;. Let also f; = U(e;), which we see as a concrete Borel function f;: O — M.
Then, for w € Q, let T(w): Hp — Hps be the operator determined by

T(w)(bi) = fi(w).
We claim that T(w) € O(Hp) almost surely, which is equivalent to saying that
(fi(w)) is an orthonormal basis of Hy; for almost every w.

By the preservation of pointwise orthogonality, the set (f;j(w)) is orthonormal
for almost every w. In the finite-dimensional case, this is enough to conclude that
(fi(w)) is an orthonormal basis, so let us consider the case M |= HS. We want
to show that for almost every w, there is no a4 € M is such that a L f;j(w) for
every i. To that end, let

E={(w,a) e QxM:a L fi(w) for every i € N}.

Denote by Z the projection of E on the first coordinate. The set E is Borel, so by
the Jankov—von Neumann uniformization theorem [Kecgs, Thm. 18.1], there is a
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measurable function w: Z — M such that w(w) L fi(w) for all i and w € Z. We
extend w to an element of H; 1 yp) by setting w = 0 outside of Z. For each j € N,
define

_Jw(w)ifwe Z,
wjlw) = {fj(w) ifweQ\Z

Thus we have a measurable function w;: QO — M which satisfies w;(w) L f;(w)
almost surely whenever i < j. Again by the preservation of pointwise orthogo-
nality, we have that

(27.5) Uﬁl(wj)(w) 1b; forae wandi<j.

On the other hand, the sequence (w;) converges weakly in 3{;1(q 5y to w. Hence,
u-t (w})) converges weakly to U~ (w). Thus, using (27.5), for every measurable
A C O, we have that (U (w), xab;) = lim;j(U '(w;), xab;) = 0. This allows
us to conclude that U~!(w)(w) L b; almost surely for all i. We deduce that
w = 0, which implies that Z has measure zero. This completes the proof that
T(w) € O(Hpr) almost surely.

The map w +— T(w) is measurable, so we get an element T € L(Q, O(Hp1))
which satisfies T~1U(e;) = e; for every i. Let S = T~'U. Given i and a measurable
set A C (), define

ef! =bixa — bixoa € L'(Q,M).
Then e/ (w) L ej(w) for a.e. w and j # i, implying that S(ef)(w) L S(ej)(w)
almost surely. Since S(¢j)(w) = ej(w) = bj, we deduce that S(e)(w) belongs
almost surely to the one-dimensional subspace spanned by b;, i.e., there is a mea-
surable set S;(A) such that S(ef!) = eisi(A).

We argue that S;(A) = S;j(A) up to measure zero for every i, j and A. Indeed,
fix i # j. We have

e (w) — e]‘-q(w) L bj+0b; forae. w.
Also, ef! — e#! has constant norm because e/ (w) L e]A(w) for every w. So we can
deduce from the preservation of orthogonality that

efi(A) (w) — e].sj(A) (w) Lbj+b; forae. w.
This implies that S;(A) = S;(A). Thus S; does not depend on i, and we denote it
simply by S..

We prove next that the map A +— S.(A) defines an automorphism of the
measure algebra of (). By performing the same construction as above but for
the transformation S~!, we see readily that (S~!), is the inverse of S., so S, is

bijective. Now let us fix i € N and denote ¢/’ = bijxa = %(elA +¢;). We have
S(ch) = cf*(A), and thus

1
#(A) =[] = [IS(eP]] = u(S-(4)),
so S, is measure-preserving. It then suffices to show that for A,B C ) with
ANB = @, we have S,(AUB) = S,(A)US.(B). If ANB = @, then cV8 =
A48, s0
cis*(AUB) = S(cAVB) = 5(c) + 5(cP) = cf*(A) + cl-s*(B),

and it follows that S,(A U B) = S4(A) U S«(B).

Finally, we show that S coincides with the orthogonal transformation of L?(Q), H1)
induced by the measure automorphism S.. It is enough to check that S(f) =
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S«(f) for those f € L?(Q),Hy) of the form f = Ljajxa; where (A;) is a finite
measurable partition of () and the vectors 4; are finite linear combinations of the
b, say aj = }; r;;b;. But then

A S.(A)
S(f) = Z,Vz‘js(ci )= Z”ijci "= Zans*(Aj) = S.(f),
i ij j

as desired.
Thus S belongs to the subgroup Aut(y) < Aut(L!(Q, M)), and we have that

U=TS e L(Q,Aut(M)) x Aut(yu),
concluding the proof. O

We can now apply Theorem 22.5 and Theorem 15.6 to obtain the following.

Theorem 27.8. The continuous logic theories HS; for d € {1,2,...,00} have affine
reduction, and the corresponding affine theories AHS; are Bauer.
The models of AHS; are direct integrals of spheres of d-dimensional Hilbert spaces.

We do not know a syntactic proof of this affine reduction result.

Question 27.9. Give an explicit way of approximating continuous logic formulas
by affine formulas modulo HS;.

Question 27.10. Is AHS a Bauer theory?

28. MEASURE-PRESERVING SYSTEMS

Measure algebras equipped with a countable group of automorphisms are
some of the most interesting examples we have for affine theories. This setup
has already been considered in continuous logic: for a single aperiodic automor-
phism in [BBHUO08], for free actions of amenable groups by Berenstein and Hen-
son in [BH], for general hyperfinite actions by Giraud in [Gir19] (based on results
of Elek [Ele12]), and for existentially closed actions of free groups by Berenstein,
Ibarlucia and Henson in [BHI24]. Some applications of model theory to ergodic
theory in a non-hyperfinite setting were also developed in [IT21]. The theory of
a single automorphism in an affine setting was also studied by Bagheri [Bag14].

In this section, we identify the extremal models for general group actions and
show that the relevant theories are simplicial. In the case of hyperfinite actions,
we use the quantifier elimination results of Giraud to precisely identify the type
spaces and show that the theories are Poulsen. More generally, we give a criterion
whether the theory of a given ergodic action is Bauer or Poulsen.

Let I' be a countable group. A probability measure-preserving system of I is an ac-
tion of I' by measure-preserving automorphisms on a probability space (Y, B, jt).
Any such action induces a dual action of I' by automorphisms on the measure
algebra MALG(Y, ), which encodes all ergodic-theoretic information about the
system. Conversely, any action of I' by automorphisms on a probability measure
algebra can be realized as a concrete measure-preserving system. A system is
called ergodic if it has no fixed points in the measure algebra except 0 and 1. In
that case, we will also say that the measure v is ergodic for the actionI' ~ (Y, B).

For a fixed countable group I, we consider the language L1 = Lpa U {7 :
v € I'}, ie., the language of probability algebras expanded with unary function
symbols 7 for each v € I'. We let PMPr be the affine theory consisting of the
axioms of PrA together with the following:

e each v is an embedding;
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o for v, eI
sup d((7172)(a), 71(72(a))) =0

and
supd(1r(a),a) = 0.
a

In words, the interpretations of the function symbols {y : v € T'} define an
action of I' on a model of PrA by automorphisms. Hence, we think of the models
of PMPr as the probability measure-preserving systems of I'. Since PrA is a
universal affine theory, PMPr is also universal and affine.

If I' ~ Z is an action by homeomorphisms on a compact space, we denote by
Mr(Z) the compact convex set of I'-invariant Radon probability measures on Z.
The strong interplay between ergodic theory and Choquet theory is due to the
following fundamental fact (see [Pheo1, Prop. 12.3, 12.4]).

Proposition 28.1. Let I' ~ Z be an action by homeomorphisms on a compact space.
Then My (Z) is either empty or a simplex. The extreme points of this simplex are precisely
the ergodic measures of the action.

We start by characterizing the quantifier-free types of the theories PMPr.

Proposition 28.2. Let I be a countable group. Then the following hold:
(i) For every cardinal x, there is an affine homeomorphism
®: ST(PMPr) — Mr((29)7),
where the action T ~ (2°)1 is by left shift: (v -z)(h) = z(y~'h). The extreme
types correspond precisely to the ergodic measures.
(i) LetY = PMPrandlet p € ng(PMPr) be the quantifier-free type of an enumera-
tion of Y (or of a subset densely generating Y). If v = ®(p), then Y is isomorphic

to the measure-preserving system T' ~ ((2), B, v), where B denotes the Borel
o-algebra. In particular, Y is ergodic if and only if p is an extreme type.

Proof. (i) For finite subsets F C T, I C x and a function e: F X I — 2, define the
cylinder set:

(28.1) Ce={z¢€ (ZK)F 1zl = €},
where we identify (2°)! with 2°*I". Consider the map ®: ng(PMPr) — Mr((29)1)

defined by
(p(E)(C)=p( N 7))
(i,y)€eIXF
Perhaps the easiest way to see that ®(p) defines a finitely additive measure on
the clopen subsets of (2¢)! is to realize p as a tuple @ in a model Y = (Y, Y, ) and
observe that ®(p) is the pushforward of u by the I'-equivariant map

(282)  Ya: Y — (29%, Yily) =z where z(9)(i)=0 < y€-a.

The details are similar to the ones in the proof of Theorem 25.1 and we omit them.
This also shows that ®(p) is T-invariant. As continuous functions (2)" — R can
be uniformly approximated by continuous functions with finite image, we see
that ®(p) defines a bounded linear functional on C((2%)!), so a Radon probability
measure. It is also clear that ® is continuous and affine. To see that it is surjective,

letv € Mr((2%)7). Then the left shift T ~ ((2%)F, B,v), where B denotes the Borel
o-algebra, is a measure-preserving system, so a model of PMPr. For i € x, let

a; = {z € (29" : 2(1r) (i) = 0}
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and set p = tp%f(a). Then it is easy to check that ®(p) = v.

Finally, by Proposition 28.1, the extreme points of the simplex of invariant
measures on a compact space are precisely the ergodic measures.

(ii) Let Y ): PMPr and let 2 € Y* densely generate Y (i.e., Y is equal to
the closed substructure generated by a). Let also p = tp%f(a) and v = ®(p).
Then, conversely to what we did above, the map a; — {z € (2°)! : z(1r)(i) =
0} extends uniquely to a I'-invariant measure algebra isomorphism from Y to
MALG((2)F,v). The map is surjective because its image includes the clopen
algebra of (2¢)T, which is dense in MALG((2")", v) by regularity. O

Theorem 28.3. Let I be a countable group. Then the following hold:

(i) The extremal models of PMPr are the ergodic systems.
(ii) The theory PMPr is simplicial.

Proof. (i) Suppose first that Y = PMPr is ergodic. Let 4 € Y* be an enumeration
of a dense subset of Y and let g = tp*(7) € STV (PMPr). By Proposition 28.2(ii),

the projection p%f(q) € ng(PMPr) is an extreme type. Thus, by Lemma 11.6, g is
an extreme type, i.e., Y is an extremal model.

Conversely, suppose that Y is not ergodic. Then there exists a € Y, a # 0,1,
which is fixed by I We let Y; and Yo be the normalized restrictions of Y to a
and —a, respectively, and we note that Y; and Y, are models of PMPr and that
Y = u(a)¥1 ® (1 — u(a))Y2. This implies that tp(a) = u(a) tp2®91(1) + (1 —
u(a)) tp92(0), so tp*(a) is not an extreme type and thus Y is not extremal.

(ii) By Proposition 28.2(i) and Proposition 28.1, the quantifier-free type spaces
of the theory PMPr are simplices. Moreover, if g € £ (PMPr) then, by (i), the
model enumerated by g is ergodic and hence, by Proposition 28.2(ii), the projec-

tion p%f(q) € Sclg(PMPr) is an extreme type. The hypotheses of Proposition 11.5
are thus satisfied, which allow us to conclude that PMPr is simplicial. O

As a consequence of our extremal decomposition result, Theorem 12.3, we
obtain a generalization of the classical ergodic decomposition theorem (see, e.g.,
[Glao3, Thm. 3.22]) to arbitrary probability measure-preserving systems (i.e., not
necessarily standard) in terms of their dual actions.

Corollary 28.4. Every model of PMPr is a direct integral of ergodic models.

We recall that a model X of PMPr admits almost invariant sets if there exists a
sequence (a,), of elements of X such that the measures y(a,) are bounded away
from 0 and 1, and lim, (7 - a,Aa,) = 0 for all ¥ € T. The system X is called
strongly ergodic if it does not admit almost invariant sets. By [IT21, Prop. 2.7], X is
strongly ergodic if and only if every model of Th®™(X) is ergodic. A countable
group I has property (T) if all of its ergodic actions are strongly ergodic. This is
not the original definition but it is equivalent by [Sch81, CW8o]. By [GWo7], it is
also equivalent to My ((2¢)") being a Bauer simplex.

Corollary 28.5. Let I' be a countable group and let X be an ergodic model of PMPr.
Then:

(i) T3 () is simplicial and its extremal models are the ergodic models of Th®™(2X).
(i) If X is strongly ergodic, then Th¥(X) is a Bauer theory.
(iii) If X is not strongly ergodic, then Th*(X) is a Poulsen theory.
(iv) T has property (T) if and only if PMPr is a Bauer theory.

Proof. (i) The theory Thaff(DC) is simplicial because it is an extreme completion of
the simplicial theory PMPr (Proposition 11.4). Every ergodic model of Th® ()
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is an ergodic, hence extremal, model of PMPr, and thus also an extremal model
of the completion Th*(X). Conversely, since X is ergodic, Th*(X) is an extreme
completion of PMPr and so every extremal model of Th*(X) is an extremal,
hence ergodic, model of the PMPr. Moreover, by Corollary 20.9(ii), and Proposi-
tion 5.15, any extremal model of Th3(X) satisfies Th°(2X).

(ii) This follows from the previous point, Corollary 14.4 and the characteriza-
tion of strong ergodicity recalled above.

(iii) Similarly, Th*(X) is not Bauer by Corollary 14.4. As it is simplicial and
complete, it is Poulsen by Theorem 20.8.

(iv) This follows from Theorem 28.3, Corollary 14.4, and the fact that a group
has property (T) if and only if the ergodic models of PMPr form an elementary
class in continuous logic [IT21, Prop. 2.8]. O

The theory PMPr is never complete if I" is non-trivial. A basic reason for this
is that the sets of fixed points (in Y) of the elements of I' are definable and their
measures can be expressed by affine formulas. The notion of an IRS that we recall
below serves to capture this information. Let Sub(I') denote the compact space
of subgroups of I (seen as a subspace of 2"') and let

IRS(T) = My (Sub(I)),

where the action I' ~ Sub(T') is by conjugation. An invariant random subgroup
(IRS, for short) of T is an element of IRS(I'). The convex set IRS(T) is a simplex
and its extreme points are the ergodic IRSs. Some examples of ergodic IRSs are
the Dirac measures on normal subgroups and uniform measures on conjugacy
classes of finite index subgroups. Many groups also admit atomless IRSs.

The relation between measure-preserving systems and IRSs is the following:
if ' ~ (Y,B, ) is a measure-preserving action on a probability space and we
denote by Stab: Y — Sub(T') the stabilizer map given by

Stab(y) ={y€T:7-y =y},
then Stab. u is an IRS of T, called the stabilizer IRS of the action. It was proved
in [AGV14] that, conversely, any IRS can be realized as the stabilizer IRS of some
measure-preserving system. An action is called free if its IRS is the Dirac measure
on the trivial subgroup of T, equivalently, if for all v # 1r, u({y € Y : y-y =

y}) =0.

For reasons of quantifier elimination, it will be convenient to augment the
language with constant symbols Fix, for every 7 € I'. Each Fix, is interpreted as
{y € Y:v-y =y}, or, in terms of the measure algebra,

Fix, = J{a €Y:Vb Ca, v -b=b}.

This an affine definitional expansion of PMPr, as follows from the proof of [Gir19,
Lemma 3.15], so we continue to denote it by PMPr.

With this expanded language, it is clear that the stabilizer IRS of the action is
part of its quantifier-free theory. Indeed, for finite subsets F;, F, C I', denote

DF1,F2 = {H S Sub(F) :FFCHFERNH= @}
and note that if 6 is the stabilizer IRS of Y, we have that
. . Y
(28.3) 0(Dp,r,) = u( () Fix,N () —Fix,)*.
yeh reh

For 6 € IRS(I'), we denote by PMPy the affine theory of measure-preserving
systems of I' with stabilizer IRS equal to 6.

Proposition 28.6. If 6 is an ergodic IRS, then PMPy is a closed face of PMPr.
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Proof. There is a natural continuous affine map Sif (PMPr) — IRS(T') defined by
(28.3), and SSH (PMPy) is the preimage of the extreme point 6 by this map, so it
must be a closed face. O

Corollary 28.7. If 0 is an ergodic IRS, then the theory PMPy is simplicial.

Proof. This follows from Proposition 11.4 and Theorem 28.3. 0

Next we will use the results of Giraud to see that for a hyperfinite IRS 6§, the
theory PMPy is complete. A measure-preserving action I' ~ (Y, B, u) is called
hyperfinite if its orbit equivalence relation is hyperfinite: i.e., an increasing union
of equivalence relations with finite classes. Equivalently, the action is hyperfinite
if for every finite S C T and every &€ > 0, there exists a finite subgroup G <
Aut(Y, u) such that

n{yeY:S-yCG-y}) >1—e

It is a classical theorem of Ornstein and Weiss [OW80] that every action of an
amenable group is hyperfinite and it is also well-known that free actions of non-
amenable groups are never hyperfinite (see, e.g., [KMo4] for more details). How-
ever, there do exist hyperfinite actions that do not factor through an action of an
amenable group.

It is a result of Elek [Ele12] that whether an action is hyperfinite or not only
depends on its stabilizer IRS. We call an IRS 6 hyperfinite if every (equivalently,
some) action with stabilizer IRS 6 is hyperfinite. We will say that an IRS 6 is
nowhere of finite index if for 6-a.e. H, [T : H] = oo.

Theorem 28.8 (Giraud [Gir19]). Let 6 be a hyperfinite IRS of a countable group T that
is nowhere of finite index. Then the theory PMPy is complete in continuous logic and
eliminates quantifiers in the language augmented by the constants Fix,.

Remark 28.9. The condition that 6 is nowhere of finite index is not present in
[Gir19] but there is an axiom stating that the measure algebra is atomless. As this
axiom is not affine, we omit it and then it is implied by our condition that the
stabilizer IRS is nowhere of finite index.

In order to explain what happens in affine logic and describe the type spaces,
we will need to introduce some further notation. If I' ~ Z is an action on a
compact space by homeomorphisms, we let

Ar(Z) ={(H,z) € Sub(Tl') x Z: H -z = z}

and we note that Ar(Z) is a closed, I'-invariant subspace of Sub(T') x Z. If 6 €
IRS(T), we let

J0(Z) = {v e Mr(Ar(2)) : m(v) =60},

where 71: Ar(Z) — Sub(T) is the projection to the first coordinate. Note that
when 6 = 5{1F}’ 39(2) = MF(Z)

Theorem 28.10. Let I' be a countable group and let 6 be a hyperfinite, ergodic IRS of T
that is nowhere of finite index. Then the following hold:

(i) The theory PMPy is a complete, simplicial, affine theory with affine quantifier
elimination in the language augmented by the constants Fix,.
(ii) The extremal models of PMPy are precisely its ergodic models.
(iii) For every cardinal x, S (PMPy) = 3,((2%)).
(iv) PMPy is a Poulsen theory.
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Proof. (i) Completeness of the theory follows from Theorem 28.8, and that it is
simplicial was proved in Corollary 28.7. For affine quantifier elimination, we
observe that if an affine theory T eliminates quantifiers in continuous logic, as
in our case, then it also eliminates quantifiers in affine logic: as atomic formulas
separate points in S°™(T), they also separate points in S2(T), which is enough
for affine quantifier elimination.

(ii) As PMPy is a face of PMPr, Sf(PMPy) is a closed face of Siff(PMPr) for
every n, so the extremal models of PMPy are precisely the extremal models of
PMPr which are also models of PMPy. Now the claim follows from Theorem 28.3.

(iii) We define a map ®: S2f(PMPy) — J4((2°)F) as follows. For a type p €
SAf(PMPy), we take a realization 7 of p in a model Y = (Y, B, u) and we define a
map

@z: Y — Sub(T) x (2°)F,  @:(y) = (Stab(y), ¥a(y)),
where ¥; is defined as in (28.2). Finally, we set ®(p) = @, p. We claim that ® is
an affine homeomorphism.

First, it is clear that @ is well-defined, that is, it does not depend on the re-
alization 4. Indeed, ®;.u only depends on the measures of the elements of the
subalgebra of Y generated by @ and {Fix, : v € T'}, whose isomorphism type is
determined by the (quantifier-free) type of a. Also, the measure ©;,p belongs
to Jo((2)1): it is T-invariant because @; is [-equivariant and it concentrates on
Ar((2°)1) because Stab(y) - ¥z(y) = ¥a(Stab(y) - y) = Ya(y) for p-a.e. y.

To see that ® is continuous, note that it can be alternatively defined as follows.
For finite subsets F C I', I C x and a function €: F X I — 2, define the cylinder set
Ce as in (28.1). Let Fy, F, be finite subsets of I'. Then if we denote ®(p(%)) = v,
we have:

(28.4) v(Dpp, x Ce) = u( () Fix, N () =Fix,n () ~-x)".

Yeh Yeh (i,y)EIXF
It is also clear @ is affine. Injectivity follows from quantifier elimination and
the fact that atomic formulas as on the right-hand side of (28.4) determine a
quantifier-free type.

It remains to check that ® is surjective. Let v € Jp((2%)7). Let W = (W, A)
be an ergodic system with IRS 6, as constructed in [AGV14, Prop. 13]. The
systems (Ar((2)'),v) and ‘W have (Sub(T),6) as a common factor: the map
m: Ar((25)T) — Sub(T) is given by projection on the first coordinate and the
map W — Sub(T) is the stabilizer map. We let Y be the relatively independent
joining of these two systems with respect to their common factor (see [Glao3,
Ch. 6]). We can realize Y = (Y, u) with

Y ={(w,H,z) € W x Ar : Stab(w) = H}

and y an invariant measure on Y with marginals A and v. First, we claim that
Y = PMPy. For this it suffices to see that for all (w, H,z) € Y,

Stab((w, H,z)) = Stab(w).

The left to right inclusion is clear. For the other, note that if ¢ € Stab(w), then
¥ € H and, by the definition of Ar, v -z = z. Now we let

a; ={(w,H,z) € Y:z(1p)(i) = 0}

and observe that ®(tp*(7)) = v. Indeed, one sees readily that the map ¥;: Y —
(2%)F" defined as in (28.1) satisfies ¥;((w, H,z)) = z, and thus the corresponding
map @;: Y — Sub(T) x (2°)F is given by @;((w, H,z)) = (Stab(w),z) = (H, z).
In other words, ©; is the factor map from Y to Ar((29)T), and we have @, U=v.
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(iv) This follows from Theorem 28.8 and Theorem 20.4. O

Example 28.11. When I is a countably infinite, amenable group, the preceding
theorem applies, in particular, to the theory FPMPr of free measure-preserving
actions of I' (i.e., corresponding to 6 = d(;}), which is the model completion of
the theory PMPr, both in continuous and affine logic.

Remark 28.12. It remains to see what happens when 6 is of finite index with
positive measure. Then, if 0 is ergodic, it concentrates on the conjugacy class of a
subgroup H < T of finite index. There is a unique ergodic system with this IRS,
namely the transitive action I' ~ I'/ H equipped with the uniform measure, and
the corresponding affine theory is absolutely categorical and Bauer. The situation
is very similar to the one of the pure measure algebra, which corresponds to the
case where H = I'. We leave the details to the reader.

Proposition 28.13. Let I be a countable, amenable group. Then Sif (PMPr) 22 IRS(T).

Proof. Consider the map IRS(I') — S3f(PMPr), 6 — PMPy. By Theorem 28.8 and
Remark 28.12, it takes values in ngf(PMPr) and it is continuous, injective, and
affine. To see that it is surjective, let X = PMPr and let 6 be the IRS of X. Then
X |= PMPy and by completeness of PMPy, it is equal to Th(X). O

Example 28.14. Let Z denote the group of integers. The theory PMP7 is simplicial
(by Theorem 28.3) but it is neither Bauer nor Poulsen. Indeed, it is not Bauer
by Corollary 28.5 (as Z does not have property (T)), and it is not Poulsen be-
cause IRS(Z) has only countably many extreme points (the Dirac measures on
the subgroups of Z), so it is not a Poulsen simplex.

29. TRACIAL VON NEUMANN ALGEBRAS

Recall that a von Neumann algebra M is a unital, self-adjoint subalgebra of the
algebra of bounded operators B(H) of some complex Hilbert space 3, closed in
the strong or, equivalently, the weak operator topology. We will denote by M!
the unit ball of M in the operator norm. A faithful, normal tracial state (or just a
trace) on M is a linear functional 7: M — C which satisfies:

T is positive, i.e., satisfies T(a*a) > 0 for all a € M;

T[yp is continuous for the weak operator topology;

T is faithful, i.e., T(a*a) = 0 implies that a = 0;

(1) =1;

for all a,b € M, t(ab) = t(ba).

A tracial von Neumann algebra is a pair (M, T), where M is a von Neumann algebra
and T is a trace on M. A von Neumann algebra is called a factor if its center is
trivial. A factor admitting a trace is called finite and in that case, the trace is
unique. Commutative tracial von Neumann algebras are of the form (L®(X), ),
where (X, p) is a probability space. The measure y defines a trace on L®(X) by
integrating. Apart from the operator norm ||-||, there is a variety of other norms
on a tracial von Neumann algebra; two that we will use are defined by:

1/2.

* |lall2 = t(a*a)
o llally = (la]).
Here |a| = (a*a)'/? and we recall that as a*a is a self-adjoint operator on a Hilbert
space, we have available the continuous functional calculus that allows us to make
sense of the square root. The algebra M is not complete with respect to either of

these two norms. However, we have the following basic fact.
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Lemma 29.1. Let (M, T) be a tracial von Neumann algebra with M C B(H). Then on
M the norms ||-||; and ||-||2 are complete and equivalent and the topology they define
coincides with the strong operator topology.

Proof. For the fact that |||, defines the strong operator topology and the com-
pleteness of the norm, see (the proof of) [Taky9, Prop. IIL.5.3]. For the equivalence
of the two norms, first note that by the Cauchy-Schwarz inequality, we have

lally = T(la1) < T(|a*)'22(1)'/% = |a]2.

For the other direction, recall that in an arbitrary C*-algebra, for all x,y with
x > 0, we have that y*xy > 0. We have then:

lall3 = t(|a*) = ©(|al'/*|al|a|'"?) < ||al|T(la|"/?|a|'/?) < ||a|s. O

Let A be a unital C*-algebra. A tracial state on A is a positive linear functional
T that satisfies (1) = 1 and t(ab) = 7(ba) for all a,b € A. We denote by T(A)
the compact convex set of all traces on A, equipped with the weak™* topology. We
have the following important fact (see [Saky1, Thm. 3.1.18]).

Proposition 29.2. Let A be a unital C*-algebra. Then T(A) is a simplex.

The following lemma collects some standard facts about tracial representations
that we will need. The proofs can be found for example in [Dix69] for a more
general situation but we have also provided them below for the convenience of
the reader. If A is a subset of B(H), we denote by A’ the commutant of A, i.e., the
set of operators in B(JH) that commute with all elements of A. If B is a C*-algebra,
we denote by B°P the opposite algebra of B. We also recall that every injective
homomorphism of C*-algebras is isometric.

Lemma 29.3. Let A be a unital C*-algebra and let T € T(A). Let I = {a € A :
T(a*a) = 0}. Then the following hold:

(i) I is a closed ideal of A.

(ii) The sesquilinear form (a,b) = T(b*a) is positive definite on B := A/J.

(ili) Denote by H the completion of B with respect to the Hilbert space norm ||a||, =
(a,a)'/2. Then the left multiplication b — ab of B extends to a faithful represen-
tation A: B — B(H¢). Similarly, the right multiplication b — ba extends to a
faithful representation p: B°P — B(JHr).

(iv) Denote by M, the closure of A(B) in B(H) in the weak operator topology, and
similarly for My. Then T extends by continuity to My and My, so that (M), T),
(Mp, T) are tracial von Neumann algebras, M, = M,, M;) = M), and they are
factors if and only if T is an extreme point of T(A).

Proof. (i) We note that if x € A is positive, then T(x) = 0 implies that T(x?) = 0.
Indeed, we may as well suppose that ||x|| < 1, so x2 < x, and the claim follows
from the positivity of 7. Now if a € J; or b € J, using the Cauchy-Schwarz
inequality, we have that

[T((ab)*ab)| = [t(b*a*ab)| = |T((b°b)*a"a)| < [t((b*0)*)T((a*a)?)|'? =0,

so ab € Jr.

(ii) The form (-,-) is positive semi-definite because T > 0 and it is definite
because of the definition of J-.

(iii) We have to check that for all a,b € B, |lablla < |a|/||b]l2 and ||ab|], <
Ib||||a]|2. We have:

labl3 = T((ab)*ab) = T(b*a*ab) < T(b*(|la]*1)b) = [la]|?|[b]3.
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The other inequality is similar, using the fact that v((ab)*ab) = 7(ab(ab)*). Faith-
fulness follows from the fact that the map B — 3, a — a - 1 is injective.

(iv) By von Neumann’s bi-commutant theorem, we have that M, = A(B)”
and M, = p(B)", so they are von Neumann algebras and B is strongly dense in
both. We have that for a € B, 7(a) = (a1,1), so T extends to a positive, weakly
continuous functional on M, given by the same formula. That 7 is tracial follows
from continuity: for a fixed a € B, the set

(b€ My : t(ab) = t(ba)} = {b € My : (b1,a*) = (ba, 1)}

is weakly closed and contains B, so it is equal to M). Applying this a second
time, we get that the identity holds for all a,b € M,. Similarly for M,. The fact
that M}, = M, and M;) = M, follows from [Dix81, Part I, Ch. 5, Thm. 1].

Suppose now that M, is not a factor and let z € M, be a non-trivial central
projection. Define 7 (a) = %T(az) and 1 (a) = #T(ﬂ(l —z)) foralla € A.
Then 73 and 1; are traces and T = 7(z)73 + (1 — 7(2))12. To see that 7y and T
are distinct, note that if (a,) is a sequence of elements of B converging to z in the
weak operator topology, then 7 (a,) — 7(z) and 12(a,) — 0. The argument for
M, is similar.

Finally, suppose that 7 is not extreme and 7 = %Tl + %Tz with 77, 7 distinct
elements of T(A). Note that (x,y)1 := 71 (y*x) defines a positive sesquilinar form
on B such that (x,x); < 2(x,x), so it extends to a positive sesquilinear form
on Hr. Thus we can define an operator T € B(3;) by (Tx,y) = (x,y)1 and it
satisfies 0 < T < 2 14¢,. We show that T € M. For a,x,y € B, we have:

((TA(a))x,y) = m(y ax) = (Tx,a’y) = (Tx,A(a)"y) = (AM(a)Tx,y).

As B is dense in H, we obtain that TA(a) = A(a)T everywhere. Similarly, T €
Mj,. Now it only remains to notice that M} N M, = M, N M, is the common
center of M, and M, and that T is not a multiple of the identity because 7; is not
a multiple of 7. u

In continuous logic, tracial von Neumann algebras have been axiomatized (see,
for example, [FHS14]) and there is considerable literature on their model theory.
What is perhaps most relevant for us is that, under a mild non-triviality condi-
tion, no completion of the continuous theory of tracial von Neumann algebra has
quantifier elimination [Far23] and, except possibly for very strange counterexam-
ples, no completion is model complete [F]P23].

Here we consider the theory of tracial von Neumann algebras in a richer (but
equivalent) language which will allow us to use functional calculus directly. An
element x of a C*-algebra is called a contraction if ||x|| < 1. For a cardinal x, we
let G, denote the universal unital C*-algebra

CH{ i <x) s xill <1),

generated by x contractions (and a unit). More concretely, Cy is the completion
of the free x-algebra of non-commutative *-polynomials P(X) in the variables
(x; : 1 < k) (and the constants) with respect to the norm

IPX)|| == sup{[|P(T)|| : T; € B(¥0), | Til| <1},

where H is some infinite-dimensional Hilbert space. See [Bla85] for more details
on universal C*-algebras. The algebra C; has the following universal property:
for every unital C*-algebra A and any tuple of contractions (v; : i < k) in A there
exists a unique homomorphism €, — A sending x; to v; for every i. If u € Gy, we
denote by u(7) the image of u under this homomorphism.
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We consider a language L1,N consisting of the following symbols. For every
n, we include n-ary function symbols u for every contraction u € C,. We also
include a distance predicate d(-, -) and a complex-valued predicate 7 for the trace.
(A complex-valued predicate is represented by two real-valued predicates, for the
real and imaginary parts.) Given a tracial von Neumann algebra M, we see its
unit ball M! as an L1,N-structure in the natural way, with d interpreted according
to the metric axiom below.

We define the affine theory TvN by the following universal axioms.

Algebraic axioms: For every ¢,k € N and contractions 7 € ((‘Zg)k, u € G, we
include the axiom
u(0)(x) = u(o(x)),

where ¥ = (xo,...,Xy_1) are variables, the element u(%) € €y is as defined
above, and the right-hand side is composition of function symbols. These
axioms allow us to have unambiguous terms for all non-commutative *-
polynomials (of norm < 1) and also for more complicated functions such
as |x| = (x*x)1/2.

Trace axioms: T is linear: T(A1x1 + A2xn) = A17(x1) + At(xp) forall A, Ay € C
with [A1] + |A2| < 1; positive: T(x*x) > 0; tracial: t(xy) = t(yx); and
normalized: 7(1) = 1.

Metric: d(x,y) = t(|x —y|).

Note that with these axioms, every atomic formula is equivalent to a formula
of the form Ret(u(x)), where u € Cj is a contraction. We will also slightly
abuse notation and use (complex-valued) formulas 7(u(%)) without the restric-
tion ||u|| < 1; they can simply be interpreted as ||u||’r(H”7H (x)). With this conven-
tion, every (complex-valued) quantifier-free formula is equivalent to one of the
form 7(u(%x)) for some u € C.

Proposition 29.4. The axioms above axiomatize the class of (unit balls of) tracial von
Neumann algebras.

Proof. Let (M, T) be a tracial von Neumann algebra. Then the algebraic axioms
are satisfied (for all ¥ in M') because of the universal property of € and the fact
that M is a C*-algebra. The trace axioms are satisfied because 7 is a trace, and
the metric axiom is simply the definition of d.

Conversely, let M! be a model of the theory. For every r > 0, we let M" be a
copy of M! and denote by J,: M! — M’ the corresponding bijection. For r < s,
we consider the map I, s: M" — M?, a — Js((r/s)]; 1(a)). We will identify M
(as a set) with its image in M?®, and we let M = |J,.o M" be the direct limit of
these inclusions. Note that ,~q M" = {0}.

Fora € M" C M and a non-zero A € C, we define the scalar multiplication
Aa = Jin, (A AN Ha) € MM C M. Notice that this does not depend on .
We also define Oa = 0. Similarly, for a,b € M" C M we define addition by a +b =
Jor ((1/2)];71(a) 4+ (1/2)],1(b)), multiplication by ab = J,»(J, *(a)], 1 (b)), and the
involution by a* = J,(J;1(a)*). We also define the trace by t(a) = rt(J; *(a)).
Finally, for a € M, we define ||a|| = inf{r >0:a € M"}.

The algebraic axioms imply that M is a x-algebra. Since for all r,s € R,
(r +s)~1(rx; + sx2) is a contraction in €, M! is closed under this polynomial,
which implies that the norm satisfies the triangle inequality. Homogeneity of
the norm is also clear. As M! is closed under multiplication, it follows from the
definition that ||ab|| < ||a|||b| for alla,b € M, so M is a normed algebra. To check
the C*-identity, let a € M with ||a*a|| < 1 in order to show that ||a|| < 1. From the
approximate polar decomposition in C; (see [Blao6, Prop. II.3.2.1]), there exists
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u € € with |[u] < 1 such that x; = u(xix;)!/%. Note that (x{x;)/8 is also a
contraction in C;, so 1 > ||(a*aa*a)/8|| = ||(a*a)'/#||. Thus we have that

lall = [lu(a)(a*a)' /4| < Ju(a)|[|(a*a)' /| < 1.

Let A denote the completion of M in the [|-|| norm. Then A is a C*-algebra and
the trace axioms imply that 7 is a trace on A. The metric axiom implies that T is
faithful. Now Lemma 29.3 gives us a faithful representation A: A — B(H<). Let
M, be the von Neumann algebra generated by A(A). As A is isometric, we can
just consider A (and thus M) as a subalgebra of M.

Next we show that M! is closed in M} in the strong operator topology of
B(H:). Let a; — a strongly with ¢; € M! and 2 € M}. Then, in particular,
a;-1 — a-1 and thus ||a; — al[z — 0. By Lemma 29.1, ||a; —all; — 0, so (a;) is
d-Cauchy. By the completeness of M!, we obtain that a € M!. The Kaplansky
density theorem implies that M! is dense in M}, so M = A = M, is a von
Neumann algebra. The function 7 is a trace on M and it is weakly continuous on
M! by Lemma 29.1 and [Takyg, Thm. 11.2.6].

We finally note that the interpretation of the function symbols u € Cj is the
intended one. Fix @ € (M')¥ and denote by ®;: €, — A the homomorphism
defined by ®;(X) = a. Let u” denote the interpretation of the symbol u in M.
Using scalar multiplication, we can define a function u: M! — A for all u € €,
and not only for contractions. Our goal is to show that ®;(u) = u“(a) for all
u. This holds for u = x; + X2, X1X2,X], Axq by definition. Now it follows from
the algebraic axioms that it holds for all non-commutative *-polynomials. On the
other hand, by definition, if ||u|| < 1, then |u(a)| < 1. By applying this to
u/||u|, we obtain that ||u?(a)|| < |lu||. So if P is a polynomial in the variables X
with ||P — u|| < ¢, we have

1@ (u) — u (@)[| < [|®a(u) — @a(P)|| + |[PA(a) — u? (@)

(@

= [|®a(u = P)|| + [|(P — u)*(@)]| < 2¢

and we are done. U
Next we show that the quantifier-free types of the theory TvN can be identified

with the traces of the universal unital C*-algebras Cx. As each C, is separable,

this implies, in particular, that TvN has a separable language.

Proposition 29.5. The following hold:
(i) For every cardinal x, the map ®: S%f(TVN) — T(Cx) given by
@(p(x)) (1) = T(u(x))".

is an affine homeomorphism.

(ii) Let (M, o) be a tracial von Neumann algebra and let p € ng(TVN) be the
quantifier-free type of an enumeration of the unit ball M (or of a subset densely
generating M'). If T = ®(p), then (M, ) is isomorphic to the von Neumann
algebra (M,, T) as constructed in Lemma 29.3(iv), for A = Cy. In particular, M
is a factor if and only if p is an extreme type.

Proof. First, we observe that the trace axioms imply that ® takes values in T(Cy).
It is also obvious that it is continuous, affine, and injective. To see that it is surjec-
tive, let T € T(Cy). Construct the Hilbert space H and the tracial von Neumann
algebra (M,,T) as in Lemma 29.3(iv). It then follows from the definition that
®(tpAf(A(x/77))) = . This proves (i).
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For (ii), it is enough to observe that if 7 is the enumeration of M?! for which
p = tp*(a), then the map A(X/J;) — @ extends to an isomorphism M, — M.
Finally, as per Lemma 29.3(iv), the von Neumann algebra M = M, is a factor
if and only if T is an extreme point of T(Cy), i.e., if and only if p is an extreme
type. O

Proposition 29.6. The class of finite von Neumann factors is axiomatizable in continu-
ous logic.

Proof. See, e.g., [FHS14, Prop. 3.4] or [GH23, §2]. g

With the same strategy as in the proof of Theorem 28.3, we now establish the
main result of this section.

Theorem 29.7. The following hold:

(i) The extremal models of TvN are precisely the finite factors.
(ii) TvN is a Bauer theory.

Proof. (i) Let (M, ) be a finite factor, and let 4 € SY"*f(TvN) be the type of an
enumeration of a dense subset of its unit ball. Then by Proposition 29.5(ii), the

projection p(,gf(q) € ng(TVN) is an extreme type. By Lemma 11.6, q is an extreme
type, ie., M! is an extremal model of TvN.

Conversely, suppose (M, T) is a tracial von Neumann algebra with a non-trivial
center and let z be a non-trivial central projection. Denote by M; and M, the
algebras zM and (1 — z)M, with units z and 1 — z, respectively, and traces ap-
propriately normalized. Then M;j, M, are tracial von Neumann algebras, and as
Lryn-structures their unit balls satisfy M! = 7(z)(M1)! @ (1 — z)(M,)!. To see
this, observe that if 2 € M!, then za € (M;)! and (1 —z)a € (M)}, and con-
versely, if a; € (M;)!, then za; + (1 —z)ap € M. So tp*(z) = 7(z) tpfM1(1) +
7(1 — z) tp*M2(0) is not extreme and thus M is not an extremal model.

(ii) We first use Proposition 11.5. By Proposition 29.5(i) and Proposition 29.2,
the type spaces ng(TVN) are simplices. On the other hand, if g € 3 (TvN), then,
by (i), the von Neumann algebra corresponding to the model enumerated by g

is a factor, and by Proposition 29.5(ii), the quantifier-free type p%f(q) is extreme.
We conclude that TvN is simplicial. That it is a Bauer theory then follows from
Proposition 29.6 and Corollary 14.4. (|

Remark 29.8. It is interesting to contrast Theorem 29.7 with the recent result by
Orovitz, Slutsky, and Vigdorovich [OSV23] that T(C*(F,)) (for n > 2) is a Poulsen
simplex. We do not know whether the same is true for the simplices of the
traces on the algebras €, (which are our quantifier-free types), but in any case,
Theorem 29.7 says that the simplices of full types (with quantifiers) are Bauer.

Corollary 29.9. The continuous logic theory of finite von Neumann factors has affine
reduction.

Finally, as in the ergodic-theoretic case, we obtain a generalization of the classi-
cal integral decomposition theorem into factors, for arbitrary (i.e., not necessarily
separable) tracial von Neumann algebras. Note that the classical result is not
limited to the tracial case; see [Taky9, Thm. 8.21].

Corollary 29.10. Every tracial von Neumann algebra decomposes as a direct integral of
factors.
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