Affine group schemes 1

We shall work over a base ring R (commutative and unital).

2. SORITES

2.1. R-Functors. We denote by Af fr the category of affine R-schemes.
We are interested in R—functors, i.e. covariant functors from Affp to the
category of sets. If X an R-scheme, it defines a covariant R—functor

hx: Affp — Sets, S — X(S).

Given a map f : Y — X of R-schemes, there is a natural morphism of
functors fi : hyy — hx of R-functors.

We recall now Yoneda’s lemma in our setting. Let F' be an R-functor.
If X = Spec(R[X]) is an affine R-scheme and ( € F(R[X]), we define a
morphism of R-functors

P(C) thx = F
by ¢(¢)(S) : hx(S) = Homp(R[X],S) = F(S), x = F(f:)(¢) for each
R-ring S where f, € Hompg(R[X], S) is the evaluation function at x.
2.1.1. Lemma. (Yoneda lemma)

(1) The assignment ¢ — ¢(C) induces a bijection
F(R[XD L> HomR—func(th F)

(2) Let Y be an R-scheme. Then we have

HomR—sch(%a 2)) = h@(R[%]) S HomR—func(h%7 th)
Proof. (1) The strategy is to construct the inverse map. We are given a €
Homp_ func(hx, F), it gives rise to a map apx) : hx(R[X]) = F(R[X]) so
that the universal point "% € hy(R[X]) = Hompg(R[X], R[X]) defines an
element 9 () = apgy|(idgr)) € F(R[X]) or for short a(idgx)-
Step 1: o¢ = idpgpx))- Let ¢ € F(R[X]). We apply ¢(¢)gpz] : ha(R[X]) —
F(R[X]) to R[X] and obtain 9(¢(¢)) = F(idg(x))(¢) = ¢.
Step 2: ¢ 0¥ = idHomp_pyne(hyF)- Let @ € Hompg_ fync(hx, F). Then
Y(a) = agjx)(idgr)) € F(R[X]) and we consider the element 7 = ¢(i(a)) €
Homp(hx, F) defined as follows. For each f, € Hompg(R[X],S),
n(S) : hx(S) — F(S) applies f; to

F(f2)(¥(@)) = F(f2) (opp (idgp))) = o fz 0 idgx)) = o f2)
where we used the functorial property in the second equality. Thus ¢ o) =

idHOmefunC(hx’F)'
(2) We apply (1) to F' = hy. -
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2.1.2. Remarks. (a) The formula F(f,)( (o)) = a(f,) arising in the proof
expresses the fact that an R—functor hx — F' is determined by its value on
the universal point of X.

(b) For more on the Yoneda lemma, see [Wa, §1.2], [GW, §4.2] or [Vi, §2.1].
Part (2) holds then for general R-schemes.

An R-functor F' is representable by an R scheme (resp. an affine R—
scheme) if there exists an R-scheme X (resp. an affine R—scheme X) together
with an isomorphism of functors hx — F. We say that X represents F'.

If X is affine, the isomorphism hx — F comes from an element { €
F(R[X]) which is called the universal element of F(R[X]). The pair (X, ¢
satisfies the following universal property:

For each affine R-scheme T and for each n € F(R[%]), there exists a
unique morphism v : ¥ — X such that F(u*)({) = 7.

Given a morphism of rings j : R — R/, an R—functor F defines by restric-
tion an R'—functor denoted by j.F or Fri. If F = hx for an affine R-scheme
X, we have Fp' = hxy R

2.1.3. Examples. We will see later more non representable R-functors.

(a) The empty R—functor is not representable by an affine R-scheme (and

not actually by any R-scheme). Denote by F' the empty functor and assume

that hy = F for an R-scheme X. Then idx € hx(R[X]) contradicting the

fact that F' is the empty R-functor.

(b) We consider the R-functor F(S) = S™ and claim that it not repre-
sentable by an affine R—scheme. Assume that hxy = F so that Hompg(R[X], R[X]) &
R[X]™.  Then the image of id Rjx] has bounded support d so that

F(S) c 8 ¢ SM for each R-ring S. This is a contradiction.

2.1.4. Remark. We denote by Fy(S) = {e} for each R-ring S. Let F' be an
R-functor. Then there is a canonical map F — Fj; in other words Fj is a
terminal object of the category of R—functors.

2.2. Monomorphisms. The fibered product of R-functors is defined as
follows. For a; : F; — E and as : Fi — E two morphisms of R-functors,
we set (F1 x g F2)(S) = F1(S) X g(s) F2(9S) for each R-ring S.

2.2.1. Lemma. Let o : F — E be a morphism of R-functors. The following
conditions are equivalent:

(i) a is a monomorphism;

(ii) the diagonal A : F — F xg F is an isomorphism;

(iii) F(S) — E(S) is injective for each R—ring S.
Proof. (1) = (i1). We consider the projections p; : FxgF — F fori =1, 2.

Since « o p; = « o py, we obtain that p; = ps. Thus p; is an isomorphism
and so is A.
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(11) = (i). We are given S, 2 : G — F be morphisms of R-functors such
that o 1 = a o By. This defines a map f: G — F xg F < F, so that
p1 = pa.

(i1i) = (7). For each R-ring S, we have F(S) — F(S) x gy F(S) so
that A is an isomorphism of R-functors.

(14) = (#i7). Obvious.

We consider now the case of schemes.

2.2.2. Lemma. Let f : X — ) be a morphism of R-schemes. The following
conditions are equivalent:

(i) f is a monomorphism;

(i’) The R—functor hy : hx — hg is a monomorphism;
(i) the diagonal A : X — X xg X is an isomorphism;
(iii) F(S) — E(S) is injective for each R-ring S.

Proof. The proof of the implications (i) <= (i1) = (¢4) is similar with the
previous lemma. The implication (iii) = (i) Lemma 2.2.1, (iii) = (i)
yields the implication (iii) = (i').

It remains to establish the implication (i) = (47). Lemma 2.2.1, (i) =
(i4) shows that the diagonal hx — hx Xp, hx is a an isomorphism of R-
functors. Let 3 be an R-scheme, we need to establish that the diagonal map
X(3) = X(3) Xy(3) X(3) is an isomorphism. If 3 is affine over R it is true.
Let g, h € X(3) mapping to the same element of Y(3).

We consider then an affine cover (4;),e; of 3 so that the restrictions
gi i C3— X h;:4U; C3— X define an unique element f; € X(4;). Since
the diagonal is split by the first projection, f; and f; agree on ; N4, so
that define f: 3 — X. Then f = g = h and we are done.

]

2.2.3. Remark. The equivalence (i) <= (i7) in (1) holds in any category
with fiber products, see [St, Tag 01L3].

We consider now the epimorphisms of R—functors. If o : F — FE satisfies
that F(S) — E(S) is surjective for each R-ring S, we claim that « is an
epimorphism.

Let 41,72 : E — D be morphisms of R—functors such that y; ca =y 0.
Then v; : E(S) — D(S) agrees with v, : E(S) — D(S) for each R-ring S
so that f; = 5. Thus « is an epimorphism.

It can be shown by using coproducts that the epimorphisms are all of that
shape, see [KS, §2, Ex. 2.4, 2.23] or [SGA3, §1.1.4]; those references put also
the monomorphism case in a much wider setting.

In the category of R—schemes, we have to pay attention that there are epi-
morphisms whose associated functor is not surjective, see [GW, Ex. 8.2.(d)]
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for the construction of a bunch of epimorphisms. A concrete example is with
k =R and the morphism u : X = Spec(C) — Spec(R) = 92).

Let 3 be an R-scheme and let f1, fo : 9 — 3 such that f; ou = f3 0o w.
In other words we have two points 21, z2 € 3(R) which coincide as complex
points. Since 3(R) injects in 3(€), it follows that z; = 2 so that u is an
epimorphism. The fact that 3(R) injects in 3(C) reduces to an affine scheme
Spec(A) for which we have Homg (A, R) C Homc(Ac, C) = Homg (A4, C).

2.3. Zariski sheaves. We say that an R—functor F is a Zariski sheaf if it
satisfies the following requirements:

(A) for each R-ring S and each decomposition 1 = f; + -+ f, in S,
then

F(S) = { e T FSp) Haisy,, = (a)s,,, for ij=1,...n}.
i=1,..,n
(B) F(0) = {e}.

2.3.1. Lemma. Let F be an R-functor F' which a Zariski sheaf. Then F' is
additive, i.e. the map F(S1 x S2) — F(S1) x F(S2) is bijective for each pair
(S1,S2) of R-algebras.

Proof. We are given an R-ring S = S7 X So; we write it § = 51 X Sy =
Sep + Ses where eq,es are idempotents satisfying e; + e = 1, we have
S1 = Se,, S2 = Se, and Se,e, = 0 [St, Tag 00ED]. Then

F(S) ;> {(041,042) S F(Sl) X F(SQ) | a1 =020 € F(O)}

Since F(0) = {e}, we conclude that F(S) = F(S1) x F(S2). O

Representable R-functors are clearly Zariski sheaves. In particular, to be a
Zariski sheaf is a necessary condition for an R—functor to be representable.

2.3.2. Lemma. Let 1 = fi +---+ f,. Let F' be an R-functor which is a
Zariski sheaf and such that FRfi is representable by an affine Ry, -scheme for
t=1,...,n. Then F is representable by an affine R—scheme.

Proof. Let X; be an Ry,-scheme together with an isomorphism ; : hy;, =
Fgr, of Ry—functors for i = 1,..,n. Then for i # j, Fg,, is repre-
[ 177
sented by X; xp i Ry¢; and Xj xR £ Ry, f;. More precisely, the isomorphism
1 X ~ . .
Cj7Rfifj o CLR&H : hxiXRfi Ry, — hijRfj Ry, defines an isomorphism
u;j o X XR;. Rfifj = X; XR;. Rfifj and we have compatiblities u; jou; =
1 J
u; ) once restricted to Ry, Fife It follows that the X;’s glue in an affine R—

scheme X. Also the map Ci_l glue in an R—map F — hx. Since F is a Zariski
sheaf, we conclude that F — hy. O



2.4. Functors in groups.

2.5. Definition. An R—group scheme & is a group object in the category of
R-schemes. It means that & /R is an affine scheme equipped with a section
€ : Spec(R) — &, an inverse 0 : & — & and a multiplication m : & x & — &
such that the three following diagrams commute:

Associativity:
(B xp8) xp &% 6 xp &
X\
U | can 6
>
& xp (6 xp8) " 6 xp®
Unit:

® xp Spec(R —>Q§XRQ§<—Spec ) Xr 6

\/

idxo

@XRQ§*>® ><R®

Lk

Spec(R) &.

Symmetry:

We say that & is commutative if furthermore the following diagram com-
mutes

Q5><RQ5

e

(to) switch

e
& xp6
We will mostly work with affine R—group schemes, that is, when & is an
affine R—group scheme.
Let R[®] be the coordinate ring of &. We call €* : R[®] — & the counit

(augmentation), o* : R[&] — R[G] the coinverse (antipode), and denote by
A =m* : R[®] — R[®] ®r R[®] the comultiplication. By means of the
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dictionary affine schemes/rings, they satisfy the following commutativity
rules:
Co-associativity:

R[6] @r R[6] 22 R[6] @5 (R[®] © R[®])

R[®] ®r R[6] 224 (R[6] @5 R[®]) ©r R[6].

Counit: The following composite maps are idpg(g)

R[6] —A R[6] o R[®] "~ R[B] ®r R > R[]

R[B] —2 R[®] o R[6] 2% R[6] @r R > R[®].

Cosymmetry:

R idxo*

product

R[®]'<— R[6] @R R[]

In other words, (R[®], m*,c*, €*) is a commutative Hopf R-algebral. Given

an affine R—scheme X, there is then a one to one correspondence between

group structures on X and commutative R—algebra structures on R[X].
Also & is commuative if and only if the following diagram commutes

R[®] ®f R[S]

R[@] switch

R[®] @ R[®]

IThis is Waterhouse definition [Wa, §1.4], other people talk about cocommutative coas-
sociative Hopf algebra.
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If /R is an (affine) R-group scheme, then for each R-algebra S the
abstract group &(5) is equipped with a natural group structure. The multi-
plication is m(S) : &(5) x B(S) — &(S), the unit element is 1g = (e xrS) €
&(S) and the inverse is o(S) : &(S) — &(S). It means that the functor hg
is actually a group functor.

2.5.1. Lemma. Let X/R be an affine scheme. Then the Yoneda lemma
induces a one to one correspondence between group structures on X and
group structures on hx.

In other words, defining a group law on X is the same that to define
compatible group laws on each &(S) for S running over the R-algebras.

Proof. This is an immediate consequence of Yoneda’s lemma. We assume
that the R-functor hx is equipped with a group structure. The Yoneda
lemma shows that this group structure arises in an unique way of an affine
R-group scheme structure. [l

2.5.2. Remark. We shall encounter certain non-affine group R-schemes. A
group scheme /R is a group object in the category of R-schemes. More
generally the previous lemma holds for a non affine R—group scheme.

3. EXAMPLES

3.1. Constant group schemes. Let I be a set and consider theconsider
the R-scheme I = || o, Spec(R) = || ¢; Ui. We claim that its functor of
points hr, identifies with

{locally constant functions Spec(S)op — 1 }

To see this let S be an R-ring and let f € hy,(S) = Homgpec(r) (Spec(S), Ir)-
By pulling back the open cover (U;) of Ir, we obtain a decomposition
S = |_|7€] S; in open subschemes of R. This defines a locally constant
function Spec(S)iop — I having the value i on each S; (for more details see
[GW, Ex. 4.43] or [St, Tag 03YW]).

Next let T' be an abstract group. We consider the R-scheme I'p =
Ll er Spec(R). Its functor of points hr,, identifies with

{locally constant functions Spec(S)iop — F}.

The group structure on I' induces an R-group scheme structure on I'g. If R
is non zero, this group scheme is affine and only if I" is finite.

3.2. Vector groups. Let N be an R—module. We consider the commuta-
tive group functors

Vi : Affp — Ab, S+ Homs(N ®r S,S) = (N @r S),
WNZAffR—)Ab, S+— N®gS.
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3.2.1. Lemma. The R—group functor Vi is representable by the affine R-
scheme U(N) = Spec(S*(N)) which is then a commutative R—group scheme.
Furthermore if the R—-module N is of finite presentation then the R—scheme
U(N) is of finite presentation.

Proof. 1t follows readily of the universal property of the symmetric algebra
Homp' _moa(N @g R, R') +— Homp_mea(N, R') — Homp_a,(S*(N), R')

for each R-algebra R'.

We assume that the R—module N is finitely presented, that is, there exists
an exact sequence 0 - M — R™ — N — 0 where M is a finitely generated
R-module. According to [St, Tag 00DO] the kernel I of the surjective map
S*(R™) — S*(N) is generated by M (seen in degree one) so is a finitely
generated S*(R")-module. Since S*(R") = Rl[t1,...,t,], we conclude that
the R-algebra S*(INV) is of finite presentation.

O

3.2.2. Remark. The converse of the last assertion holds as well by using
the limit characterizations of the finite presentation property, see [St, Tags
0G8P, 00QO].

The commutative group scheme U(N) is called the vector group-scheme
associated to N. We note that N = U(N)(R). In the special case N = R?,
this is nothing but the affine space A% of relative dimension d.

Its group law on the R—group scheme U(N) is given by m* : S*(N) —
S*(N)®pg S*(N), applying each X € N to X ® 1 +1® X. The cosymmetry
is 0 : S*(N) — S*(N), X — —X and the counit is the augmentation map
S*(N) — R.

If N = R, we get the affine line over R. Given a map f : N — N’ of
R-modules, there is a natural map f* : U(N') — B(N) of R—group schemes.

3.2.3. Lemma. The assignement N — UB(N) is a faithful contravariant
(essentially surjective) functor from the category of R-modules and that of
vector group R-schemes.

Proof. Since this functor is essentially surjective, it is enough to show that it
is faithful. Given two R-modules N, N’ we want to show that the morphism

Homp(N, N') — Homp_g, (U(N'),B(N)), [ f*

is injective. This is clear since f, : S*(N) — S*(N’) is a graded morphism
and applies N to N’ by f. O

3.2.4. Remark. Let k£ be a field of characteristic p > 0 and consider the
Frobenius morphism G — Gg,  — 2. It is a k—group homomorphism
but is linear. This shows that the functor above is not fully faithful and
then not an anti-equivalence of categories. For obtaining an anti-equivalence

of categories, we need to restrict the morphisms to linear morphisms, see
[SGA3, 1.4.6.2].
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We consider also the R-functor W(N) defined by W(N)(S) = N ®r
S. The assignement N — W/(N) is an equivalence of categories from the
category of R-modules and that of functors W with linear maps. Together
with Lemma 3.2.3, it follows that there is an anti-equivalence of categories
between the category of functors W with linear maps and the category of
vector R—group schemes.

If N is projective and finitely generated, we have W(N) = V(NV) so that
the R—functor W(N) is representable by an affine group scheme. In this
case we denote by 20(NN) the associated R-group scheme.

3.2.5. Theorem. The R—functor W(N) is representable if and only if N is
projective and finitely generated.

If R is noetherian, this is due to [Ni04]. The general case has been handled
by Romagny [Ro, Thm. 5.4.5]. Note that it is coherent with the example
2.1.3.(b).

3.3. Group of invertible elements, linear groups. Let A/R be an al-
gebra (unital, associative). We consider the R-functor

S GL1(A)(S) = (A @R S)*.

3.3.1. Lemma. If A/R is finitely generated projective, then GL1(A) is rep-
resentable by an affine group scheme. Furthermore, GLi(A) is of finite
presentation.

Proof. Up to localize for the Zariski topology (Lemma 2.3.2), we can assume
that A is a free R—module of rank d.

We shall use the norm map N : A — R defined by a — det(L,) where
L, : A — A is the R-endomorphism of A defined by the left translation
by A. We have AX = N-}(RX) since the inverse of L, can be written Lj
by using the characteristic polynomial of L,. More precisely, let P,(X) =
X Tr(Ly) X 4 (1) eq_ 1 (La) X + (—1)%det(L,) € R[X] be the
characteristic polynomial of L,; according to the Cayley-Hamilton theorem
we have P,(L,) = 0 [Bbkl, III, §11] so that Lp,,) = 0 and P(a) = 0. If
det(L,) € R*, it follows that

a (ad_l — r_[‘r(La)ad_2 4+ (*1)d_10d—1(La)a) = (*1)d+1 det(A)

so that ab = ba = 1 with b = (—1)%det(A)~! (ad_1 — Tr(Lg)a%2 +

(—1)d’lcd_1(La)a>.
The same is true after tensoring by S, so that

GL1(A)(S) = {a € (A®rS) =W(A)(S) | N(a)e SX}.
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We conclude that GL;(A) is representable by the fibered product
& —— WA

| o
(

Gm,R — 0 R).

Given an R—module N, we consider the R—group functor
S — GL(N)(S) = Auts_moed(N ®r S) = Endg(N ®r S)*.

So if N is finitely generated projective. then GL(V) is representable by an
affine R—group scheme. Furthermore GL(V) is of finite presentation.

3.3.2. Remark. If R is noetherian, Nitsure has proven that GLi (V) is rep-
resentable if and only if N is projective [Ni04].

3.4. Diagonalizable group schemes. Let A be a commutative abelian
(abstract) group. We denote by R[A] the group R-algebra of A. As R-

module, we have
R[A] =P Rea
acA

and the multiplication is given by e, ep = eq4p for all a,b € A.

For A = Z, R[Z] = R[T,T~!] is the Laurent polynomial ring over R. We
have an isomorphism R[A] ®g R[B] — R[A x B]. The R-algebra R[A]
carries the following Hopf algebra structure:

Comultiplication: A : R[A] — R[A] ® R[A], A(eq) = €4 ® €q,
Antipode: o : R[A] — R[A], 0*(eq) = €—_q;
Augmentation: € : R[A] = R, €( > ,c4Ta€a)= To.

We can check easily that it satisfies the axioms of affine commutative
group schemes. One important example is that of A = Z. In this case, we
find G,,,,r = Spec(R[T,T7']), it is called the multiplicative group scheme.
Another one is A = Z/nZ for n > 1 for which we have p,, p = Spec(R[T]/(T"—
1) called the R-scheme of n-roots of unity.

3.4.1. Definition. We denote by ©(A)/R (or A) the affine commutative
group scheme Spec(R[A]). It is called the diagonalizable R—group scheme of

base A. An affine R—group scheme is diagonalizable if it is isomorphic to
some D(B).

We note also that there is a natural group scheme isomorphism D(A @
B) = D(A) xp D(B).

If f: B — A is a morphism of abelian groups, it induces a group homo-
morphism f* : D(A) — D(B). In particular, when taking B = Z, we have
a natural mapping

na : A— HomR_gp(Q(A),Gm).
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3.4.2. Remark. For a € A, put x, = na(a) : ©(A) — G,,. The map
X:: R[t,t7Y] — R[A] applies t to e,. Using the commutative diagram

we see that the universal element of ©(A) maps to x} which corresponds to
€q.

3.4.3. Lemma. If R is connected, na is bijective.

Proof. We establish first the injectivity. If na(a) = 0, it means that the map
R[T, T71] — R[A], T ~ e, factorises by the augmentation R[T,T~!] — R
hence a = 0.

For the surjectivity, let f : ©(A) — G,, be a morphism of R-group
schemes. Equivalently it is given by the map f* : R[T,T~!] — R[A] of Hopf
algebra which satisfies in particular the following compatibility

R[T, T i R[A]

\LA iAA
RIT, T @r RIT, T~ 25 RA] 0 R[A].

In other words, it is determined by the function X = f*(T') € R[A]* satis-
fying A(X) = X ® X. Writing X = ) .4 7a€a, We have

E Tq€a X €q = E TaTq €q & €qr.

acA a,a’€A

It follows that r, 7, = 0 if a # b and r, 174 = 74. Since the ring is connected,
0 and 1 are the only idempotents so that r, = 0 or r, = 1. Then there exists
a unique a such that r, = 1 and 7, = 0 for b # a. This shows that the map
n4 is surjective. We conclude that 14 is bijective. O

3.4.4. Proposition. (Cartier duality) Assume that R is connected. The
above construction induces an anti-equivalence of categories between the cat-
egory of abelian groups and that of diagonalizable R—group schemes.

Proof. It is enough to contruct the inverse map Homp_g,(D(A), D(B)) —
Hom(A, B) for abelian groups A, B. We are given a group homomorphism
f:®(A) — D(B). It induces a map

f*: Homp_gp(D(B), Gm) = Homp_gp(D(A), Gm),

hence a map B — A. It is routine to check that the two functors are inverse
of each other. 0
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3.4.5. Lemma. Assume that R is connected. The following are equivalent:

(i) A is finitely generated;

(11) ©(A)/R is of finite presentation;

(iii) ©(A)/R is of finite type.
Proof. (i) == (ii). We use the structure theorem of abelian groups A =:
7" X LJZ- -+ x Z/n L. Using the compatibility with products we are
reduced to the case of Z and Z/nZ which correspond to G, r and p, g.
Both are finitely presented over R.
(14) == (4i1). Obvious.
(141) = (i). We assume that R[A] is a finitely generated R-ring. We write
A= hﬂz A; as the inductive limit of finitely generated subgroups. We have
R[A] = hﬂzR[Al] Since the ring R[A] is finitely generated over R, the
identity Z[A] — Z[A] factorizes through Z[A;] for some 4. It implies that
Z[A;] = Z[A]. Cartier duality shows that A; — A. Thus A is finitely
generated. g

There are other notable properties of Cartier duality, see [SGA3, VIIL.2.1].
In practice we will work with finiteness assumptions, however it is remarkable
that the theory holds for arbitrary abelian groups.

3.5. Monomorphisms of group schemes. We recall that a morphism
of R—functors f : F — F’ is a monomorphism if f(S) : F(S) — F'(S) is
injective for each R-algebra S/R (§2.2). If F and F’ are functors in groups
and f respects the group structure, the kernel of f is the R—group functor
defined by ker(f)(S) = ker(F(S) — F'(S)) for each R-algebra S.

We recall that a morphism f : & — $ of affine R-group schemes is a
monomorphism if hy is a monomorphism (Lemma 2.2.2).

3.5.1. Lemma. Let f : & — § be a morphism of R—group schemes. Then
the R—functor ker(f) is representable by a closed subgroup scheme of &.

Proof. Indeed the carthesian product
N — 6

| /|

Spec(R) < H
does the job. O

Summarizing f : & — $ is a monomorphism if and only if the kernel
R-group scheme ker(f) is the trivial group scheme.

Over a field F, we know that a monomorphism of algebraic groups is a
closed immersion [SGA3, VIp.1.4.2].

Over a DVR, it is not true in general that an open immersion (and a
fortiori a monomorphism as seen in the exercise session) of group schemes
of finite type is a closed immersion. We consider the following example
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[SGA3, VIIL.7]. Assume that R is a DVR and consider the constant group
scheme $) = (Z/27Z)r. Now let & be the open subgroup scheme of $ which
is the complement of the closed point 1 in the closed fiber. By construction
® is dense in ), so that the immersion & — $ is not closed. Raynaud
constructed a more elaborated example where $) and & are both affine over
F5|[t]] and a monomorphism which is not an immersion [SGA3, XVI.1.1.c].

However diagonalizable groups have a wonderful behaviour with that re-
spect by using Cartier duality (Proposition 3.4.4).

3.5.2. Proposition. Assume that R is connected. Let f : D(B) — D(A)
be a group homomorphism of diagonalizable R—group schemes. Then the
following are equivalent:

(i) f*: A — B is onto;

(ii) f is a closed immersion;

(iii) f is a monomorphism.

Proof. (i) = (ii): Then R[B] is a quotient of R[A] so that f : D(B) —
D(A) is a closed immersion.

(19) = (¢i7): obvious.

(14i) = (i): We denote by By C B the image of f*: A — B. We consider
the compositum

f

RN

D(B/By) —= D(B) —%= D(By) —2= D(A).

\i/

We observe that it is the trivial morphism (v is trivial) and is a monomor-
phism as compositum of the monomorphisms v and f. It follows that
D(B/By) = Spec(R) and we conclude that By = B by Cartier duality. O

Of the same flavour, the kernel of a map f: ®(B) — ©(A) is isomorphic
to D(f(A)). The case of vector groups is more subtle.

3.5.3. Proposition. Let f : Ny — Ny be a morphism of finitely generated
projective R-modules. Then the morphism of functors f. : W(N1) — W (N3)
is a monomorphism if and only if f identifies N1 as a direct summand of
Ny. If it the case, fi:2(N1) — W(N3) is a closed immersion.

Proof. If Ny is a direct summand of Ny, the morphism f, : W(Ny) =
V(NY) — W(NY) is a closed immersion and a fortiori a monomorphism.
Conversely we assume that f, : 20(N1) — 20(N2) is a monomorphism.
Conversely suppose that f, is a monomorphism. Since W(N;)(R) in-
jects in W(N2)(R), we have that f : Ny — N is injective. We put
N3 = Ny/f(Ny). To show that Nj is a direct summand of N it is enough
to show that N3 is (finitely generated projective). This is our plan. Since
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Ny and Nj are f.g. projective R—modules, the R—module N3 is of finite pre-
sentation. In view of the characterization of f.g. projective modules [Bbk2,
I1.5.2], it is enough to show that N3 ® Ry, is free for each maximal ideal m
of R. Let m be a maximal ideal of R.

Applying the criterion of Lemma 2.2.1 to the residue field S = R/m we
have that the map

f*(R/m) N1 ®r R/m — No®p R/m

is injective. It follows that there exists an R/m-base (W, ..., Wy, Wyi1, ..., Wy)
of Ny ®g R/m such that (wy,...,w,) is a base of f(N; ®g R/m). We have
w; = f(v;) for i = 1,..,r. We lift the v;’s in an arbitrary way in N1 @ R,
and the Wy41,...,W, in No ®g Ry. Then (vi,...,v,) is an Ry-base of
Ny ®@g Ry and (f(v1),..., f(vp), Wpt1,...,wy) is an Ry—base of No @ Rp.
Thus N3 ®p Ry is free.

We conclude that f identifies N7 as a direct summand of Ns. O

4. SEQUENCES OF GROUP FUNCTORS
4.1. Exactness. We say that a sequence of R—group functors
I AR D N L |

is exact if for each R—algebra S, the sequence of abstract groups

15 F(5)"S m(s) " By(s) -1
is exact. Similarly we can define the exactness of a sequence 1 — F; — -+ —
F, — 1. Ifw: F — F'is a map of R—group functors, recall the definition
of the R—group functor ker(w) by ker(w)(S) = ker(F(S) — F'(S)) for each
R-algebra S. Also the cokernel coker(w)(S) = coker(F(S) — F'(S)) is an
R-functor (but not necessarily an R-functor in groups).

4.1.1. Example. We consider an exact sequence 0 — N; — Na — N3 — 0
of finitely generated modules with Ni, Ny projective. We claim that it
induces an exact sequence of R—functors in groups

0— W(Ny) — W(N2) - W(N3) =0

if and only if the starting sequence is split (equivalently N3 is projective).
The converse implication is obvious. If the sequence above of R—functors
in groups is exact, then W(N;) — W(N3) is a monomorphism so that
Proposition 3.5.3 shows that Nj is a direct summand of Ns.

We can define also the cokernel of a morphism R—group schemes. But it is
very rarely representable. The simplest example is the Kummer morphism
fn: Gmur = Gpr, v — 2" for n > 2 for R = C, the field of complex
numbers. Assume that there exists an affine C—group scheme & such that
there is a four terms exact sequence of C—functors

h
1—>h#n—>th@th—>h@—>1
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We denote by T” the parameter for the first G, and by T'= (T")" the pa-
rameter of the second one. Then T € G,,(R[T,T~!]) defines a non trivial
element of &(R[T,T!]) which is trivial in &(R[T",T""']) It is a contradic-
tion.

We provide a criterion.

4.1.2. Lemma. Let
1%@1&@2563%1
be a sequence of affine R—group schemes. Then the sequence of R—functors
1— hg, = he, = he, = 1

s exact if and only if the following conditions are satisfied:
(i) u: &1 — ker(v) is an isomorphism;

(ii) v : s — B3 admits a splitting f : &3 — By as R—schemes.

4.1.3. Remark. Note that if (ii) holds, we have &5(S) = u(®1(S)) f(G3(S5))
for each R-algebra S. Let S be an R-algebra and let go € ®5(S). Since
B1(S9) — B2(9) — B3(9) is exact, g2 f(v(g2))! € &1(S). We conclude
that ®2(S) = u(&1(9)) f(B3(9)).

We proceed to the proof of Lemma 4.1.2.

Proof. We assume that the sequence of R-functors 1 — hg, — he, —
he, — 1 is exact. We have seen that &; is the kernel of v. This shows
(7). The assertion (ii) is an avatar of Yoneda’s lemma. We consider the
surjective map ®2(R[B3]) — G3(R[B3]) and lift the identity of &3 to a map
t : B2(R[B3]) = Homp (B3, 2). Then t is an R-scheme splitting of
(NN @2 — 63.

Conversely we assume (i) and (i7). Clearly hg, — hg, is a monomorphism
and hg, — hg, is a epimorphism (see §2.2). We only have to check the
exactness of B1(S) — H2(S) — &3(5) for each S/R but it follows from
(ii). O

4.1.4. Examples. (a) It is not obvious to construct examples of exact se-
quences of group functors which are not split as R—group functors. An
example is the exact sequence of Witt vectors groups over F, 0 — Wy —
Wy — W7 — 0. It provides a non split exact sequence of commutative
affine F,—group schemes 0 — G, —+ Wy — G, — 0. For other examples see
[DG, II1.6]. (b) Also it is natural question to ask whether the existence of

sections of the map &9 — &3 locally over &3 is enough. It is not the case
and an example of this phenomenon is by using the R—group scheme Gs
defined as the unit group scheme of the R-algebra C; recall that its functor
of points is G2(S) = (S ®@r C)* (§3.3). It comes with a norm morphism
N : G3(S) = G, r and we consider the kernel Gz = ker(/V). Note that G
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comes with an involution o given by the complex conjugation. We consider
the sequence of R—group schemes

o—id

1—-G,, Gy — G3 — 1.

The associated sequence for real points is 1 — R* — C* — S — 1, where
the last map is z — Z/z. For topological reasons?, there is no continuous
section of the map C* — S'. A fortiori, there is no algebraic section of
the map Go o—id, G3. On the other hand this map admits local split-
tings, let us explain how it works for example on &3\ {(—1,0)}. We map

t— (%’ %) = (0 — 1).(1 + ti) induces an isomorphism R[®3]_; o) —
NP ﬁ] and defines a section of o —id on &3\ {(—1,0)}. The sequence

above is not exact in the category of R—functors.

4.2. Semi-direct product. Let &/R be an affine group scheme acting on
another affine group scheme $)/R, that is we are given a morphism of R—
functors

0 : hg — Aut(hg).

The semi-direct product hg x% he is well defined as R-functor.

4.2.1. Lemma. hg x? hg is representable by an affine R-scheme denote by
9 %% &. Furthermore we have an exact sequence of affine R-group schemes

19 —-oxle 56 1.

Proof. We consider the affine R-scheme X = ) xg &. Then hy = hg %%
hgs has a group structure so defines a group scheme structure on X. The
sequence holds in view ot the criterion provided by Lemma 4.1.2. O

A nice example of this construction is the “affine group” of a finitely
generated. projective R—module N. The R-group scheme GL(N) acts on the
vector R—group Wy so that we can form the R-group scheme Wy x GL(N)
of affine transformations of N.

2The induced map Z = 7(C*,1) — Z = m1(S*, 1) is the multipliczation by 2.
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Affine group schemes 11

5. FLATNESS

We will explain in this section why flatness is a somehow a minimal rea-
sonable assumption when studying affine group schemes. This includes a
nice behaviour of the dimension of geometric fibers, see Thm. 5.3.1 below.

5.1. Examples of flat affine group schemes.

5.1.1. Lemma. Let & be an affine R-group scheme. Then & is flat if and
only if & is faithfully flat.

Proof. Faithfully flat means that the structural morphism & — Spec(R)
is flat and surjective. Since & — Spec(R) admits the unit section, the
structural morphism is surjective. This explains the equivalence between
flatness and faithfully flatness in our setting. 0

All examples we have seen so far were flat. Constant group schemes are
obviously flat. If A is an abelian group, the diagonalizable R—group scheme
D(A) is R—flat since R[A] is a free R-module.

If N is a finitely generated projective R-module, the affine group schemes
Y(N) and 2W(N) are flat. Indeed, flatness is a local property for the Zariski
topology on Spec(R) [St, Tag 00HJ] so that it reduces to the case of the
affine space A% which is clear since the R-module R[ty,...,tq] is free. A
more complicated fact is the following.

5.1.2. Lemma. Let M be an R-module. Then M s flat if and only if B(M)
is a flat R-scheme.

Proof. By definition the R-scheme (M) is flat if and only is the symmetric
algebra S*(M) is a flat R—module. Since M is a direct summand of S*(M)
as R-module, the flatness of S*(M) implies that M is flat.
For the converse we use Lazard’s theorem stating that M is isomorphic to
a direct limit mie[ M; of f.g. free R-modules [St, Tag 058G]|. Since S*(M) =
hﬂie] S*(M;) and each S*(M;) is a free R-module (so a fortiori flat), it
follows that S*(M) is a flat R—algebra in view of [St, Tag 05UU] (use the
case R; = R for all 7).
O

Finally the group scheme of invertible elements U(A) of an algebra A/R
f.g. projective is flat. We have seen that U(A) is principal open in 20(A)
so that R[U(A)] is flat over R[20(A)] [St, Tag 00HT]. Since flatness behaves
well for composition [GW, prop. 14.3], we conclude that the affine R-scheme
U(A) is flat.
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5.2. The DVR case. Assume that R is a DV R with uniformizing pa-
rameter m and denote by K its field of fractions. We recall the following
well-known fact.

5.2.1. Lemma. Let M be an R—module. Then the following are equivalent:

(i) M is flat;

(ii) M is torsion free, that is xm: M — M s injective;

(i1i) M — M ®pr K is injective.

Furthermore, if M is finitely generated, this is equivalent to M = R™.

Proof. (i) = (4i). It means that the functor ® g M is exact. Since 7 : R —
R is injective, it follows that x7 : M — M.

(1i) = (i). The R module M is the filtered inductive limit of its finitely
generated submodules. Also, submodules of torsionfree modules are tor-
sionfree, and inductive limits of flat modules are flat [St, Tag 05UU]. This
is why it suffices to prove that finitely generated torsionfree R-modules are
flat, or even free. We assume then that M is a finitely generated R-module.
Choose myq,...,my, € M such that m1,...,m, is a k-basis of the k—vector
space M ®pr k. By Nakayama’s Lemma, my,...,m, is a generating set of
M; in other words we have a surjective R—map f : R® — M. Consider a
non zero relation f(ry,...,ry,) = >.iyrim; = 0. Since M is torsionfree,
dividing the 7} by the largest possible power 7¢ occuring so that we get a
non-trivial relation ;- ; 7;m; = 0. This is a contradiction.
(19) = (7i7). Once again this reduces to the finitely generated case which
is free. Since R™ — K™ is injective, we are done.
(7i1) = (i7). Obvious.

0

Note that there are generalization to Dedekind domains and valuation
rings [St, Tags 0AUW, 0539]. From the lemma, we know that an affine
scheme X/R is flat, that is, R[X] is torsionfree or equivalently that R[X]
embeds in K[X].

5.2.2. Proposition. [EGA4, 2.8.1] (see also [GW, §14.3])

Let X/R be a flat affine R-group scheme. There is a one to one cor-
respondence between the flat closed R-subschemes of X and the closed K-
subschemes of the generic fiber X .

Furthermore this correspondence commutes with fibered products over R
and is functorial with respect to R-morphisms X — X' of flat R—schemes.

The correspondence goes as follows. In one way we take the generic fiber
and in the way around we take the schematic closure (in the sense of the
scheme theoretic image of the immersion map Y C Xx < X [St, Tag 01R7]).
The schematic closure 2) of Y in X is the smallest closed subscheme X such
that Y C Xx < X factorizes through 2). Let us explain its construction in
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terms of rings. If Y/K is a closed K—subscheme of X /K, it is defined by the
ideal I(Y) = Ker(K[X] — KY]) of K[X]. Similarly we deal with the ideal
I1(9) = Ker(R[X] — R[Q)]) of R[X]. This fits in the commutative diagram

0 1(9) R[ff] R[Y] —0
0 1Y) K[X] K[Y]—=0

The ideal I(2)) of R[X] is the smallest ideal which maps in I(Y"), it follows
that 1(9)) = INR[X]. Since I(Y)@rK = I(Y), we have R[Y|@r K = K[Y],
that is, 9 xg K = Yg. Also the map R[Q)] — K[Y] is injective, i.e. 9 is
a flat affine R—scheme. It remains to show that the other composite is the
identity and also the functorial properties. We proceed then to the end of
the proof of Proposition 5.2.2.

Proof. Given ) C X a flat closed R—subcheme, we consider the ideal () =
Ker(R[X] — R[2)]). We denote by )’ C X the schematic closure of Y C X.
We have I(9)') = I(Q9x) N R[X]. We consider the commutative diagram of
exact sequences of R-modules

0 ()

FT

R[] — R[Y] —0
0> I(Qx) — K[X] —= K[Y] —0

where the two vertical maps on the right express flatness of X and ). By
diagram chase we have 1(9) = I1(2)').

We examine now the behaviour for fibered products, We are given two
affine flat R—schemes X;, X with closed flat R-subschemes %); C X; and
s C Xo9. Then 1 xp Y2 is a flat closed R—subscheme (using that flatness
behaves well with tensor products, see [Bbk2, §1.7]) of X; xp X2 and of
generic fiber 91 g Xk Y2 K so is the schematic closure of Y1 x XKk D2,k in
:{1 XR .’{2.

Next we deal with a morphism f : X — X’ of affine flat R-schemes. For
an affine flat closed R-subcheme ) C X (resp. 9’ C X'), if f induces a
morphism ) — )’ then fx induces a map YPx — Y. Conversely assume
that fx induces a map frx : Y’ — Y where Y C X (resp. Y/ C X/;) and
denote by 9 C X (resp. 9’ C X’) the schematic adherence of Y. We need
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to check that f induces a map ) — 2)’. We consider the diagram

RIX] L Rlx]

Lt

KX 25 K[x]

IY)——=1(Y)

It shows that f*(R[X']NI(Y")) C R[X]NI(Y) whence f*(R[Y)']) C R[Q)] as
desired. 0

In particular, if &/R is a flat group scheme, it induces a one to one
correspondence between flat closed R-subgroup schemes of & and closed
K -subgroup schemes of & 3.

5.2.3. Example. We consider the centralizer closed subgroup scheme of
GLo,r

Sz{geGLg,R \ gA:Ag}

1 «

of the element A = [ 01

] . Then 3 xg R/7R — GLg g and

BXRK—Gm,KXKGa,K—{[g 2]}

Then the closure of 3x in GLa g is Gy, g X R Gg R, SO does not contain the
special fiber of 3. We conclude that 3 is not flat.

5.3. A necessary condition. In the above example, the geometrical fibers
were of dimension 4 and 2 respectively. It illustrates then the following
general result.

5.3.1. Theorem. [SGA3, VIp.4.3] Let R be a ring and let &/R be a flat
group scheme of finite presentation. Then the dimension of the geometrical
fibers is locally constant.

It means that the dimension of the fibers cannot jump by specialization.

6. REPRESENTATIONS

Let /R be an a affine group scheme.

6.0.1. Definition. A (left) R — &-module (or &-module for short) is an
R-module M equipped with a morphism of group functors

p:hs — Autlm(W(M))
We say that the &-module M s faithful is p is a monomorphism.

3VVau"ning;: the fact that the schematic closure of a group scheme is a group scheme is
specific to Dedekind rings.
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Here Auty;, (W (M)) stands for for linear automorphisms of the functor
W(M), that is, Auty,(W(M))(S) = Endg(M ®p S)* for each R-algebra
S. We denote by GL(M) and we bear in mind that is not necessarily repre-
sentable.

If M = R™, then GL(M) is representable by GL,, g so that it corresponds
to an R-group homomorphism & — GL,, g and faithfulness corresponds to
the triviality of the kernel.

Coming back to the general setting, it means that for each algebra S/R,
we are given an action of &(S) on W(M)(S) = M ®r S. We use again
Yoneda lemma. The mapping p is defined by the image of the universal
point ¢ € &(R[B]) provides an element called the coaction

¢, € Homp, (M, M ®p R[@]) 5 Hom g (M ®r R[®], M op R[Qﬁ]).

Yoneda lemma implies that ¢, determines p. We denote ¢, its image in
Hom e (M ©r R[®], M ®p R[@]). For g € B(R), we use the evaluation

€g : R[®] — R and have by functoriality the bottom of the following com-
mutative diagram

(6.0.2) M

Cp
id

i M opR[®] 2~ M ®p R[G]
lid@eg lid@eg
M L M.
In other words we have
(6.0.3) p(g).m = e4(cp,.m) (9 € &(R),m e M).

6.0.4. Remark. For the trivial representation, we have that ¢y = idyrg ,Rrje)
so that cyrip(m) =m® 1.

6.0.5. Proposition. (1) Both diagrams
M SN M &g R[®]
(6.0.6) C’Jl id®A@l

cp®id
E—

M g R[®] M ®p R[®] @ R[®],

M —% M ®gR[®]

(6.0.7) ia ider

M
commute.
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(2) Conversely, if an R-map ¢ : M — M ®p R[®] satisfying the two rules
above, there is a unique representation p. : hg — GL(W(M)) such that
Cp. = C.

A module M equipped with an R-map ¢ : M — M ®p R[®] satisfying
the two rules above is called a &-module (and also a comodule over the
Hopf algebra R[®]). The proposition shows that it is the same to talk about
representations of & or about &-modules (or also R — G-modules).

6.0.8. Remark. There is of course a compatibility with the inverse map but
it follows from the other rules.

In particular, the comultiplication R[®] — R[®&] @ R[®] defines a &-
structure on the R-module R[®]. It is called the regular representation
and is studied more closely in Example 6.0.9. We proceed to the proof of
Proposition 6.0.5.

Proof. (1) We double the notation by putting &; = $9 = &. We consider
the following commutative diagram

B(R[®1]) x &(R[2]) L2, GL(M)(R[®1]) x GL(M)(R[®2))

l !

B(R[G1 x B3]) x B(R[B1 x 63]) —L5 GL(M)(R[61 x 3]) x GL(M)(R[61 x &5))

g |
B (R[G1 X B]) - GL(M)(R[&1 x ®5])
and consider the image n € B(R[®; x B3]) of the couple ({1, (2) of universal
elements by the left vertical map. Then n is defined by the ring homomor-

phism 7* : R[®] 2¢ R[® x 8] — R[®; x B3] so that p(n) is defined by the
following commutative diagram (in view of the compatibility (6.0.2))

M ®p R[@l X 62] ﬂ>]\4®R R[@l X @2]
Z'dJWX)AT MM®AT
Cp
M @p R[®)] M @p R[®]

On the other hand we have that p(n) = ¢,2 o ¢,1 where we did not write
the extensions to R[®; X B3]. Reporting that fact in the diagram above
provides the commutative diagram

€p2°Cpy
M — M Qg R[@l X @2] —— M ®pg R[@l X @2}
idT id]pj@AT ’L'dJVI®AT
M M ®p R[®] —2—~ M @5 R[&].
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By restricting to M, we get the commutative square

Cpo Qidp(e ]

M KRR R[@l] e M Xr R[@l X @2]

Cp,lT AT
C

M ? M ®r R[®)]

as desired. The other rule comes from the fact that 1 € G(R) acts trivially
on M and is a special case of the diagram (6.0.2).

(2) We are given ¢ : M — M ®pg R[®] satisfying the two rules. We define
first a morphism of R—functors hg — W (Endg(M)). According to Yoneda
lemma 2.1.1, we have

Homp— func(he, W(Endr(M))) = W(Endgr(M))(R[®])

= Homps) (M @r R[®], M @r R[®]) «— Hompg(M, M @r R[®]).

It follows that ¢ defines a (unique) morphism of R-functors

pe : he = W(Endr(M)) such that the universal element of & is applied to
¢. The first rule insures the multiplicativity (check it) and the second rule
says that the unit element 1 € &(R) is applied to idys. It follows that p.
factorizes through the subfunctor GL(M) of W (Endr(M)) and induces a
homomorphism of R-group functors hg — GL(M). O

6.0.9. Example. We claim that the regular representation is nothing but the
right translation on R[®] and that it is faithful. We consider the &-module
A = R[®] defined by the comultiplication A : A - A ®p R[®]. It defines
the regular representation p : & — GL(A). Given g € B(R), we consider
the following diagram (special case of the diagram (6.0.2))

A
id
A®p R[®] 2~ A®g R[6)]
iid@EQ lld®ﬁg
A" 4

where €4 is the evaluation at g and where the bottom is the compatibility
id@ Xg

(6.0.2). In terms of schemes, the map below is & = & x  Spec(R) —

& xp 6 product, g5, 1t follows that p(g).a = ao Ry = Rj(a) for each
a € A= R[®] where R, : & — & is the right translation by g, x — zg.

Let us show that the regular representation R[®] is faithful. Let S be an R—-
ring and let g € &(S) acting trivially on S[&]. It means that f o R, = f for
each f € S[®] hence f(g) = f(1) for each f € S[®]. But

(6.0.10)
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&(S) = Homg(S[®],5), so that g = 1. This shows that the regular rep-
resentation is faithful.

A morphism of &-modules is an R-morphism f : M — M’ such that
f(S)oplg) =p'(g9) o f(S) € Homg(M ®@p S, M' ®p S) for each S/R and for
g € 6(5). Equivalenty, this is to require the commutativty of the following
diagram

(6.0.11) M M

l Cp l Cp/
foid

M g R[®] 125 M’ @ R[®].

It is clear that the R—module coker(f) is equipped then with a natural
structure of -module. For the kernel ker(f), we cannot proceed similarly

S
because the mapping ker(f) @z S — ker(M ®r S 1) ®pr S) is not
necessarily injective. One tries to use the module viewpoint by considering
the following commutative exact diagram

0 —— ker(f) — M — M’
ker(f) ®p R[®] —— M @ RG] L2 M @x R®).

If & is flat, then the left bottom map is injective, and the diagram defines a
map c : ker(f) — ker(f) ®gr R[®]. This map c satisfies the two compatibil-
ities and define then a ®-module structure on ker(f). We have proven the
important fact.

6.0.12. Proposition. Assume that /R is flat. Then the category of &-
modules is an abelian category.

6.0.13. Remark. It is actually more than an abelian category since it carries
tensor products, see below.

6.1. Tensor products. Given two homomorphisms p; : hg — GL(M;),
p2 : he — GL(M3) we can form the tensor product

p1 @ p2 : he = GL(My ®p M>)

by means on the homomorphism

tensor representation

he 2225 GL(M;) x GL(M;) GL(M; ®p My)

6.1.1. Lemma. Let ¢; : M; — M; ®@r R[®B] be the coaction for i = 1,2 and
let ¢ : My @ My — (M; ®p Ms) @r R[B] be the coaction of the tensor
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representation. Then the following diagram commutes

c1®c2

M; @ My — (M) ®p R[®]) @ (My ®r R[8]) —— (M1 ®r M>) ®p (R[8] @ R[®])

\ lid@mult

(M1 ®p Ma) @R R[®].
Proof. We need to identify the coaction ¢ of My ® g Ms starting from
&= 6@ € Endpe) ((Mi@nRI®))@ pie) (Ma®pR[8]) ) = Endpie) (Mr@rMa)@RR[®))

where the isomorphism arises from the identification

(M1 ®r R[8]) ®re) (M2 ®r R[®]) (M1 @R M) ®p R[]

(m1 ®a1) @ (ma ® az) — (m1 ®@m2) ® (a1 as).

We consider then the following commutative diagram

(My ®r R[®]) @pje) (M2 ®r R[®]) (My ®r M) ®p R[®] <—— My ®@r My

S

(M ®R R[®]) ®pje) (M2 @ R[6]) — (M1 ®R M) ®r R[S

It follows that c(mi ® ma) = a(ec1(my) ® ¢(mg)) whence the desired state-
ment.
[l

In particular, if M; is a trivial &-module, we have ¢(m; ® ma) = mj ® ca(m2)
so that ¢ = idp;;, ® c2. The coaction has then an interpretation with tensor
products.

6.1.2. Lemma. Let M be a &-module with coaction ¢ and denote by ¢ €
Endpge)(M ®g R[®]) the action of the universal element of &. Let My, be
the underlying trivial &-module and consider the tensor structure on the
R-modules My, @ R[®] and M ®pr R[®].

(1) c: M — My ®p R[®] is a B-morphism.
(2) ¢: M ®g R[B| — My ®r R[B] is a B-isomorphism.
Proof. (1) The coaction of My, ®pr R[®] is idy @ A so that the first rule

c

M -y M ®r R[®]
(6.1.3) cl id®A@l

M @ R[®] <29 M ®r R[®] @ R[®),

so that the top horizontal map provides a &-morphism M — My, @ R[®].
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(2) By using the viewpoint of representations ¢ : M @ R[B] — M ®pr R[®]
(which is defined by ¢(m ® a) = ¢(m)a) is a &-morphism. It is invertible as
we have seen in the beginning of §6. g

6.2. Representations of diagonalizable group schemes. Let & = ©(A4)/R
be a diagonalizable group scheme. For each a € A, we can attach a character

Xa = n4a(a) : O(A) = G,, = GL1(R). It defines then a &—structure on the
R-module R.

To identify the relevant coaction, we use again Yoneda’s technique by
considering the homomorphism x4« = D(A)(R[A4]) = Gn(R[4]) = R[A]*
and the image of the universal element which is e, in view of Remark 3.4.2.
It follows that the coaction is defined by ¢, : R[A] — R[A], u + e, u so
that we have ¢,(r) =r ® e, € R®@g R[A] = R[A].

If M = ®ueaM, is an A-graded R—module, the group scheme ®(A) acts
diagonally on it by x, on each piece M,.

We have constructed a covariant functor from the category of graded A—
modules to the category of representations of ©(A).

6.2.1. Proposition. The functor above is an equivalence of abelian cate-
gories from the category of A—graded R-modules to the category of R—9(A)-
modules.

Proof. Step 1: full faithfulness. Let My and No be A-graded modules. We
have maps

[[ Hompg(Ma, Na) = Homg (a)—moa(Me, No) = ] Homp(Ma, Ny).
acA a,beA

It is then enough to show that Homp(M,, Ny) = 0 if a # b. For a # b,
let f: M, — Ny be a morphism of ®(A)-modules. Then for | € M,, we
have cn, (f(m)) = f(ear, (m)) so that f(m)®@ep, = f(M®ey) = f(m) ®eq €
Ny ® R[A]. Since R[A] = @,c4 Req, we conclude that f(m) = 0. We
conclude that Hompg(M,, Np) = 0 if a # b.

Step 2: Essential surjectivity. Let M be an R — D (A)-module and consider

the underlying map ¢ : M — M ®g R[A]. We write c¢(m) = Y @qa(m) ® eq.
acA
We apply the first rule (6.0.6), that is, the commutativity of

c

M —°%  M®pR[A
(6.2.2) cl z‘d®Al

M ®r RIA] <295 M ®x R[A] @ R|A.

We have then
(c@id)(c(m)) = (c@id) (D palm) @ ea) = DD~ @r(palm) e @ a.

acA beEA acA
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On the other hand we have
(i@ A)(c(m)) = (id @ A) (3 galm) @ ea) = 3 palm) ea @ eq.
acA acA
It follows that
Propa=0appa  (a,b€A)
We consider also the other compatibility (6.0.7)

M —%» M®gR[A]

(6.2.3) idl idxer

M
It implies that

m =id X €* (Z va(m) ea) = Z ©q(m).

acA acA
We obtain that
Z g = tdpy.
acA
Hence the ¢,’s are pairwise orthogonal projectors whose sum is the identity.

Thus M = @, 4 ¢a(M) which decomposes a direct summand of eigenspaces
as desired. 0

6.2.4. Corollary. Let 0 — M; — My — Ms — 0 be an exact sequence of
R — ©(A)-modules.

(1) For each a € A, it induces an exact sequence 0 — (My), — (M2)q —
(Mg)a — 0.

(2) The sequence 0 — My — My — M3 — 0 splits as sequence of R—D(A)—
modules if and only if it splits as sequence of R—modules.

Proof. (1) It readily follows of the equivalence of categories stated in Propo-
sition 6.2.1.

(2) The direct sense is obvious. Conversely, let s : M3 — My be a splitting.
Then for each a € A, the composite (Ms3), — M3 S My 28 (M3), provides

the splitting of (Ma), — (M3)q- O
We record also the following property.

6.2.5. Corollary. Let M be an R — &-module. Then for each S/R and for
each a € A, we have My, ®pr S = (Mg ®r S)q.

6.2.6. Corollary. Assume that R is a field. Then the category of repre-
sentations of D(A) is semisimple abelian category, that is, all short exact
sequences split [KS, 8.3.16].
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Proof. Since the category of k—vector spaces is semisimple so is the category
of A-graded vector spaces. Proposition 6.2.1 shows that the category of
representations of ©(A) is semisimple. O

It is also of interest to know kernels of representations.

6.2.7. Lemma. Let A" be a finite subset of A and denote by Ay the sub-
group generated by A'. We consider the representation M = Dacat R of
& =9(A), withng > 1. Then the representation p : & — GL(M) factorizes
as

& =9(4) = D(Ag) B GL(M)
where pg is a closed immersion. Furthermore ker(p) = ©(A/Ap) is a closed
subgroup scheme.

Proof. First case: A = Ap. Then the map & — GL(M) factorizes by the

closed subgroup scheme T = ]_[11 G"m‘t p- Since the map T' — Ap = A is
acA
onto, the map & — HuGzﬁR is a closed immersion (Proposition 3.5.2).
a€A
A composite of closed immersions being a closed immersion, p is a closed

Immersion.

General case. The representation p : & — GL(M) factorizes as
& =9(4) 5 D(A)) B GL(M)

where pg is a closed immersion. It follows that ker(p) = ker(q). This kernel
ker(q) is ®(A/Ap) and is a closed subgroup scheme of & (ibid). O

6.2.8. Remark. If R is a field, all finite dimensional representations of ©(A)
are of this shape, so one knows the kernel of each finite dimensional repre-
sentation.

6.3. Existence of faithful finite dimensional representations (field
case). Let k be a field and let & be an affine k-group.

6.3.1. Theorem. Let V be a k — &-representation. Then V = MZEIW
where V; runs over the f.d. subrepresentations of V.

Proof. We write ¢ : V. — V ®y, k[®] for the coaction. A sum of f.d. sub-

representations of & is again one, so it is enough to show that each v € V

belongs in some finite-dimensional subrepresentation. Let (a;);cr be a basis

of the k—vector space A. We write c¢(v) = > v; ® a;, where all but finitely
el

many v;’s are zero. Next we have A(a;) = Y 7 aj @ a;. Using the first
glel

rule (6.0.6) of comodules we have

D ew) ®a; = (c®id)(c(v) = (id @ A)e(v) =Y riji vi®a; @ a.
icl i,
Comparing the coefficients, we get c(v;)) = > 7i;; vi ® aj. Hence the
ijel
subspace W spanned by v and the v;’s is a subrepresentation. O
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6.3.2. Theorem. Assume that & is algebraic, that is, the k-algebra k[®] is
of finite type. Then & admits a finite dimensional faithful k—representation
V.

Proof. We start with the regular representation V' of G which is faithful in
view of Example 6.0.9. We write V = Mie[ Vi as in the previous theorem

where the V;’s are finite dimensional. We put $); = ker(& — GL(V;)), this
is a closed k-subgroup of G. For each k—algebra S, we have

() = ker(es(S) - GL(V)(S)) ~1.

We put $ = (), i, this is a closed k-subgroup of & with trivial functor of
points so that H = 1. We write k[$);] = k[®]/J;. Then

ker(R[®] - R) = - J.
el
Since the ring k[®] is a noetherian ring, its ideals are finitely generated so
that there exists i1,...,i. € I such that ker(R[&] — R) = J;; + -+ + J;..
We consider the index ¢ € I defined by V; = V;, +--- + V;,. We have
Hi=9H,N---NH,, sothat J; = J;, +---+ J;, = ker(R[@] — R) Thus
$; =1 and V; is a faithful representation of &. O

6.3.3. Remark. We will see later that a monomorphism of affine algebraic
k-group is a closed immersion, see also [DG, §II1.7.2] or [Mi2, thm. 3.34].
An easier thing ro do is to upgrade Theorem 6.3.2 by requiring that the
homomorphism is a closed immersion, see [Wa, Thm. 3.4].

6.4. Existence of faithful finite rank representations. This question
is rather delicate for general groups and general rings, see [SGA3, VIp.13]
and the paper [Th] by Thomason. Over a field or a Dedekind ring, faithful
representations occur.

6.4.1. Theorem. Assume that R or a Dedekind ring (e.g. DVR). Let &/R
be a flat affine group scheme of finite type. Then there exists a faithful
&-module M which is f.g. free as R-module.

The key thing is the following fact due to Serre [Se4, §1.5, prop. 2].

6.4.2. Proposition. Assume that R is noetherian and let &/R be an affine
flat group scheme. Let M be a &-module. Let N be an R-submodule of M
of finite type. Then there exists an R— G-submodule N of M which contains
N and is f.g. as R-module.

We can now proceed to the proof of Theorem 6.4.1. We take M = R[®]
seen as the regular representation, it is faithful (Example 6.0.9). The propo-
sition shows that M is the direct limit of the family of -submodules (M;);cr
which are f.g. as R-modules. The M;’s are torsion—free so are flat. Hence
the M;’s are projective (in view of Lemma 5.2.1).
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We look at the kernel 9;/R of the representation & — GL(M;). The
regular representation is faithful and its kernel is the intersection of the
M;. Since & is a noetherian scheme, there is an index ¢ such that 91, = 1
(argument of the proof of Theorem 6.3.2). In other words, the representation
& — GL(M;) is faithful. Now M; is a direct summand of a free module
R" ie. R" = M; & M/. It provides a representation & — GL(M;) —
GL(M; & M) which is faithful and such that the underlying module is free.

An alternative proof is §1.4.5 of [BT2] which shows that the provided
representation & — GL(M) is actually a closed immersion. This occurs as
special case of the following result.

6.4.3. Theorem. (Raynaud-Gabber [SGA3, VIp.13.2]) Assume that R is a
reqular noetherian ring of dimension < 2. Let &/R be a flat affine group
scheme of finite type. Then there exists a &-module M isomorphic to R™ as
R-module such that ppr: & — GL,(R) is a closed immersion.

Finally there are examples due to Grothendieck of rank two tori over the
local ring of a nodal curve which do not admit a faithful representation

[SGA3, X.1.6], see also [G2, §3].

6.5. Hochschild cohomology. We assume that & is flat. If M is a &
module, we consider the R-module of invariants M® defined by

M® = {mGM Im®1=c(m) eM@RR[@]}.
It is the largest trivial &-submodule of M and we have also M® = Homg (R, M)
and is denoted by H(&, M).

6.5.1. Example. For an R-module N, we consider the tensor product N ®pg
R[®]. We claim that the map N — N ®p R[®] induces an isomorphism

N = H°(&, N ®g R[®)]).

Clearly the above map is injective. Conversely let >°.n; ® a; € H*(&, N ®g
R[®]). Then we have

Zni ®a; Q1= C(an ®ai) = an ®A(CL1) € N®RR[Q5] ®R[®]
By applying id ® e @ id, we get Y . n; ® €(a;) = Y, n; ®a; so that Y. n; ®@a;
belongs to V.

We can then mimick the theory of cohomology of groups.

6.5.2. Lemma. The category of R — &-modules has enough injective.

We shall use the following extrem case of induction, see [J, §2, 3] for the
general theory.

6.5.3. Lemma. (Frobenius reciprocity) Let N be an R-module. Then for
each &-module M the mapping

¥ : Homg (M, N @ R[®]|) — Homp(M, N),
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given by taking the composition with the augmentation map, is an isomor-
phism.

Proof. We define first the converse map. We are given an R-map
fo: M — N and consider the following map of &-modules

M~ M, op R&] L2% N og R[®]

where we use again Lemma 6.1.2.(1). By construction we have ¢ (f) = fo.
In the way around we are given a &-—map h : M — N ®pr R[®] and denote by
ho: M — N ®@r R[®] 184 N = 0. We consider the following commutative
diagram

M "5 NopR[®

CMl idxA@l

M @ R[®] 9% N g R|6] 9k R|®]

idXe*l idXE*J,

M e Neg R[S

idxX A idn Xe* Xid

The composite N x g R[&] —— N®grR[B|®@r R[] ———— NQprR[B] is
the same than the left vertical map and is equal to hg®1id. Thus h = hg®1id
as desired. 0

6.5.4. Remark. Now if N is a &-module, we remind the canonical isomor-
phism N ®g R[®] — Ny @ R[®] of &-modules where N, denotes the
underlying R-module seen as trivial R — &-—module (Lemma 6.1.2). Lemma
6.5.3 gives rise then to an isomorphism

Homg (M, N ®r R[®]) — Hompr(M, N),
for any &-module M.
We can proceed to the proof of Lemma 6.5.2.

Proof. The argument is similar as Godement’s one in the case of sheaves. Let
M be a &-module and let us embed the R—module My, in some injective
R-module I (this exists, see [We, Exercise 2.3.5]). Then we consider the
following injective &-map

M —2 5 M, ®r R[®] = I @ R[®]
where we use Lemma 6.1.2. We claim that I ®p R[®] is an injective &-
module. We consider a diagram

0 —— N N

7|

I ®r R[&].
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From Frobenius reciprocity (i.e. Lemma 6.5.3), we have the following

Home (N', I @5 R[®]) —— Home (N, I @5 R[®])

=| ~|

i*

Homp(N', 1) — Homg (N, I).
Since [ is an injective R—module, the bottom map is onto. Thus f extends
to a &-map N' — I g R[8]. O

We can then take the right derived functors of the left exact functor
R—&—mod — R—Mod, M — M® = H)(®, M), see [We, §2.5]. It defines
the Hochschild cohomology groups Hi (&, M). If 0 — My — My — M3 — 0
is an exact sequence of &—modules, we have the long exact sequence

o HY(S, My) — Hi(®, M) — HY(&, Ms) & HITH(S, My) — ...

6.5.5. Lemma. Let M be an R[®&]|-module. Then M ®g R[®] is acyclic, i.e.
satisfies '
Hy(B, M @ R[®]) =0 Vi > 1.

Proof. We embed the M in an injective R-module I and put @ = I/M. The
sequence of G-modules
0= M®rR[® - 1r R[] - Q&g RG] —0
is exact. We have seen that /&g R[®] is injective, so that H} (8, I@ g R[®]) =
0 for each ¢ > 0. The long exact sequence induces an exact sequence
Homg (R, I ®p R[®B]) —— Homg(R,Q ®@g R[®]) —— HI(6, M @5 R[&]) — 0

~| ~|

I — Q — 0.
Therefore H} (6, M ®g R[]) = 0. The isomorphisms

Hi(8,Q ®p R[B]) — H'™ (&, M @5 R[B])

permits to use the standard shifting argument to conclude that
H Y&, M @ R[®]) = 0 for each i > 0. O

As in the usual group cohomology, these groups can be computed by
means of cocycles. This provides a description of H}(®,M) in terms of
Hochschild cocycles, see [DG, I1.3] or [J, §4.16] for details. A n—cocycle (resp.

a boundary) in this setting is the data of a n-cocycle (resp. a boundary)
c(S) € Z™(&(S),M ®r S) in the usual sense and which agree with base
changes.

6.5.6. Remark. In particular, there is a natural map Z" (68, M) — Z"(&(R), M).
If & = I'p is finite constant, this map induces an isomorphism H{(I", M) =
H;(T', M) with the usual group cohomology (see [DG, I1.3.4]).
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We can state an important vanishing statement.

6.5.7. Theorem. (Grothendieck) Let & = D(A) be a diagonalizable group
scheme. Then for each &-module M, we have H (&, M) = 0 for each i > 1.

Proof. Once again we embed M in M;, ®gr R[A], it is a direct summand
as R—module. According to Corollary 6.2.4, the &-module M is a direct
summand of the flasque &-module M ®pr R[®] (see Lemma 6.5.5). Hence
M is flasque as well and has trivial cohomology (for ¢ > 1). O

6.6. First Hochschild cohomology group. We just focus on H' and H?.
Then

Hy (8, M) = Zy(®, M)/B;(®, M)
are given by equivalence of Hochschild 1-cocycles. More precisely, a 1-cocycle
(or crossed homomorphism) is an R—functor

z:he — W (M)
which satisfies the following rule for each algebra S/R

2(9192) = 2(g1) + g1-2(92) ¥V g1,92 € &(S).
Note that z(151ls) = 2(1g) +2(1g) so that z(1g) = 0. The coboundaries are
of the shape g.m®1 — m® 1 for m € M. As in the classical case, we can
attach to z € Z}(®, M) an R-map
5, € Hompg_ punc(he, W(M) X he)
defined by
sz(9) = (2(9),9) € (M ®R 5) % &(5)

for each R-algebra S and each g € B(5). We have the following dictionnary.

6.6.1. Lemma. (1) The assignment
Zy(6, M) — Homp_fync(he, W (M) x hg), z > sz,

is a bijection between Z} (&, M) and the homomorphic sections of the homo-
morphism of R-group functors W (M) X hg — hg.

(2) Furthermore it induces a bijection between Zi(®, M) and the set of
M -conjugacy classes of those sections.

Proof. (1) Let us check first that s, is a homomorphic section of the map
W(M) % hg — hg. Let S be an R—algebra and let g1, g2 € &(S). We have

s2(g1) 52(92) = (2(91), 1) (2(92), 92) = (2(91)+91-2(92), 91 92) = (2(91 92), 91 92) = 52(91 92)

by using the cocycle condition. Since s,(1g) = (0, 1g), s, is an homomorphic
section of (M ®r S) x &(S) — &(S).

Conversely we are given a homomorphic section s of W (M) x hg — hg.
For each R-algebra S, it is of the shape s(g) = (a(g), g) for each g € G(S)
with a(g) € M®RS. The above computation shows that a : &(S) - M®prS
satisfies the cocycle relation. The functoriality in S enables us to conclude
that a is an Hochschild 1-cocycle.
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(2) For an homomorphic section s and m € M, we consider the homomorphic
section s defined by ™s : B(S) = (M ®gr S) x &(S); i.e. by ("s)(g) =
m s(g)m~L. We have

("s)(9) = (m,1s) (a(g), 9) (=m, 1s) = (m+alg), g) (=m, 1s) = (m+a(g)—g.m, g).
The dictionnary tells us that s, and s, are M—conjugated if and only if 2z
and 2’ are cohomologous. O

6.7. H? and group extensions. A 2-cocycle for  and M is the data for
each S/R of a 2-cocycle f(S) : &(S5) x &(S) - M ®r S in a compatible
way. It satisfies the rule

g1- f(g2,93) — f(9192,93) + f(91,9293) — f(g1,92) =0

for each S/R and each g1, g2, g3 € &(S). The 2-cocycle ¢ is normalized if it
satisfies furthermore the rule

each S/R and each g € &(S). Up to add a coboundary, we can always deal
with normalized cocycles. The link in the usual theory between normalized
classes and group extensions [We, §6.6] extends mecanically. Given a nor-

malized Hochschild cocycle ¢ € Z?(®, M), we can define the following group
law on the R—functor W (M) x & by

(m1,91).ma,g2) = (ml +g1-m2 + c(91, 92), 9192)

for each S/R and each m € M ®r S and g € &(S). In other words, we
defined a group extension E; of R-functors in groups of hg by W(M).
In the way around, we are given an extension

0—-W(M)—E—hg—1

of R—functors in groups. Since F — hg is an epimorphism, the universal
point g% € &(R[®]) lifts to an element e € E(R[®]) (see §2.2). In other
words we have a section s : hg — F and we will associate a 2-cocycle which
measures how far s is a homomorphism. As in abstract group case [We, th.
6.6.3], for each R-ring S, we set

¢s(91,92) = s(91) s(92) s(g192) ™" (91,92 € B(9)).

We can check that cs is a normalized 2-cocycle and that two normalized
cocycles ¢, ¢ are cohomologous if and only if the extensions E. and E. are
isomorphic. Now we denote by Extr_ functor (&, W (M)) the abelian group of
classes of extensions (equipped with the Baer sum as defined in the classical
setting in [Bn, IV, exercise 1]) of R-group functors of hg by W (M) with
the given action hg — GL(M).

The 0 is the class of the semi-direct product W (M) x hg. As in the
classical case, it provides a nice description of the H?.

6.7.1. Theorem. [DG, I1.3.2] The construction above induces a group iso-
morphism Hg(@, M) Extr— functor (&, W (M)).
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As consequence of the vanishing theorem 6.5.7, we get the following

6.7.2. Corollary. Let A be an abelian group and let M be a D(A)-module.
Let 0 - W(M) - F — ©(A) — 1 be a group R-functor extension. Then F
is the semi-direct product of ®(A) by W (M) and all sections of F — D(A)
are M -conjugated.

6.8. Linearly reductive algebraic groups. Let k be a field and let G/k
be an affine algebraic group. Recall that a kK — G-module V is simple if 0
and V are its only G-submodules. Note that simple kK — G—module are finite
dimensional according to Proposition 6.4.2. A kK — G—module is semisimple
if it is a direct sum of its simple submodules.

6.8.1. Definition. The k—group & is linearly reductive if each finite dimen-
sional representation of & is semisimple.

We have seen (in an exercise) that diagonalizable groups are linearly re-
ductive. An important point is that this notion is stable by base change and
is geometrical, namely G is linearly reductive and only if G xj k is linearly
reductive (see [Mg, prop. 3.2]). Exactly as in the case of diagonalizable
groups, we have the following vanishing statement.

6.8.2. Theorem. Assume that the affine algebraic group G/k is linearly
reductive. Then the category of G-modules is semisimple and for each rep-
resentation V of G, we have Hy(G,V) =0 for each i > 0.

Proof. We have to show that each short exact sequence 0 — V/ — V 2,
V" — 0 of G-modules split.
Step 1: 'V is finite dimensional. This is clear by decomposing it in a direct
sum of simple representations.
Step 2: V" is finite dimensional. We write V = h_m»elm of its f.g. G-
submodules (Thm. 6.3.1). Then the above sequence induces sequences of
G-modules

0>V =Vi->V'"—0
which are split. For i large enough, we have V/” = V” so the sequence is
split.
Step 3: General case. We consider the set £ of the pairs (W, s) where W
is a G-submodule of V" and s : W — V" is a G-hommorphism such that
pos: W — V" is the inclusion map. This set is partially ordered, we say
that (Wy,s1) < (Wa,s2) is Wi C Wa and sy, = s1. Clearly € admits
upper bounds for every chain so Zorn’s lemma provides a maximal element
(W, s) of £. Assume that W C V" and pick z € V”\ W. Then x belongs
to a finite dimensional G-submodule V" in view of Theorem 6.3.1; at least
one of the simple G-submodule V" of V) is not included in W. Since Vj
is simple, we have W NV’ = 0 hence a direct sum W @& V' C W. By the
step 2, there exists a section so : Vj' — V so that s @ so extends s. This
contradicts the maximality of W. Thus W = V" and we are done.
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The argument for the vanishing of Hochschild cohomology is then the
same than for diagonalizable groups. We embed a representation V in
V @y k[G] so that V is a direct summand of V ®; k[G]. But V @y k[G]
is flasque (see Lemma 6.5.5), so that H*(G,V) =0 for all i > 1. O

6.8.3. Corollary. Under the assumptions of Theorem 6.8.2, each extension
of group functors of G by a vector algebraic group W (M) (M finite dimen-
sional representation of G) splits. Furthermore M acts transitively on the
sections of W(M) x G — G.

Proof. This follows of the interpretation of 0 = HZ(G, V) in terms of group
extensions (Thm. 6.7.1) and 0 = H}(G,V) in terms of sections (Lemma
6.6.1.(2)). O

The smooth connected linearly reductive groups are the reductive groups
in characteristic zero and only the tori in positive characteristic (Nagata,
see [DG, 1V.3.3.6]).

For example, GL,, (for n > 2) is reductive in characteristic zero but not
over a field of positive characteristic.

6.8.4. Example. Let k£ be a field. The additive k—group G, is not linearly
reductive. We consider the representation p : G, — GLo,

|_>1x
t 10

Then the second projection ps : k2 — k is a G,-homomorphism with % the
trivial representation. We have H°(G,, k @ k) = k.e1 and it does surject by
p2 on k. The exact sequence 0 — kK — kD k P2, k — 0 is then not split.
Furthermore it induces a sequence

P2,x

0—=k— HYGupk@k) =5k — H (Gu, k) — ...
so that H(G,, k) is non zero.

For more on the topic, see [Mg] and [Wn]. By using a similar method
(involving sheaves) in the non-abelian setting, Demarche gave a proof of the
following classical result [De].

6.8.5. Theorem. (Mostow [Mo]) Assume that char(k) = 0 and let G/k be
a linearly reductive group and let U/k be a split unipotent k-group. Then
each extension of algebraic groups of G by U is split and the sections are
conjugated under U (k).
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Lie algebras, lifting tori

7. WEIL RESTRICTION

We are given the following equation 22 = 1 + 2i in C. A standard way
to solve it is to write z = x + iy with z,y € R. It provides then two real
equations 22 — y?> = 1 and 2y = 1. We can abstract this method for affine
schemes and for functors.

We are given a ring extension S/R or j: R — S. Since a S-algebra is an
R-algebra, an R-functor F' defines an S-functor denoted by Fs and called the
scalar extension of F' to S. For each S—algebra S’, we have Fs(S") = F(5’).
If X is an R-scheme, we have (hx)s = hxxps-

Now we consider a S—functor E and define its Weil restriction to S/R

denoted by [] F by
S/R

(H E) (R)) = E(R ®r S)
S/R
for each R—algebra R’. We note the two following functorial facts.

(I) For an R-map or rings u : S — T', we have a natural map

(7.0.1) we: [[E =[] Er

(IT) For each R'/R, there is natural isomorphism of R'—functors

(7.0.2) (HE)R% [ Esenn-

S/R S®RRrR'/R/

For other functorial properties, see appendix A.5 of [CGP], for example the
construction.

At this stage, it is of interest to discuss the example of vector group
functors. Let N be an R—module. We denote by j,./N the scalar restriction
of N from S to R [Bbkl, §I1.1.13]. The module j.N is N equipped with
the R—module structure induced by the map j : R — S. It satisfies the
adjunction property Homg(M, j.N) — Homg(M ®g S, N) (ibid, §111.5.2).

7.0.3. Lemma. (1) We have a canonical isomorphism [[ W(N) — W (j.N).
S/R
(2) If N s f.g. projective and S/R is finite and locally free, then the R—

module j.N is f.g. projective and [[ W(N) is representable by the vector
S/R
group scheme (5. N).

For a more general statement, see [SGA3, 1.6.6].
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Proof. (1) For each R-algebra R’, we have

(TI W) (') = W(N)(R@nS) = Nos(R'@rS) = j.NorR = W(j.N)(R).
S/R

(2) We write N® N’ = S™ so that j.N®j.N' = (j.S)". Since the R—module

S is f.g. projective, (7.S)™ is f.g. projective and so is j.N. Hence W (j.N)
is representable by the vector R-group scheme 20(j.N). g

7.0.4. Example. We have hgpec(r)y = HS/R hgpec(s)- This is the case N =0
of Lemma 7.0.3.(1).

If F is an R-functor, we have for each R'/R a natural map
ne(R): F(R)) > F(R @5 8) = Fs(R @ 8) = (] Fs) (R);
S/R

it defines a natural mapping of R—functor np : F' — ][ Fs called often the
S/R
diagonal map. For each S—functor E, it permits to defines a map

Qb : HomS—functor (FS’ E) — HomR—functor (F, H E)

S/R
by applying a S—functor map ¢ : Fis — F to the composition
ITg
ng S/R
F% 1[Frs — [[E
S/R S/R

7.0.5. Lemma. The map ¢ is bijective.
Proof. We apply the compatibility (7.0.2) with " = Sy = S. The map
S — S®R Sy is split by the codiagonal map V : S®rSs — S, 5159 — $189.
Then we can consider the map

~ v, _

op: (T1 E>52 = ] Esenss B [[E=E
S/R S®RrS2/S2 S/8

This map permits to construct the inverse map 1 of ¢ as follows

W(h): Fg '8 (HE) 5 g
S/R 52
for each I € Hompg_ tuncor (F 11 E) By construction, the maps ¢ and v
S/R
are inverse of each other. O
In conclusion, the Weil restriction from S to R is then right adjoint to
the functor of scalar extension from R to S.

7.0.6. Proposition. Assume that S is finite locally free over R. Let /S
be an affine scheme of finite type (resp. of finite presentation). Then the
functor HS/R hy is representable by an affine scheme of finite type (resp. of
finite presentation).
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Again, it is a special case of a much more general statement, see [BLR,
§7.6]. We denote by HS/R@ the R-scheme representing HS/R hy.

Proof. The R—functor HS/R hg is a Zariski sheaf. According to Lemma

2.3.2, up to localize for the Zariski topology, we can assume that S is free

over R, namely S = ®;=1,._qRw;. We see ) as a closed subscheme of some

affine space A%, that is given by a system of equations (Py)acr With P, €

S[t1,...,tn]. Then [T hg is a subfunctor of [] W(S™) — W (j.(S")) —
S/R S/R

W (R™) by Lemma 7.0.3. For each I, we write

Pa( Doy > Y Y ym) =Qagwi+ -+ Qaywr
d d

i=1,.., i=1,., i=1,...d

with Qo € R[yki;i = 1,..,d;k = 1,...,n]. Then for each R'/R, (H hg])(R’)
S/R

inside R is the locus of the zeros of the polynomials () ;. Hence this func-

tor is representable by an affine R-scheme X of finite type. Furthermore, if )

is of finite presentation, we can take I finite so that X is of finite presentation

too. [l

In particular, if $/S is an affine group scheme of finite type, then the
R—group functor [] hg is representable by an R-affine group scheme of finite
S/R
type. There are nice functoriality issues, for example for open (resp. closed)
immersions appendix A.5 of [CGP]. There are two basic examples of Weil
restrictions.

(a) The case of a finite separable field extension k’'/k (or more generally
an étale k-algebra). Given an affine algebraic k’-group G’/k', we associate
the affine algebraic k-group G = [] G’ which is often denoted by Ry /5 (G),

k' [k
see [Vo, §3. 12]. In that case, Ry /5 (G) x ks — (G;es)d. In particular, the
dimension of G is [k : k] dimy (G’); the Weil restriction of a finite algebraic
group is a finite group.

(b) The case where S = k[e] is the ring of dual numbers which is of very

different nature. For example the quotient k-group [] (Gy,)/Gy, is the
kle]/k
additive k-group. Also if p = char(k) >0, [] gk is of dimension 1.
kle]/k
A side statement is the following.

7.0.7. Lemma. Assume that S is locally free over R of constant rank d > 1.
Let X be an affine R—scheme and consider the diagonal map nx : X —
[Is/r(X xR S). Then nx is a closed immersion.

Proof. Without loss of generality we may assume that R is non zero and so
is S. Let i : X — A% = 20(R") be a closed immersion. We consider the
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commutative diagram

x n

[Is/r(X xR S)
i [Is/r(is)

W(R") — Q}R W(S") = W(j,5).

Since the two vertical maps are closed immersions, we are reduced to the
case of Q(R™) and even to the case of QW(R). As R-module, we claim
that R is a direct summand of S, this implies that 20(R) — 20(5.S) is
a (split) monomorphism hence a closed immersion in view of Proposition
3.5.3. To establish the claim we embed S as direct summand in R'. The
vector j(1) = (r1,...,7;) is unimodular, that is, . ;R = R 4. Thus R is a
direct summand of the R—module S and the claim is proven. O

Let us give an application of Weil restriction.

7.0.8. Proposition. Let & /R be an affine group scheme. Assume that there
exists a finite locally free extension S/R of degree d > 1 such that & xg S
admits a faithful representation N f.g. locally free as S—module. Then &
admits a faithful representation M which is f.g. locally free as R—module.

Proof. Let p: ® xr S — GL(N) be a faithful S-representation and denote
by M/R the restriction of N from S to R. We have seen that M is f.g.
projectivein Lemma 7.0.3.(2).

We have a natural embedding Endg(N) C Endr(M) of R-algebras. Given
an R-algebra R’, we can map

H (W(Endg(N)))(R') = Endg(N) ®s (S ® R') = Endg(N) @r R'.
S/R

in Endpr(M) ®g R = W(Endg(M))(R'). We have then a morphism of
R—functors
[ (W (Ends(N))) = W (Endg(M))
S/R
and we claim that is a monomorphism. The S—module Endg(N) is finite
locally free so that Endg(N)®g(S®R') = Endgg,r (N ®s(S®R')) [Bbk,
IL.5.3, prop. 7). This embeds in (W(Endg(M)))(R') = Endg(M) @g R’ =
Endg (M ®pR') = Endg (N ®@g (S®g R’)) so that the claim is established.
We have then a monomorphism of R-schemes [[ g/ (2 (Ends(N))) — 2(Endr(M)).

We obtain then a monomorphism of R—group schemes [[ GL(N) — GL(M)
S/R

4This is a standard argument. If not rq,...,r; belong to a maximal proper ideal m of
R, contradicting the fact that 1 ® R/m is non zero.
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of R—group schemes. We consider then the R—map

ITr
& " 5 [[6xrS —— [[ GL(V) — GL(M)
S/R S/R

Lemma 7.0.7 states that the left handside map is a closed immersion. The
map in the diagram is a composite of monomorphisms, hence a monomor-
phism. O

7.0.9. Remark. If p is a closed immersion, we claim that so is the con-
structed map & — GL(M). Since [] p is a closed immersion, it is enough

S/R
to check that [[ GL(N) — GL(M) is a closed immersion. We claim that
S/R
we have a cartesian diagram
[] GL(N) GL(M)
S/R

|

SI/TR W(Endg(N)) = W(j,Endg(N)) — W(Endp(M))

where the bottom horizontal map is a closed immersion in view of Propo-
sition 3.5.3. The cartesianity follows from Endg(N)* = Endgr(M)* N
Endg(N) and similarly after any change of rings R'/R.

7.0.10. Remark. It is natural to ask whether the functor of scalar extension

from R to S admits a left adjoint. It is the case and we denote by | | E this
S/R

left adjoint functor, see [DG, §I.1.6]. Tt is called the Grothendieck restriction.

If p: S = R is an R-ring section of j, it defines a structure R” of S-—

ring. We have || E = || E(RPF). If E = hy for a S—scheme ), || 9
S/R p:S—R S/R
is representable by the R—scheme ). This is simply the following R-scheme

2) — Spec(S) =N Spec(R).
8. TANGENT SPACES AND LIE ALGEBRAS

8.1. Derivations. Let S be an R-ring and let M be an S—module. An R-
derivation on M is an R-module homomorphism d : S — M to the S-module
M satisfying the Leibniz rule
d(fg) = fd(g)+gd(f) (f,g€S9).
We have d(1) = d(1.1) =1d(1) + 1d(1) so that d(1) = 0 and d(R) = 0. We
denote by Derg(S, M) the R—module of R-derivations on S to M.
We define the S—module of Kéhler differentials Q}g /R 8 the quotient of

the free S—module S®) = @ Sds by the S-module of relations generated
seS
by
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(a) dr, r € R;

(b) d(s +t) =ds +dt, s,t € S,

(c) d(st) =sdt +tds, s,t € S.

The map d : S — Qg/R, s — ds, is then a derivation (note that R-

linearity follows from (a)). Next let f : Q}q /R M be a morphism of S-
modules. We define df(s) = f(ds), then df(st) = f(d(st)) = f(sdt+tds) =

s f(dt) +t f(ds) so it is a derivation. The derivation d is actually universal
in the sense of the following statement.

8.1.1. Theorem. [St, Tag 00RO| For each S—-module M, the map
Homg (g, p, M) — Derg(S, M), frsdo f
is an isomorphism.

8.1.2. Example. (see [St, 00RX]) If S = R[T,...,T},], we claim that we
have

Qgp=SdT & -~ ® SdT, = R".
Since S is generated as R—algebra by T1,...,T;,, the map

f:8dTy @ -+ @ SdT, — Qgp, (Pr, ., P) = PrdTy + - + P dTy,
is onto. Next consider the R-derivation 0/0T; : S — S. By the universal
property this corresponds to an S-module map I; : Q}q /R S which maps
dT; to 1 and dTj to 0 for j # i. Thus it is clear that there are no S-linear
relations among the elements dT1, ..., dT,.

In particular for M = R with S—structure P(T1,...,T,).r = P(0,...,0).r,
we have Derg(S, R©) = Homg(S™, R©)) = R" with generators Dy, ..., D,
defined by D;(P) = (OP/0T;)(0).

8.2. Tangent spaces. We are given an affine R-scheme X = Spec(A).
Given a point = € X(R), it defines an ideal I(z) = ker(A 25 R) and de-
fines an A-structure on R denoted R®. We denote by Rle] = R[t]/t? the

ring of R-dual numbers. We claim that we have a natural exact sequence of
pointed set

1 — Dera(4,R®) —=—  X(R[]) —— X(R)—1

Il
Homp (A, Rle]).

where the base points are © € X(R) C X(Rle]). The map i, applies a
derivation D to the map f — s,(f) + e D(f). It is a ring homomorphism
since for f,g € A we have

iz(fg9) = s«(fg)+eD(fg)
sz(f) sz(g9) + € D(f) sz(g) + esx(f) D(g) [derivation rule]
= (s:(f) +eD(f) - (s:(9) +eD(g)) [ =0]
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Conversely, one sees that a map u: A — Rle|, f — u(f) = sz(f) +ev(f)
is a ring homomorphism and only if v € Der4(A, R").

8.2.1. Remark. The geometric interpretation of Der4 (A, R*) is the tangent
space at x of the scheme X/R (see [Sp, 4.1.3]).

We have a natural A-map
Hom g moa(I(2)/1%(x), R*) — Dera(A, R®);

it applies an A-map [ : I(x)/I?(x) — R to the derivation D; : A — R,
f = Di(f) = U(f — f(x)). This map is clearly injective but is split by
mapping a derivation D € Der4(A, R") to its restriction on I(x). Hence the
map above is an isomorphism. Furthermore I(z)/I?(z) is an R®~module
hence the forgetful map

Hom g _moa(I(z)/I%(x), R*) = Homp_meqa(I(x)/I*(x), R)
is an isomorphism. We conclude that we have the fundamental exact se-
quence of pointed sets

1 —— (I(x)/1%(x))" —=— X(R[]) — X(R) — 1.

We record that the R-module structure on I(x)/I(x)? is also induced by
the change of variable e — A e. This construction behaves well with fibered
products.

8.2.2. Lemma. Let Q) = Spec(B) be an affine R—scheme and let y € P(R).
The dual of the R-module map v : I(x)/I*(z)®I(y)/I*(y) — (2, y)/1?(z,y)
is an isomorphism and fits in the following commutative diagram

L —— (I(2)/(2))" @ (I(y)/ () X(R[e]) x D(Rle]) —— X(R) x Y(R) = 1

w]= = =

1 (I, )/ () LoDy (2 xp )R —— (X xpD)(R) > 1.

ig Xy

commautes.

Proof. We write the two sequences and the map between them is provided by
the fact that the map (X xzrQ)(R[e]) — X(R[e]) x D(R[e]) is bijective. [

We note that an R-module, I(z) is a direct summand of R[X]. If we

consider an R-ring S, il follows that I(z) ®g S is the kernel of R[X] ** .
In conclusion, we have then defined a (split) exact sequence of pointed R—
functors

1 —— B(I(2)/I(2)?) —== I Xgq . X 1.
R[e]/R
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8.3. Smoothness. There are several equivalent definitions for expressing
that an R-algebra S is smooth. We have chosen to follow a variant of
[GW2, §10.18] provided by the Stacks Project [St, Tags 00T6, 00T7].

8.3.1. Definition. (1) An R-algebra S is standard smooth if

S=R[Ty,....,Tn)/(f1,.--\ fe)
with 0 < ¢ < n such that

(2) An R—algebra S is smooth if it is of finite presentation and if for each
geometric point y € Spec(S) of image x € Spec(R), there exists f € R and
g € S such that x € Spec(Ry), y € Spec(Sy), and R — S induces a map
Ry — Sy which is standard smooth.

8.3.2. Remarks. (a) If the R-algebra S is standard smooth with the above
presentation, it follows that the non-empty geometric fibers are of dimen-
sion n — ¢ in view of [GW2, Thm. 18.56.(v)]. In particular is S is non zero,
the relative dimension d is well-defined. We will see later another way to
understand that, see Remark 8.3.7.

(b) Etale means smooth of relative dimension 0. We have to pay atten-
tion that the notion of standard étale is different [St, Tag 00UB], this is

S = R[T)q/P(T) where P is a monic polynomial such that P'(T) € S*.

The two notions are stable by arbitrary base change on R.

8.3.3. Examples. (a) A localization Ry is a smooth R-algebra.
(b) The polynomial R-algebra R[T1,...,Ty] is smooth.

The advantage of this definition is to be close of the intuition coming from
differential geometry but it is not intrinsecal. However a good point is that
it behaves well under composition [St, Tags 00T9, 00TD]. It turns out that
smooth R-algebras are flat [GW, thm. 14.24], we refer to [GW2, §18.10] for
the equivalence with other definitions. The most important result is that
smoothness can be characterized on the functor of points.

8.3.4. Theorem. (see [GW2, Cor. 18.57], [St, Tag 00TN, 00UR]) Let X =
Spec(A) be an affine R-scheme which is finitely presented.

(1) The R-scheme X is smooth (i.e. A is an R—smooth algebra) if and only
if X is formally smooth, that is: for each R-ring B and each ideal I C B
satisfying 1> = 0, the map X(B) — X(B/I) is onto.

(2) The R-scheme X is étale (i.e. S is an R-étale algebra) if and only if X

s formally étale, that is: for each R-ring B and each ideal I C B satisfying
I? = 0, the map X(B) — X(B/I) is bijective.

We make now the connection with tangent spaces.
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8.3.5. Lemma. Let S = R[T1,...,T,]/(f1,...,fe) = R[T1,...,T,,]/1 be a

standard smooth algebra with 0 < ¢ <n and det((afi/(‘?Tj)i,jzl 77777 c) €8%.
(1) The S-module I/1? is free of base fi,..., fe.
(2) The S—module QE/R is free of base the images of dTcy1, ..., dTy.

Proof. (1) and (2) We put B = R[T3,...,T,] and denote by p: B — S =
B/I the quotient map. According to [St, Tag 00RU], we have an exact
sequence of S—modules

[/ B 0L L @p S — QL p — 0.

By taking into account Example 8.1.2, we have Q}B /R = B™, this sequence
becomes '
R

C
We precompose by the surjective map S¢ — I/1%, (s1,...,8:) = Y. 8 fj.
j=1

C

The matrix of S¢ — S™, (s1,...,S¢) — (Z s; (9fj/3Ti> X is

j=1 i=1,...,n

(05;/0m3)

which admits an invertible minor. It follows that the S-linear map S¢ — S"
admits a left inverse and that S¢ — I/I%. Thus I/I? is a free S-module of
rank c.

We conclude also that Q}g /R is a free S—module of rank n — c.

j=1,..,ci=1,...n

O

8.3.6. Lemma. Let X = Spec(A) be affine R—scheme X/R which is smooth
of relative dimension d.

(1) The R[X]-module Q}%[%]/R is locally free of rank d.

(2) Let x € X(R) and consider the ideal I(z) = Ker(R[X] =% R). Then
the R-module (I(x)/I(x)?)V is locally free of rank d.

Proof. (1) We are allowed to localize on R[X] (using [St, Tag 00RT, (2)],
so that the statement boils down to the composite R — Ry — S for some
[ € R where S is a standard smooth R;-algebra. In view of [St, Tag 00RT,

(1)], we have an isomorphism of S—modules Q}g /R - Qg /R, SO that we are

reduced to the case when S is a standard smooth R-algebra. That case is
treated by Lemma 8.3.5.(2) so we are done.

(2) By (1), the R[X]-module Q}%[%] /g 18 locally free of rank d. We write
Q}?[%]/R @ N = R[X]", so that the R-module HomR[%](Q}%[x]/R,Rx) is a
direct summand of Hom gy (R[X]", R®) = R" so that is locally free. Thus

the R-module (I(x)/I(x)?)" is locally free. To check this is of rank d, we
can localize on X. O
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8.3.7. Remark. It provides another way to see that the relative dimension d
of X is well-defined by taking a non-empty geometric fiber of X — Spec(R).

8.4. Lie algebras. Now let /R be an affine group scheme. We denote by
Lie(®)(R) the tangent space at the origin 1 € B(R). This is the dual of
I/I? where I C R[®] is the kernel of the augmentation ideal. We define the
“Lie algebra of &” vector R—group scheme by

Lie(®) = B(I/I?)

and we shall define later the Lie algebra structure. We recall that it fits in
the sequence

0 —— Lie(®)(R) —— O6(Rl¢])) —— B(R) — 1
X —  exp(eX)

which is a split exact of abstract groups where Lie(&)(R) is equipped with
the induced group law.

8.4.1. Lemma. That induced group law is the additive law on Lie(&)(R),
namely exp(eX + €Y) = exp(eX) . exp(eY) for each X,Y € Lie(®)(R).

Proof. We apply Lemma 8.2.2 and use the product map m : & xp & — &
to construct the following commutative diagram

1 — (1/1?)" @ (1/1?)" ZPXEP, B(R[e]) x B(R[e])) —— &(R) x 6(R) — 1

e [ I

1 —— (I(® xg 8)/I(6 x5 8)?) —ZE (6 xz 8)(Rl]) —— (6 xi &)(R) — 1.

1 — (1/1%)" =2, &(Rle)) ——  ®(R)— 1.
Since the composite & XE B x r® B & is the identity, the composite map
(I/I2)v idx0 (I/IQ)V ® (I/IQ)V — (I/IQ)v is the identity. It is the same for
the second summand, so we conclude that that the left vertical composite
map is the addition. O

8.4.2. Remark. If & is an R-subgroup of some GL,, the proof of Lemma
8.4.1 boils down to the case of GL,,. In this case

8.4.3. Example. Let M be an R-module and consider the R-vector group
scheme Y (M). For each S/R, we have

B(M)(S[e]) = Homgg (M @ S[e], S[e]) = Homp(M, S[e]) = B(M)*(5),

hence an R-isomorphism U(M) — Lie(B(M)).
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8.4.4. Remarks. (a) The natural map Lie(®)(R) ®r S — Lie(®)(S5) i
not bijective in general (for example consider the case of a DVR and & =
U(R/mR)). We have Lie(6)(R) = Homp(s) (Uyg) /- RW).

(b) If Q%%[@]/R is a finite locally free R[®&]-module, we claim that the for-
mation of the Lie algebra commutes with arbitrary base change. Writing
Q%%[@]/R @® N’ = S™ we have that Lie(®)(R) = Hompg (Q}%[Q,,]/R,R(l)) is a
direct summand of Hompgje|(R[S]", RM) = R"™. This behaves well under
base change.

(c) The preceding fact applies obviously when R is a field and also when
when & is smooth over R (due to Lemma 8.3.5.(2))

(d) The condition that the R[&]-module Q}%[Q?] /RIS f-g. projective is actually
necessary for having this base change property in general, see [DG, §11.4.8].

More generally, we can define the Lie algebra R—functor of a group R-
functor F' by putting

Lie(F)(S) = ker (F(S[e]) - F(S)).

It is a subgroup equipped with a map Lie(F)(R) ® g S — Lie(F')(S) coming
from the base change € — Ae. In that generality, we are actually mainly
interested in the following examples.

8.4.5. Lemma. Let M be an R-module. Then W (M) -~ Lie(W (M)) and
Ends(M ®p S) — Lie(GL(M))(S) for each S/R.

Proof. The first thing is similar as example 8.4.3. For each S/R, we have
indeed a split exact sequence of abstract groups

0 —— Ends(M ®r S) —— GL(M)(Sl¢]) —— GL(M)(S) —— 1.

f — Id+ef
[

If f:® — $ is a morphism of affine R-group schemes, we have a map
Lie(f) : Lie(®) — Lie($)) of R-vector groups and the commutativity prop-

erty f(exp(eX)) = exp (e . Lie(f)(X)) .
The exact sequence defines an action of &(R) on Lie(&)(R) and actually

a homomorphism &(R) — Autg_j,(Lie(®)(R)) called the adjoint represen-
tation.

8.4.6. Lemma. Let M be a f.g. projective R-module and put & = GL(M).
Then Endg(M) = Lie(8)(R) and the adjoint action is

Ad(g). X =gX g L.
Proof. The R—group scheme & is open in W (Endg(M)) so that the tangent

space at 1 in & is the same than in W(Endg(M)). By example 8.4.3, we
get then an R-isomorphism Endg(M) — Lie(®)(R). We perform now the
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computation of Ad(g) exp(eX) in &(R[e]) C Endr(M) ®r Rle]. We have
Ad(g) exp(eX) =g(Id+eX)g ' =Id+egXg ! =expleg X g ). O

We assume for simplicity first that Lie(®) = W (Lie(&)(R)) with Lie(G)(R)
finite locally free (e.g. ® is smooth over R). We will refer to this property
as (LF).

It follows that the adjoint representation functor

Ad : & — GL(W (Lie(&)(R)).

is actually a representation of & called the adjoint representation. By apply-
ing the Lie functor, it induces then a morphism of vector R-group schemes

ad : Lie(®) — Lie(GL(Lie((‘j)(R))).
For each S/R, we have then an S—map
ad(S) : Lie(®)(S) — Lie(GL(Lie(@))) (S) = Ends (Lie(®)(R) ®x S)

in view of the preceding lemma. For each X,Y € Lie(®)(S), we denote by

(8.4.7) [X,Y] =ad(S)(X). Y € Lie(&)(S)
the Lie bracket of X and Y.

8.4.8. Lemma. (1) Let f : & — $) be a morphism of affine R—group schemes

satisfying both property (LF'). For each X,Y € Lie(®)(R), we have
Lie(f).[X,Y] = [Lie(f). X, Lie(f).Y ] € Lie(8)(R).

(2) In the case & = GL(M) with M f.g. projective, the Lie bracket Endg(M)x

Endr(M) — Endgr(M) reads [X,Y] = XY - Y X.

Proof. (1) Up to replace f by id x f: & — & x §, we may assume that f
is a monomorphism. It follows that the R-functor Lie(f) : Lie(®) — Lie($))
is a monomorphism. We consider the following diagram of R—functors in
groups

Adg

GL(Lie(®))
foAdy T

/' GL(Lie(),Lie(®))
§—B GL(Lie(s))

where GL(Lie($)), Lie(®)) stands for the normalizer functor of Lie(®) in
GL(Lie($))) (as defined in some exercise or in [DG, §I1.1.3]). We derive it
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and get

adg

Lie(®)

End(Lie(®))

W)T

Lie(f) End(Lie(), Lie(®))

i

End(Lie(9))

adyJ

Lie(9)
whence the desired compatibility.

(2) We consider the adjoint representation Ad(R) : GL(M)(R) — GL(Endr(M))(R)
known to be Ad(g).X = gXg~'. We consider Ad(R[¢]) : GL(M)(R[¢]) —
GL(Endg(M))(R[e]); for X, Y € Endr(M) we compute inside (Endg(M))(R][e])
using Lemma 8.4.6

Ad(R[e])(exp(eX)).Y = (1+eX)Y(1+eX)™?
= (1+eX)Y(1—eX)
= Y +4eXY -YX).

We conclude that [X,Y] = XY — Y X. O

8.4.9. Proposition. Assume that & satisfies the property (LF) and that &
admits a faithful linear representation in some GL,. The Lie bracket defines
a Lie R-algebra structure on the R—module Lie(®)(R), that is

(i) the bracket is R-bilinear and alternating;
(i) (Jacobi identity) For each X,Y,Z € Lie(&)(R), we have

X, [Y, Z]] + [, X, Y]] + [V, 2, X]] = 0.

We give here a short non orthodox proof specific to affine group schemes;
for a more general setting, see [DG, 11.4.4.3] and [SGA3, Exp. II].

Proof. Let us start with the case where & admits a faithful representa-
tion in GL(R™). Then the R—map Lie(®) — Lie(GL(M)) is a monomor-
phism. From Lemma 8.4.8, it is then enough to check it for the linear group
GL,. That case is straightforward, we have Lie(GL,,)(R) = M, (R) and the
bracket is [X,Y] = XY — XY (lemma 8.4.8). O

The theory is actually much wider since there is no need of the (LF)
condition and also there is need to assume that & admits a faithful embed-
ding in some GL,. Using §3.2, we have an anti-isomorphism of R—functors
Auty, (0(1/1?)) — GL(I/I?). This induces an isomorphism of R—functors
in abelian groups

Lie (Autyin (B(1/1%))) > Lie(GL(1/12))
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which is nothing but W(Endg(I/I?)) in view of Lemma 8.4.5 and also
Homy;,, (Lie(®), Lie(®)) [DG, 11.4.4.1]. This permits to define the Lie bracket
as a morphism of R—functors

[,]:Lie(®) x Lie(®) — Lie(®)
with the above formula (8.4.7). It turns out that Lie(&)(R) is indeed
a Lie algebra [DG, I1.4.4.5]. The main idea is to embed Lie(®)(R) =
Derg(R[®], R™) in the algebra Der g (R[®], R[®]) which is a Lie R-subalgebra
of Endr(R[®], R[&]) [Bbkl, §II1.10.4]. In the field case, there is a short proof
of this approach in [KMRT, §21.A].

8.4.10. Remark. If j : R — S is a finite locally free morphism and $/S a
group scheme over S, it is a natural question to determine the Lie algebra
of &. It is done in [CGP, A.7.6]. and we have Lie(®) = j.Lie($)), that is
Lie(®)(R') = Lie($)(S @g R') for each R'/R.

8.4.11. Examples. If k is a field of characteristic p > 0, Lie(pp) (k) = k with
trivial Lie structure.



